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Abstract

Breast Cancer is the most prevalent form of cancer and a significant reason for high

mortality rates among women. Manual diagnosis of this disease requires long hours and

specialists which results in increase in the mortality rate. Therefore, an Automated breast

cancer diagnosis has been proposed to reduce the time taken to diagnosis and decreases

the spread of cancer. This model has been trained and tested on the Wisconsin dataset.

Four different Machine Learning algorithms, namely Logistic Regression, SVM, KNN &

Naive Bayes have been used for breast cancer diagnosis. The main focus of this thesis is

on analyzing and comparing the accuracy, specificity & sensitivity and find the best algo-

rithm with best accuracy machine learning (ML) algorithms, namely: logistic regression,

SVM, KNN naive Bayes by calculating their classification accuracy, sensitivity specificity.

The different hyper-parameters used for different ML algorithms were manually assigned.

Among all the algorithms used, SVM performed best with accuracy about 98.24%

Keywords: Breast Cancer, Logistic Regression, Support Vector Machine, k-Nearest

Neighbour, and Naive Bayes
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Chapter 1

Introduction

1.1 Motivation

Breast cancer is the most common cancer in India & accounts for about 27% of all types of

the cancers in women. India accounts for the 3rd highest number of cancer among women

after the US and China [20]. Statistically, 1 out of 28 women is most likely to suffer from

breast cancer in their life span [28]. 2000 new women are diagnosed with cancer every

day and 1200 are detected at the later stages out of these 2000 women. Late detection

reduces the survival rate by 3 to 17 times and costs 1.5 to 2 times higher as compared

to early-stage detection. The mortality rate because of breast cancer is 1.6 to 1.7 times

higher. In 2017, India had the highest mortality rates globally for breast cancer.

Early-stage diagnosis of breast cancer can help significantly in increasing the survival rate

of patients [8]. Machine learning algorithms can play a vital role in the diagnosis of breast

cancer [18]. This project is an attempt at reducing dependencies on the specialist for

diagnosis of breast cancer.

1.2 Problem Statement

There are lots of research work going on to make human life better. But this can’t be

done without improving the condition of the healthcare sector. In a developing country

1



Chapter 1. Introduction 2

like India, even poor people should have access to economic and feasible medical facilities.

Early detection tools of diseases will certainly be significant milestone in achieving this

goal. Automization of diagnosis tools can play an important role in this thought.

After lung cancer, breast cancer is the second most fatal cancer. After analyzing the

statistics of breast cancer, we figured out that India has very low number of experts for

the breast cancer diagnosis as compared to the other countries, which lead to an increase in

diagnosis time. This extra time taken to diagnose the disease like breast cancer can be fatal

to some patients and increases the mortality rates [6]. The problem of late detection can be

eradicated after automizing the diagnosis process. Use of machine learning algorithms [11]

for breast cancer diagnosis is one of the examples of this idea. This will help in improving

the mortality rate, reducing the dependency on the experts, decreasing the diagnosis cost

and time.

1.3 Objective

The objective of this work is to implement a machine learning model which is able to

diagnose breast cancer using different breast cell features such as cell radius, texture etc,

with better accuracy as compared to manual diagnosis. We are using four machine learning

algorithms, namely :

• Logistic regression

• Support vector machine

• k-nearest neighbours

• Naive Bayes

After implementing these four algorithms, we are comparing the test accuracy of each

algorithm along with some other important parameters like PPV, NPV, sensitivity and

specificity.
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1.4 Literature Survey

A lot of research has been done for the automatization of breast cancer diagnosis for

reducing the dependency on the experts and decreasing the diagnosis time.

Abien fred et al.[1] implemented breast cancer diagnostic model and compared the results

of the six different ML algorithms, Linear Regression, SVM, Nearest Neighbor search,

MLP and others on the Wisconsin Dataset. He divided the dataset into two parts: training

(70%), testing (30%). He assigned the hyper-parameters for all the algorithms manually.

The accuracies for both logistic regression and SVM about 96.09375%.

Shang Gao et al.[2], first sighted some issues faced in manual diagnosis techniques. Later

on, he suggested the use of SVM for the diagnosis. He calculated the accuracies for differ-

ent kernels and varying the parameters manually.

Al absi et al.[3] proposed an automated model for the diagnosis of breast cancer using

k-nearest neighbours. It extracts various cell features of the cell obtained from the mamo-

grams and employs KNN for the classification of the cells into cancerous or non-cancerous

cells. He has used wavelet transform, statistical techniques for extracting and selecting

the features.

In[4], D. Bazazeh et al. suggested that machine learning techniques can come handy for

the early detection of breast cancer. He compared the results for the three algorithms,

SVM, naive Bayesian and random forest for the Wisconsin dataset. He used accuracy,

precision, recall and other parameters for comparative analysis.

R. Radha[9] has used k-NN in her work for breast cancer study. She proposed a model

for breast cancer prognosis. She compared the results obtained from the k-NN algorithms

with other clustering algorithms.

1.5 Thesis Organization

• Chapter 1

The thesis starts with chapter 1 that briefs about the motivation for this work.

The middle section of this chapter sheds some light on the problem statement and
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objective. In the literature survey section, the research work carried out by others

in the field of diagnosis of breast cancer using machine learning has been given.

• Chapter 2

Chapter 2 throws some light on breast cancer and statistics related to it. This

chapter further describes the different techniques used for breast cancer diagnosis

such as screening or imaging tests, biopsy etc.

• Chapter 3

Chapter 3 gives the details about the hardware, software, which we have used in our

work. Later part of this chapter deals with the Wisconsin breast cancer dataset and

its features.

• Chapter 4

Chapter 4 starts with the brief introduction of supervised machine learning algo-

rithms. Later in the chapter, all the four algorithms which we have used in our

work, have been described with their mathematical model.

• Chapter 5

Chapter 5 starts with the steps involved in the training the model on the Wisconsin

dataset. The test results of the model are also given in this chapter.

• Chapter 6

Chapter 6 covers the conclusion and the future scope along with enhancement which

can be further be added to this work.



Chapter 2

Techniques for Breast Cancer

Diagnosis

2.1 Breast Cancer

Breast cancer is a type of cancer that mostly occurs in women but men can also be affected

by breast cancer. It originates when cells of the breast grow in an uncontrolled manner

[24] (i.e. cells continue to divide, keep spreading to other tissues & don’t die at the proper

time) and usually transform into a tumour. This tumour becomes malignant if the cells

invade the nearby tissues or spread to other areas of the human body.

It can origin from the various parts of the breast. Base on the cells where breast cancer

origin, different types of breast cancer[29] are named as follow :

• Ductal carcinoma in situ(DCIS)

• Invasive ductal carcinoma (IDC)

• Invasive lobular carcinoma (ILC)

• Lobular carcinoma in situ (LCIS)

• Inflammatory breast cancer

5
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These are the few most commonly occurring cancers in women; there are other types as

well but are of least importance.

2.2 Causes of breast cancer

The factors which cause [24] breast cancer in women are obesity, hormone replacement

therapy during menopause, family history of breast cancer, lack of physical exercise, long

exposure to electromagnetic radiation, having children at a later age or not at all and early

age at first menstruation etc.

2.3 Technique for breast cancer diagnosis

There are the following techniques for the diagnosis of breast cancer. A brief description

of all these techniques is given as follows :

2.3.1 Imaging Tests[21]

• Mammography

In mammography, low energy X-rays are used to examine the breast for diagnosis

the abnormalities in the breast. It uses ionizing radiation for image creation. This

technique is very accurate and reliable as compared to the other methods described

below, but there is a higher risk of radiation exposure also. A typical mammogram

[14] is shown in Figure 3.1

• MRI

Magnetic resonance imaging (MRI) is one of the imaging techniques used to draw

the anatomy of the different body organs. It uses strong Magnetic field for this

purpose. It can detect the small breast lesions that can be sometimes are missed

in mammogarms. Because of the magnetic field used in MRI, a person with ferrous

implants can not be screened using MRI. Figure 4.1 is a breast MRI.
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Figure 2.1: Mamogram[26].

Figure 2.2: Breast MRI[25].

• Ultrasound

It uses the ultrasound waves (frequency greater than 20,000 Hz) for creating images

of the internal body structure, i.e. joints, muscles, internal organs etc. It is more

useful in younger patients, because of the denser fibrous tissue of the breast which

is difficult to be interpreted using mammograms. A mammogram is given in Figure
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4.2.

Figure 2.3: Breast ultrasound[26] .

All these imaging techniques characterise the breast cell present in the image using different

features like cell size, the texture of cell etc. Based on these findings, we can predict

whether someone has breast cancer or not.

The ACS (American cancer society) has made it mandatory to have a mammogram and

and MRI for the women at higher risk ( above 20% risk), once in a year. However, Women

at moderate (below 15% & above 20% risk) or lower risk (below 15% risk) should consult

their doctor before opting for Imaging tests [27].

2.3.2 Biopsy

Breast cancer can also be diagnosed by taking the sample [15] (biopsy) from the suspected

tissue of the breast and examining it using the microscope. After the proper analysis of

tissue sample, a pathologist can find both the presence of cancer as well as its type.
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2.3.3 Clinical examination

It is nothing but the physical examination of the breast, armpits and collarbone by the

doctor. It includes checking the swelling of the breast skin irritation, redness of breast

skin, lump in the underarm etc. [29]

In our work, We are focusing only on the dataset obtained from the imaging tests of the

breast. We are employing the different machine learning algorithms on the cell features

obtained after the Imaging or screening tests.



Chapter 3

Hardware, Software and Dataset

Used

3.1 Hardware Used

3.1.1 System Specifications

The full specifications of the system used in our work are given in Table 3.1.

Table 3.1: Table containing the datailed specification of Workstation

Workstation Model HP Compaq Elite 8300

CPU Intel R Core TM i7-3770

RAM 4 GB

Hard Drive 500 GB

Operating System Ubuntu 18.04.02

Chipset Intel R Q77 Express

3.1.2 CPU Specifications

The system is run by the Intel CoreTM i7-3770 processor. The detailed specifications of

the CPU are shown in Table 3.2

10
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Table 3.2: Table containing detailed specifications of CPU

CPU Intel R Core TM i7-3770

# of Cores 4

# of Threads 8

Cache 8 MB SmartCache

Memory Type DDR 1333

TDP 77 W

Processor Base Frequency 3.40 GHz

3.2 Software Used

Programming Language: Python Tool: Anaconda Navigator was used to implementing

the Breast Cancer Diagnosis Model as it’s a combination of the package manager and

environment manager. It ensures all the dependencies for each package.

3.3 Libraries Used

Libraries: Numpy, Pandas, Scikit-Learn, Matplotlib

3.3.1 Numpy

Numerical Python, abbreviated as NumPy, developed in 2000, is a library of python for

scientific computation. It is commonly used for multi-dimensional array processing. Along

with it posses some other features such as: i) Broadcasting (sophisticated) functions ii)

It can be used in Fourier transform, linear algebra etc. iii) It includes tools which can

integrate C/C++ and Fortran code.

3.3.2 Pandas

Panda (derived from ”panel data”) is a python open source library released in 2008. It is

employed for data analysis and manipulation. Specifically, it provides data structure and
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operations to perform complicated tasks efficiently with a very small piece of code. It’s

built over the NumPy itself.

3.3.3 Scikit-Learn

It is an open source library built on the top of SciPy, Numpy and matplotlib. It includes

various classification, clustering, regression and other algorithms which are useful in data

analysis and mining.

3.3.4 Matplotlib

Matplotlib is the plotting library which is used to draw 2-D diagrams such as bar charts,

histograms, plots, scatterplots, etc., with a small code.

3.4 Dataset

We are using Wisconsin Breast Cancer Data Set downloaded from the UCI repository [23].

It includes a total of 569 samples. Out of these 569 samples, 357 are benign rest 212 are

malignant, as shown in Figure 1.

For the nucleus of each cell, 10 real-valued features [22] have been computed:

i) Radius - It is the mean of the distance between the centre of the cell and the points

lying on its perimeter.

ii) Perimeter - It is the length of the outline/border of the breast cell.

iii) Texture - It is the standard deviation (SD) in grey-scale values. The formula for SD

is given in Equation 3.1.

SD =

√√√√(1/N)

N∑
j=1

(Gi − µ)2) (3.1)
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Figure 3.1: Wisconsin breast cancer dataset.

iv) Area - It is the average area of the breast cell.

v) Compactness - Cell compactness is calculated using Equation 4.1.

compactness = (
perimeter2

area
− 1)g (3.2)

vi) Concave points - It is the total number of concave portions of the contour of the

cell.

vii) Smoothness - It is the local variation in the length of the radius of the cell, denoting

how smooth the breast cell is.

viii) Symmetry

ix) Concavity - It shows the intensity of the concave portions of the cell contour, i.e.

how concave the cell contour is.

x) Fractal dimension - It is the ratio providing a statistical index of complexity of pat-

tern.
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Figure 3.2: Description of the Dataset features

For all these 10 features of breast cell, the mean, standard error and worst values are

calculated, resulting in overall 30 features, e.g. radius mean, radius se, radius worst, tex-

ture mean, texture se, texture worst, etc. All these features are computed to four signifi-

cant digits after the decimal point in order to improve the accuracy in our work.



Chapter 4

Proposed Methodology

4.1 Supervised Machine Learning

Figure 4.1 shows the flowchart of the breast cancer diagnosis model using supervised

machine learning. In supervised machine learning algorithms, a machine is trained using

labelled data, such as an input where the desired output is known and based on this new

data is classified. On processing the training data, the algorithm generates a mapping

function which predicts the output for the new data after adequate training. In our work,

the data is labelled as either malignant or benign. There are different methods such as

regression, classification, gradient boosting and others which are used for predicting the

output in supervised machine learning.

4.2 Machine Learning algorithms Used :

We have employed four machine learning algorithms, namely: Logistic Regression, KNN,

SVM & naive Bayes. A brief description, along with their mathematical representation,

is given below:

15
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MACHINE
LEARNING

ALGORITHM

PREDICTIVE
MODEL EXPECTED LABEL

TRAINIG
DATA

LABELS

NEW
DATA
POINT

FEATURE
VECTORS

FEATURE
VECTOR

Figure 4.1: Flowchart of supervised machine learning.

4.2.1 Logistic Regression

Logistic regression [16] is a type of regression model. It predicts the dependent variable

(result) which is categorical in nature, i.e. 0/1, pass /fail, yes/no etc., after finding a

relation between the dependent variable and the given independent variables. Logistic

regression uses the A sigmoid function given in Equation 4.1

y =
1

1 + e−(x)
(4.1)

for predicting the value of the dependent variable, which is dichotomous (binary) in nature.

A sigmoid activation function is drawn in Figure 4.2.

The generalised equation for logistical regression is given in Equation 4.2.

y =
1

1 + e−(b+ c1x1 + c2x2 + c3x3 + ...+ cnxn
(4.2)
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Figure 4.2: Sigmoid Activation Function.

where x1,x2,x3, ... are independent variables, y is a dependent variable and b, c1,c2,c3, ...

are constants.

For our work, We have taken n=30 as there are 30 different cell features in the dataset.

4.2.2 Support Vector Machine

SVM [17], a supervised ML algorithm, is employed in both regression and classification.

Mostly it’s used in classification problems. In this ML algorithm, we plot each individual

data as a point in the n-dimensional space where each dimension represents a particular

feature of the dataset ( also called the independent variable) as shown in Figure. A

hyperplane or sets of hyperplanes are constructed for classifying different classes. The

equation of hyperplane is WTX=0, where W is the normal vector to the hyperplane.

Formally, a support vector machine finds a hyperplane or set of many hyperplanes in higher

dimensional space, which can then be used for tasks like classification or outliers detection.

A good separation is said to be achieved when the hyperplane found by the algorithm is

such that it has the largest possible distance to the nearest training data-point of any of

the class. This is the intuition behind the working of Support Vector Machines [7]. The

working of the algorithm is beyond the scope of this work, hence intuition behind it is
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only explained. Since the algorithm uses vectors (called as support vectors) to few data

points of each class for finding the set of hyperplanes that divides those set of classes, it is

known by the name of Support Vector Machines. The caveat here is that the SVM only

tends to work when the data points are linearly separable. For the data points which are

not linearly separable, the problem is looked in a much higher dimensional space which

makes the separation of the classes easier, and SVM can then be applied. A plot of sample

data points and their classification using SVM is shown in Figure 4.3. It can be seen

from Figure 4.3 that H1 plane does a poor job in classifying the data points, H2 classifies

the data points correctly but not in the most optimized way, and the H3 plane classifies

the data points in the most optimal way. SVM have two disadvantages: choosing kenel

function is cumbersome and longer training time as compared to other algorithms used.

X Axis

H1 H2 H3

Y 
Ax

is

Figure 4.3: Support Vector Machine.

We have used radial basis function (RBF) kernel in our work. The mathematical repre-

sentation of the RBF kernel [19] is given in Equation 4.3.

k(xi, xj) = exp(−||xi − xj ||
2

2σ2
) (4.3)
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4.2.3 k-Nearest Neighbours

k-nearest-neighbour [13] algorithm (KNN), is a type of supervised non-parametric machine

learning algorithm. It classifies the new data point into one of the available categories based

on the similarity principle or in another way it is the algorithm that assigns an unlabelled

object, a label from a fixed set of labels. For example, a model can be trained based

on the k-NN algorithm to classify the images into two classes square, circle. When any

unclassified image is given, it will classify that image into either square or circle class.

The idea behind k-NN is straightforward. K number of nearest neighbours from the data

point to be classified is taken from the set of objects for which the classification is already

known. The class which will have the maximum number of neighbours points will be

assigned as the label to the object under classification. k-NN [5] falls under the class of

instance-based or lazy-learning algorithms, where the function is approximated locally,

and all the computation for the classification phase is deferred. The k-NN algorithm is

one of the most straightforward machine learning algorithms.

The class of the new data point is found out based on the majority vote [13] of its neigh-

bouring data points. Number of the neighbours to be used for classification are decided

manually. We have used the Euclidean distance our study to estimate the similarity.

Euclidean distance [12] is calculated using the formula given in Equation 4.4.

EuclideanDisatance(x, xi) =
√∑

xj − xij)2 (4.4)

Depending on the Euclidean distance, calculated with the help of above-given equation,

k neighbours are selected and based on the majority vote of these k neighbours new data

point is classified among one of the given classes. Figure 4.4 shows the k-nearest algorithms

for two classes of datasets: class A and class B. Based on the value of k, we classify the

new data point between one of them using majority voting.
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Class A Class B New Data

K=3

K=7

X Axis

Y 
Ax

is

Figure 4.4: k-nearest neighbours.

4.2.4 Naive Bayes

A Naive Bayes classifier [10] is a probabilistic classifier model. It is used for binary (di-

chotomous) or multi-class classification problems. It is based on Bayes theorem. Bayes

theorem is given in equation 4.5.

P (
y

X
) =

P (Xy )P (y)

P (X)
(4.5)

where y is dependent variable & X is a dependent feature vector of size n, shown in

Equation 4.6.

X = (x1, x2, x3, ..., xn, ) (4.6)

Figure 4.5 shows a typical naive Bayes classifier which classifies the new data using con-

ditional probability. Maximum a posteriori (MAP) decision rule has been used for con-

structing the classifier.



Chapter 4. Proposed Methodology 21

Figure 4.5: Naive bayes classifier.

Naive Bayes classifiers are of three types, namely, Gaussian naive Bayes Classifier, multi-

nomial naive Bayes, Bernoulli naive Bayes. We will be using only Gaussian naive Bayes

in this paper. Equation 4.7 shows the mathematical model of Gaussian function.

P (
xi
y

) =
1√

2πσ2
exp(−(xi − µy)2

2σ2y
) (4.7)

4.3 Data Analysis

Wisconsin data set was partitioned into two subsets for training subset and testing subset,

assigning different values for data selection in the algorithm manually. We estimated the

parameters for all the four machine learning algorithms, namely: (1) Test Accuracy, (2)

Sensitivity, (3) Specificity, (4) Positive predictive value (PPV) and (5) Negative predictive

value (NPV).



Chapter 5

Model Training and Results

5.1 Model Training

For this work, the machine was trained on open-sourced models of all the four algorithms.

We used Wisconsin dataset (.csv file) with object classes equal to 2, i.e. either malignant

or benign and independent variables being equal to 30. We divided the dataset into two

segments, one for training and another for testing. After the selection of training data,

the model can be trained on them.

The model was trained on the HP Compaq Elite 8300 system with the Intel CoreTM

i7-3770 processor. The detailed specification can be found in Tables 3.1 and 3.2. Each of

the independent and dependent variables was fitted into the training model of all the four

algorithms separately. After testing these models on the breast cancer dataset, accuracy

and other parameters were found.

The diagram of the training model is given in Figure 5.1. The first step is about the data

collection, which is to be diagnosed.

5.2 Results

We have constructed the proposed breast cancer diagnosis model using four different algo-

rithms in python, namely: Logistic Regression, SVM, KNN Naive Bayes. We calculated

22



Chapter 5. Model Training and Results 23

Figure 5.1: Model for breast cancer diagnosis.

the sensitivity, specificity, positive predictive value (PPV) and negative predictive value

(NPV) for each algorithm separately after varying their respective Hyper-parameters man-

ually from the confusion matrix.

Suppose we have a confusion matrix as given in Table 5.1. Here W= Number of true

positive, X= Number of false positive, Y=Number of false negative & Z=Number of true

negative.

Table 5.1: Confusion Matrix

Disease Nondisease Total

Positive W(True Positive) X(False Positive) TTest Positive

Neagative Y(False Negative) Z(True Negative) TTest Negative

TDisease TNon-disease Total



Chapter 5. Model Training and Results 24

A brief description of these parameters along with the formulas using which these are

calculated(in terms of W, X, Y Z) is given below :

5.2.1 Accuracy

Accuracy is the measure of the correctness with which classifiers predict the exact class.

Accuracy is calculated using Equation 5.1.

Accuracy = (
W + Z

W +X + Y + Z
)X100% (5.1)

5.2.2 Sensitivity

Sensitivity is the probability with which the test predicts the presence of the disease in a

person having the disease, calculated using Equation 5.2.

Sensitivity =
W

W + Y
(5.2)

5.2.3 Specificity

Specificity is the probability with which the test predicts the absence of the disease in a

person not having the disease, calculated using Equation 5.3.

Specificity =
Z

Z + Y
(5.3)

5.2.4 PPV

Positive predictive value is the probability with which a person tests positive and that

person is actually having the disease, calculated using Equation 5.4.

PPV =
W

W +X
(5.4)
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5.2.5 NPV

Negative predictive value is the probability with which a person tests positive and that

person is actually not having the disease, calculated using Equation 5.5.

NPV =
Z

Z + Y
(5.5)

All these parameters, i.e. sensitivty, specificity, PPV and NPV along with accuracy, were

calculated from the confusion matrix and are given in Table 5.2.

Table 5.2: Comparison of accuracy, specificity, sensitivity, NPV and PPV for different
Algorithms

Algorithms Accuarcy Specificity Sensitivity PPV NPV

Logistic Regression 96.49 % .9706 .9565 .9565 .9706

SVM 98.24 % .9714 1.0 .9565 1.0

KNN 97.20 % .9560 .9808 .9273 .9886

Naive Bayes 94.74 % .9429 .9545 .9130 .9706

Figure 5.2: Accuracy for different Algorithms.
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Fig 5.2 shows the bar chart comparing accuracies for all the four machine learning algo-

rithms.



Chapter 6

Conclusion and Future

Enhancements

6.1 Conclusion

In this work, the objective was to implement the breast cancer diagnosis model using ma-

chine learning. We used four different algorithms in our research. The model detected the

breast cancer with satisfactory test accuracy and other parameters(specificity,sensitivity,

NPV & PPV). After comparing these parameters of all the four algorithms, we can conclue

that suport vector machine performed better than others. This model can help in early

detection of breast cancer while reducing the dependency on the experts and minimizing

the diagnosis cost & time.

6.2 Future Enhancements

This work diagnose breast cancer with good accuracy, but there are certain shortcomings

which can be eradicated to improve the test accuracy. These required enhancements are

given below :

27
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• The system can be automated to send those data which are not classified correctly

to the machine which will train the model further on these data for better results.

• The size of the dataset should be increased for improving the test accuracies and

other parameters.

• Apart from these four algorithms, we can employ some other algorithms in future.
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