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Abstract 

The concept of pattern analysis in humans is now, very actively used in various problems, 

from automatically identifying and tagging your friend in your Facebook post. The recent 

field of autonomous cars has to deal with humans and pattern analysis of the human pose, eye 

gaze, and pattern of body pose whether walking, running. There are challenges like ImageNet 

challenge, ibug challenge for face detection. Another challenge which should be addressed is 

attention span of the human during speech, examinations, classroom lectures. 

The dissertation work looks into the subject of real-time human eye tracking for gaze 

estimation and pose estimation of head with respect to the 2D plane. In this work, we have 

used the landmarks needed for identifying the structure in the 2D image plane. The 

dissertation work is able to calculate blinking by using the delta (change) in the ratio between 

the horizontal and vertical distance between the identified pixels of our structure. 

Furthermore, gaze tracking is using the ratio of sclera and pupil to detect the direction of the 

gaze of the structure. The solution is running on video played on low specification laptop. 

The solution is able to recognise the detected face. The solution is able to generate an audio 

for the recognised face along with the direction of gaze. 

Keyword: Face Detection, Pose Estimation, Gaze Estimation, Face Recognition, Ensemble 

Regression Tree.  

 

 

 

 

 

 

 

 

  



 

1 Chapter1 - Introduction 

1.1 Motivation 

The dissertation work started to target the concept of easy, accessible, feasible and portable 

technology in the hands of all the people irrespective of rich and poor. 

In present times, we consume the world with our eyes. With eyes closed, a human is literally 

disabled person. Now, if we can use this vital process of consumption for human beings to 

gain more information, better understanding in behaviour pattern of human then it will be 

good. 

In product like remote controlled wheel chair, prosthetics, robots, there is a possibility to 

control them through eyes. Playing games, virtual reality as a concept also used Eye 

Tracking. The applications of this technique is in tracking better drivers in Ola and Uber, how 

long a person look at objects on a website before clicking away. Thus giving the website 

developers insight to change and update the website. 

Thus, the idea of Pose Estimation in human beings with respect to head or in simple term Eye 

tracking as a subject is decided. This objective was to be able to track human eyes in real 

time. 

1.2 Background 

I attended faculty development workshops on Artificial Intelligence, machine learning and on 

deep learning and convolution neural networks. There was a subject computer vision in our 

2nd semester, which further increased my curiosity towards the subject. Lately, there has been 

a boom in use of camera in mobile phone with increasing high megapixel camera added to 

the mobile phones. There are filters on Facebook, Instagram, snapchat and what not, that 

gives you interesting solutions to computer vision problems. I believe image detection is the 

solution to a lot of challenges and problems in our society.  China, as a country, at 

government level, has developed algorithm based on image detection and is one of the 

pioneers in this field with cameras all over the country. They have systems that used face as a 

currency to pay for food, clothes etc. along with fingerprint and body pose. The recent use of 

image detection by Indian Armed Forces of UAV for reconnaissance has used image 

detection for identifying civilians & armed hostile forces. Hence, efficient and real time face 

detection and head pose estimation is proposed as the subject of this thesis. 

The task of region detection in an image is one of the most challenging tasks in the 

field of Computer Vision. The region can be a human face, human head, watch on 

the wrist, or something more small like ring on the finger or any other accessories on 

human body. Some conventional techniques like applying a transform, detecting 

edges and shapes are used to detect some objects in an image. For example, body 

pose estimation will define some simple joints the human body like head, neck, 

chest, shoulder, elbow, fingertips, thighs, knees, toes. Now, the approach is to 

localize them in the image and then do the pattern analysis. The conventional 

techniques is to detect the shapes and edges and label them as part of the pattern. 

 



 

1.3 Thesis Organisation 

 Chapter 1 
 

The thesis starts out with chapter 1 that briefs about the motivation for this work. The 2nd 
section of this chapter sheds some light on the background.  
 

 Chapter 2 
 

Chapter 2, as Literature survey, throws some light on the research work carried out by the 
others in recent years as well as on the problems. 
 

 Chapter 3 
 

Chapter 3 gives the details about the hardware, software, which we have used for work. In 
later part of the chapter, it talks about the failure with some of the software and why the 
Pycharm is used for the solution. This chapter talks about the language, which is used. It 
further talks about the open source libraries that we have used in the project. 
 

 Chapter 4 
 

Chapter 4 starts with the brief introduction of some of the techniques used in the past for 
computer vision problems. Later in the chapter, techniques we have extensively described 
the ERT model. The test results of the model is discussed in this chapter. 
. 

 Chapter 5 
 
Chapter 5 discusses the dataset. The chapter further explains all the steps in the completion 
of the project. The explanation of the results at each steps is given along with it. 

 

 Chapter 6 
 

Chapter 6 covers the implementation of the improvement added to this work. The later part of 

the chapter explains the results and application of the results. 

 
 

 Chapter 7 
 
Chapter 7 covers the conclusion and the future scope along with enhancement which 
can be further be added to this work. 

 

  



 

 

2 Chapter 2- Literature survey 

2.1 Literature Survey 

 

1. H. Wu, K. Zhang and G. Tian, "Simultaneous Face Detection and Pose Estimation 

Using Convolutional Neural Network Cascade," in IEEE Access, vol. 6, pp. 49563-

49575, 2018. The paper does face detection. Face detection network detect face then 

do pose estimation. Region proposal network is used to identify possible region that 

may have face and do single deep multi task CNN to process these region for face 

detection and pose estimation. The network can’t achieve real time thus need 

improvement. FDDB benchmark for face detection is used. AFW benchmark for pose 

estimation is used. Application: The head pose provides clues for judging people's 

motivation, intention and gaze. Recent studies show that convolutional neural 

networks (CNNs) has made a series of breakthroughs in the two tasks of face 

detection and pose estimation, respectively. There are two CNN frameworks for 

solving these two integrated tasks simultaneously. One is to use face detection 

network to detect faces firstly, and then use pose estimation network to estimate each 

face's pose; the other is to use region proposal algorithm to generate many candidate 

regions that may contain faces, and then use a single deep multi-task CNN to process 

these regions for simultaneous face detection and pose estimation. The former's 

problem is pose estimation's performance is affected by face detection network 

because two networks are separate. The latter generates lots of candidate regions, 

which will bring huge computation cost to CNN and can't achieve real-time. 

 

2. L. He, H. Li, Q. Zhang and Z. Sun, "Dynamic Feature Matching for Partial Face 

Recognition," in IEEE Transactions on Image Processing, vol. 28, no. 2, pp. 791-802, 

Feb. 2019. Partial face recognition (PFR) in an unconstrained environment is a very 

important task, especially in situations where partial face images are likely to be 

captured due to occlusions, out-of-view, and large viewing angle, e.g., video 

surveillance and mobile devices. However, little attention has been paid to PFR so far 

and thus, the problem of recognizing an arbitrary patch of a face image remains 

largely unsolved. This paper proposes a novel partial face recognition approach, 

called dynamic feature matching (DFM), which combines fully convolutional 

networks and sparse representation classification (SRC) to address partial face 

recognition problem regardless of various face sizes. DFM does not require prior 

position information of partial faces against a holistic face. 

 

3. A.S. Dhavalikar and R. K. Kulkarni, "Face detection and facial expression recognition 

system," 2014 International Conference on Electronics and Communication Systems 

(ICECS), Coimbatore, 2014, pp. 1-7. A human-computer interaction system for an 

automatic face recognition or facial expression recognition has attracted increasing 



 

attention from researchers in psychology, computer science, linguistics, neuroscience, 

and related disciplines. In this paper, an Automatic Facial Expression Recognition 

System (AFERS) has been proposed. The proposed method has three stages: (a) face 

detection, (b) feature extraction and (c) facial expression recognition. The first phase 

of face detection involves skin color detection using YCbCr color model, lighting 

compensation for getting uniformity on face and morphological operations for 

retaining the required face portion. The output of the first phase is used for extracting 

facial features like eyes, nose, and mouth using AAM (Active Appearance Model) 

method. The third stage, automatic facial expression recognition, involves simple 

Euclidean Distance method. In this method, the Euclidean distance between the 

feature points of the training images and that of the query image is compared. Based 

on minimum Euclidean distance, output image expression is decided. True 

recognition rate for this method is around 90% - 95%. Further modification of this 

method is done using Artificial Neuro-Fuzzy Inference System (ANFIS). This non-

linear recognition system gives recognition rate of around 100% which is acceptable 

compared to other methods. 

 

4. S. Kherchaoui and A. Houacine, "Facial expression identification system with 

Euclidean distance of facial edges," 2014 6th International Conference of Soft 

Computing and Pattern Recognition (SoCPaR), Tunis, 2014, pp. 6-10. This paper 

present facial expression recognition system. Identification and classification is 

performed on the seven basic expressions: happy, surprise, fear, disgust, sad, anger 

and a neutral state. This system consists of three main parts. The first step is the 

detection of the face and facial features to extract the face centered region. Next step 

consists of a normalization of this interest region and edge extraction. At this step we 

have a face edge image that we use to calculate the Euclidean distance of all pixels 

that constitute edges. The third step is the classification of different emotional state by 

the SVM method. 

 

5. V. Kazemi and J. Sullivan, "One millisecond face alignment with an ensemble of 

regression trees," 2014 IEEE Conference on Computer Vision and Pattern 

Recognition, Columbus, OH, 2014, pp. 1867-1874. This paper addresses the problem 

of Face Alignment for a single image. We show how an ensemble of regression trees 

can be used to estimate the face's landmark positions directly from a sparse subset of 

pixel intensities, achieving super-realtime performance with high quality predictions. 

 

6. R. Ranjan, V. M. Patel and R. Chellappa, "HyperFace: A Deep Multi-Task Learning 

Framework for Face Detection, Landmark Localization, Pose Estimation, and Gender 

Recognition," in IEEE Transactions on Pattern Analysis and Machine Intelligence, 

vol. 41, no. 1, pp. 121-135, 1 Jan. 2019. This paper present an algorithm for 

simultaneous face detection, landmarks localization, pose estimation and gender 

recognition using deep convolutional neural networks (CNN). The proposed method 

called, HyperFace, fuses the intermediate layers of a deep CNN using a separate CNN 



 

followed by a multi-task learning algorithm that operates on the fused features. It 

exploits the synergy among the tasks which boosts up their individual performances. 

 

7. R. Ranjan, S. Sankaranarayanan, C. D. Castillo and R. Chellappa, "An All-In-One 

Convolutional Neural Network for Face Analysis," 2017 12th IEEE International 

Conference on Automatic Face & Gesture Recognition (FG 2017), Washington, DC, 

2017, pp. 17-24. We present a multi-purpose algorithm for simultaneous face 

detection, face alignment, pose estimation, gender recognition, smile detection, age 

estimation and face recognition using a single deep convolutional neural network 

(CNN). The proposed method employs a multi-task learning framework that 

regularizes the shared parameters of CNN and builds a synergy among different 

domains and tasks. 

 

8. S. Lawrence, C. L. Giles, Ah Chung Tsoi and A. D. Back, "Face recognition: a 

convolutional neural-network approach," in IEEE Transactions on Neural Networks, 

vol. 8, no. 1, pp. 98-113, Jan. 1997. The paper present a hybrid neural-network for 

human face recognition which compares favourably with other methods. The system 

combines local image sampling, a self-organizing map (SOM) neural network, and a 

convolutional neural network. The SOM provides a quantization of the image samples 

into a topological space where inputs that are nearby in the original space are also 

nearby in the output space, thereby providing dimensionality reduction and invariance 

to minor changes in the image sample, and the convolutional neural network provides 

partial invariance to translation, rotation, scale, and deformation. 

 

9. Y. Taigman, M. Yang, M. Ranzato and L. Wolf, "DeepFace: Closing the Gap to 

Human-Level Performance in Face Verification," 2014 IEEE Conference on 

Computer Vision and Pattern Recognition, Columbus, OH, 2014, pp. 1701-1708. In 

modern face recognition, the conventional pipeline consists of four stages: detect => 

align => represent => classify. The paper revisit both the alignment step and the 

representation step by employing explicit 3D face modeling in order to apply a 

piecewise affine transformation, and derive a face representation from a nine-layer 

deep neural network. 

 

10. K. Zhang, Z. Zhang, Z. Li and Y. Qiao, "Joint Face Detection and Alignment Using 

Multitask Cascaded Convolutional Networks," in IEEE Signal Processing Letters, 

vol. 23, no. 10, pp. 1499-1503, Oct. 2016. Face detection and alignment in 

unconstrained environment are challenging due to various poses, illuminations, and 

occlusions. In this paper, a deep cascaded multitask framework that exploits the 

inherent correlation between detection and alignment to boost up their performance. 

The framework leverages a cascaded architecture with three stages of carefully 

designed deep convolutional networks to predict face and landmark location in a 

coarse-to-fine manner. 



 

 

11. A. Kumar, A. Alavi and R. Chellappa, "KEPLER: Keypoint and Pose Estimation of 

Unconstrained Faces by Learning Efficient H-CNN Regressors," 2017 12th IEEE 

International Conference on Automatic Face & Gesture Recognition (FG 2017), 

Washington, DC, 2017, pp. 258-265. Keypoint detection is one of the most important 

pre-processing steps in tasks such as face modeling, recognition and verification. In 

this paper, we present an iterative method for Keypoint Estimation and Pose 

prediction of unconstrained faces by Learning Efficient H-CNN Regressors 

(KEPLER) for addressing the face alignment problem. The paper present a novel 

architecture called H-CNN (Heatmap-CNN) which captures structured global and 

local features and thus favors accurate keypoint detection. H-CNN is jointly trained 

on the visibility, fiducials and 3D-pose of the face. 

 

12. J. Huang and W. Siu, "Learning Hierarchical Decision Trees for Single-Image Super-

Resolution," in IEEE Transactions on Circuits and Systems for Video Technology, 

vol. 27, no. 5, pp. 937-950, May 2017. Sparse representation has been extensively 

studied for image super-resolution (SR), and it achieved great improvement. Deep-

learning-based SR methods have also emerged in the literature to pursue better SR 

results. The paper, use a set of decision tree strategies for fast and high-quality image 

SR. Our proposed SR using decision tree (SRDT) method takes the divide-and-

conquer strategy, which performs a few simple binary tests to classify an input low-

resolution (LR) patch into one of the leaf nodes and directly multiplies this LR patch 

with the regression model at that leaf node for regression. Both the classification 

process and the regression process take an extremely small amount of computation. 

 

13. P. Sermanet, K. Kavukcuoglu, S. Chintala and Y. Lecun, "Pedestrian Detection with 

Unsupervised Multi-stage Feature Learning," 2013 IEEE Conference on Computer 

Vision and Pattern Recognition, Portland, OR, 2013, pp. 3626-3633. Pedestrian 

detection is a problem of considerable practical interest. Adding to the list of 

successful applications of deep learning methods to vision, we report state-of-the-art 

and competitive results on all major pedestrian datasets with a convolutional network 

model. The model uses a few new twists, such as multi-stage features, connections 

that skip layers to integrate global shape information with local distinctive motif 

information, and an unsupervised method based on convolutional sparse coding to 

pre-train the filters at each stage 

 



 

3 Chapter 3 – Hardware, Software, Language and Packages 

Used 

3.1 Hardware Used 

3.1.1 System Specifications 

The full specifications of the system used in our work is given in Table 3.1 

Table 3.1 Table containing the detailed specification of Workstation 

Workstation Model Dell Inspiron 7530, HP Z620 Workstation 

CPU Intel® Core™ i5-3210M CPU @2.50GHz 

RAM 4 GB DDR3, Speed 1600MHz 

Hard Drive 1 TB 

Operating System Windows 10 Pro, Microsoft Corporation 

64-bit operating system, x64 based 

processor 

Chipset Intel(R) 7 series chipset family 

 

3.1.2 CPU Specification 

The system has the Intel® Core™ i5-3210M processor. The detailed specifications of the 

CPU is shown in the Table 3.2 

Table 3.2 Table containing detailed specifications of CPU 

Base speed 2.50 GHz 

Sockets 1 

Cores: 2 

Logical Processors 4 

Virtualization Enabled 

L1 cache 128 KB 

L2 cache 512 KB 

L3 cache 3.0 MB 

 

 

3.2 Software Used 

The process of finding the right software was through trial and error. The first attempt made 

was on Anaconda. The language of choice was Python. I attempted to use this software 

because it is easy to integrate the coding as well presentation of data on this platform. The 

platform can connect to R Studio, which is great tool for numerical method as well as data 

analysis. Computer vision is also a part of data analysis. We are able to connect this platform 

to Google Colab. The Jupyter Notebooks developed in Anaconda are portable. We can use 

them in Google Colab. 

The drawback, which I later found was that the Google Colab is new and does not support lot 

of libraries. It was started in 2017 itself. 



 

 The software finally decided upon is PyCharm, as shown in Figure 3.1. It is brainchild of 

JetBrain. 

 

Figure 3.1 This is the license for Pycharm Software Platform.  

The license is free for students. The license is also valid for other platforms by JetBrain. 

 

 

3.3 Libraries Used 

Libraries: OpenCV, DLIB, Numpy, Math, Scikit Learn 

3.3.1 OpenCV 

Open Computer Vision, abbreviated as OpenCV, developed by Intel. This is open source 

library now. The library is structured and coded for real time performance. The structure of 

the library makes it easy & optimal to use memory of the system as well as the processing 

cost and speed. It is highly recommended for computer vision problems as there are people 

updating the library frequently. 

Functions in OpenCV:  

Cv2.line draws a line on image between two pixel coordinates. 

Cv2.imread used to read input data 

Cv2.imwrite used t write the output file on the OS. 

Using OpenCV we can use rotation, translation, resize with respect to reference coordinates. 

It is not used for ploting graph. This can be done using matplotlib. 

 



 

3.3.2 DLib 

Dlib library is open source library. This library is a toolkit for solving real world problems. 

We have extensively used this library in this project work. This library is coded in C++. The 

library is used for machine learning algorithms, computer vision problems and algorithms are 

run on this framework. 

3.3.3 Numpy 

Numerical Python, abbreviated as NumPy, developed in 2000, is a library of python for 

scientific computation. It is commonly used for multi-dimensional array processing. Along 

with it poses some other features such as: i) Broadcasting (sophisticated)  functions ii) It can 

be used in Fourier transform, linear algebra etc. iii) It includes tools which can integrate 

C/C++ and Fortan code. 

3.3.4 Pandas 

Panda (derived from “panel data”) is a python open source library released in 2008. It is 

employed for data analysis and manipulation. Specifically, it provides data structure and 

operations to perform complicated task efficiently with a small piece of code. It’s built over 

Numpy itself. 

3.3.5 Math 

It is open source library for most of the mathematics function required. We have used hypot 

function which is used to calculate the Euclidean Distance between two points. 

3.3.6 Scikit-Learn 

It is open source library built on top of Scipy, Numpy and matplotlib. It includes various 

classification, clustering, regression and other algorithms which are useful in data analysis 

and mining 

 

  



 

 

4 Chapter 4 – Techniques and Methodology 

4.1 Algorithms and techniques in image processing 

 
Figure 4.1 A classic image of challenges in Image Classification [7] 

 

Figure 4.1, shows the  core problems  in the  field of Computer Vision, Image 

Classification which is the  task  of assigning one label from the  fixed set of labels to the  

given input image.  This problem despite its simplicity  is not so easy to solve and a vast  

variety  of practical  applications  in various  fields.  Moreover, other problems  like object  

detection and segmentation can be reduced to image classification, as shown in Table 

4.1. 

Table 4.1 Core problems in Vision 

Viewpoint 

variation 

An object of interest  may be oriented in many different ways with 

respect to the viewer or the camera 

Deformation Many objects  of interest  are rigid bodies of a fixed shape and  size 

and can be deformed in many different ways. 

Occlusion  The  object  of interest  can also be found occluded.  Sometimes 

only a tiny portion  of the object (as small as few pixels) could be 

visible 

Illumination  

conditions 

The  effects of illumination  are drastic  which can many times hide 

most compelling features of the object 

Background  

clutter 

The  object  may blend into  their  environment  making  them hard 

to recognize. 

Intra-class  

variation 

The  classes of interest  can many  times be relatively  broad, such 

as a chair.   The  object  belonging to  that  class can come in many  

different shapes, sizes, and colour. 

 

4.1.1 Viola Jones Object Detection Algorithm    

The Viola-Jones object detection  method  is one of the  first  methods  to  provide  

reasonably  competitive  object detection  accuracy  in real-time  given by Paul  Viola and 

Michael Jones [8]. The method was for face detection in real-time with reasonable accuracy.  

The features like robustness, speed, and requirement of small samples are the characteristics 

of this algorithm  and the main reason for its acceptance.  Intel developed Haar feature files 



 

for frontal face in xml. Intel also developed Haar files for eyes, nose, ears and other human 

head poses as shown in Figure 4.2 and Figure 4.3. The algorithm tries to match the image 

with the known Haar features of the image class. All the image of a particular class would 

share some characteristic properties. These regularities are matched using the relevant Haar 

features.   

 

 

Figure 4.2 Haar cascades [9] 

 

Figure 4.3 Haar cascade for face detection [9] 

  

 

4.1.2 k-Nearest Neighbors (k-NN)  Algorithm  

This is an approach of unsupervised learning. In this algorithm clusters are created. This  

algorithm  deals  with classifying an object  into one of the  previously decided classes, 

or in another  way it is the  algorithm  that  assigns an unlabelled  object,  a label from a 

fixed set of labels. K number  of nearest  neighbors from the data  point to be classified, 

are taken from the set of objects for which the classification is already known.  The class 

which will have the maximum number of neighbors points will be assigned as the label 

to the object under  classification. In kNN functions are approximated locally. 

 

4.1.3 CNN 

Convolutional Neural Network, abbreviated as CNN, is an modern approach which works 

like a neuron of human beings [12]. This is an exhaustive approach where eyery node of 

layern-1 is connected to all the node layern as shown in Figure 4.4 and Figure 4.5 Simple and 

small patterns created in layers are merged to generated a final pattern in fully connected 

layer, which is the classifier with output [0,1]. The output can be set of classes.  



 

 

Figure 4.4 Artificial Neural network [10]  

 

Figure 4.5 Model of CNN[11] 

It has convolution layer, pooling layer for n- 

times. They are feature extractors. Classifier is 

fully connected layer with output [0,1] 

 

The CNN trains on Images unlike SVM where it trains on features extracted from the region 

of interests. CNN requires very high amount of datasets as compared to SVM. 

 

4.1.4 Face Embedding 

Face embedding is another method introduced in FaceNet[13]. It is a Deep NN architecture 

based approach to use output vector at each stage of NN layer as feature label. The model 

generates a correlation between different output vectors of the NN layers. The approach of 

the model uses Euclidean distance for correlation. The faces with small distances are 

considered similar while with large distance are considered non-similar. The loss function 

reduces distance between output and positive where they have the same identity. It maximises 

the distance between output and negative where they do not have the same identity. On fully 

connected layer output , the loss function is trained to generate 1x1x128 vector output. Figure 

4.6 shows the flow diagram for the face enconding,  

The success rate is 98.87 % on LFW[21]. The result computed are on fixed center crop of the 

faces, which means the faces are aligned to the center of the image.  

We created a new dataset for face recognition which has 7 different faces. We have trained 

the model on it. We have input 7 front face images as training images as (key, value) pairs. 

The key is name of the face while the value is 128 byte vector which is the embedding 

generated for the face.  

 The Table 4.2 shows the dataset images on which the face encoding is trained. The face 

names are  [Abhaya Shahare, Deepeankar Sharma, Garima Sharma, Nirdosh Kumar, Saransh 

Bhandari, Rajveer Mali]. We are able to recognise all the image. We can classify the input 

images into known classes, face names, as well as unknown class if the image does not match 

the trained encodings. Figure 4.7 shows the training result 



 

 

Figure 4.6 Flow Diagram for face encoding 

 

 

Figure 4.7 Training resultfor face encoding 

 



 

Table 4.2 Face Recognition Dataset 

   

   

 

4.2 Ensemble Regression Tree used as ML Algorithm 

When you need to buy another vehicle, will you approach the principal vehicle shop and buy 

at the advice to the seller? It is very impossible. You would likely see a couple of online 

websites, where individuals have posted their surveys and look at changed vehicle models, 

checking at their highlights and costs. You will likewise most likely approach your 

companions and associates for their assessment. To put it plainly you will not directly make a 

choice, however will rather settle on a choice thinking about the sentiments of other 

individuals also. 

Group models in AI work on a comparative thought. They join the choices from different 

models to improve the general execution. This can be accomplished in different ways, which 

is explained in this chapter. 

4.2.1 Simple Ensemble Techniques 

4.2.1.1 Max Voting 

The max vote is used for creating sets. In this strategy, various models are utilized to make 

expectations for every data point. The expectations by each model are considered as a 'vote'. 

The forecasts which we get from most of the models are utilized as the last expectation [17]. 

Example: If five people vote [3, 4, 5, 4, 4]. Then the final result used by the model will be 4. 



 

Example2: suppose we run KNN, Logistic Regression, Decision tree Classifier then the final 

output used by the model will be by voting. 

4.2.1.2 Averaging 

Like the max voting method, numerous forecasts are made for every data point in averaging. 

In this technique, we take a normal of forecasts from every one of the models and use it to 

make the last expectation. Averaging can be utilized for making forecasts in regression issues 

or while computing probabilities for classification [18]. 

4.2.1.3 Weighted Averaging 

This is an expansion of the averaging technique [18]. All models are allocated various 

weightage, characterizing the significance of each model for expectation. For example, if two 

of your associates are experts, while others have no related knowledge in this field, at that 

point the appropriate responses by these two companions are given more significance when 

contrasted with different individuals. 

4.2.2 Advanced Ensemble Techniques 

4.2.2.1 Stacking 

Stacking is an ET that utilize forecasts from various models (for instance Decision tree, KNN 

or SVM) to assemble another model. This model is utilized for making forecasts on the test 

set [19]. 

Example predictions of model1, model2, model3 are used as feature vector for a complete 

new model generation which is the final model. 

4.2.2.2 Blending 

Blending pursues a similar methodology as stacking yet utilizes just a validation set from the 

train set to make expectations. As it were, not at all like stacking, the forecasts are made on 

the validation set as it were. The validation set and the predictions are utilized to manufacture 

a model which is kept running on the test set [20]. 

  

4.2.3 Bagging 

The thought behind Bagging is joining the consequences of different models (for example, all 

choice trees) to get a summed up result. Here's an inquiry: If you make every one of the 

models on a similar arrangement of information and join it, will it be helpful? There is a high 

possibility that these models will give a similar outcome since they are getting a similar info. 

So how might we take care of this issue? One of the systems is bootstrapping [17] [20]. 

Bootstrapping, as shown in Figure 4.6, is an examining method where we make subsets of 

perceptions from the first dataset, with substitution. The size of the subsets is equivalent to 

the size of the first set. 



 

 

Figure 4.8 Bootstraping Flowchart 

 

 

4.2.4 Boosting 

In the event that an information point is mistakenly predicted by the principal model, and 

after that the following (most likely all models), will consolidating the predictions give better 

outcomes? Such circumstances are dealt with by boosting.  

 

Boosting is a successive procedure, where each resulting model endeavors to address the 

mistakes of the past model, as shown in Table 4.3. The succeeding models are subject to the 

past model. 

Table 4.3 Boosting Steps 

1 A subset is made from the first dataset. 

2 At first, all information focuses are given equivalent loads. 

3 A base model is made on this subset. 

4 This model is utilized to make forecasts in general dataset. 

5 Errors are determined utilizing the real qualities and anticipated qualities. 

6 The predictions which are inaccurately anticipated, are given higher weightage. 

7 Another model is made and expectations are made on the dataset. 

8 Likewise, different models are made, each adjusting the mistakes of the past model. 



 

9 The last model (strong learner) is the weighted mean of the considerable number of 

models (weak learner). 

 

4.2.5 Bagging Meta-estimator  

The bagging meta-estimator process includes base_estimator, n_estimator, max samples, max 

features, n jobs, random state which is explained in Table 4.4 

Table 4.4 Parameters  utilized in the calculation of Bagging Meta-estimator 

base_estimator: It characterizes the base estimator to fit on arbitrary subsets of the dataset. 

When nothing is determined, the base estimator is a decision tree.[17][20] 

n_estimators: It is the quantity of base estimators to be made. The quantity of estimators 

ought to be painstakingly tuned as a huge number would set aside an exceptionally long 

effort to run, while a modest number probably won't give the best outcomes. 

max_samples: This parameter controls the size of the subsets. It is the most extreme 

number of tests to prepare each base estimator 

max_features: Controls the quantity of features to draw from the entire dataset. It 

characterizes the greatest number of features needed to train each base_estimator. 

n_jobs: The quantity of thread to process parallel. The default, -1 , is set to systems 

quantity of core. 

random_state: This parameter explains the process of random split. It indicates the 

technique for irregular split. At the point when arbitrary split value is same for two models, 

the irregular determination is same for the two models. This parameter is valuable when 

you need to compare about various models 

 

4.2.6 Random Forest 

It is another ML technique that pursues the bagging technique. It is derived of the Bagging 

Meta-estimator, as shown in Table 4.5. The base estimators are decision trees. Not at all like 

bagging meta estimator, random forest arbitrarily chooses a lot of features which are utilized 

to choose the best split at every node of the decison tree [17][20]. 

Table 4.5 Steps in a Random Forest model 

Arbitrary subsets are made from the first dataset (bootstrapping). 

At every node in the tree, only an arbitrary arrangements of features is taken into 

consideration to decide the best split. 

A decision tree model is fitted on every one of the subsets.(weak learners) 

The final prediction is calculated by averaging the forecasts from all weak learner 

trees.(Strong Learner)  

 

4.3 ERT Model 

4.3.1 Flowchart 

Figure 4.7 shows the flowchart of the shape predictor model using supervised 
machine learning. In supervised machine learning algorithms, a machine is trained using 
labeled data, such as an input where the desired output is known and based on this new 
data is classified. On processing the training data, the algorithm generates a mapping 
function which predicts the output for the new data after adequate training. In our work, 
the data is labeled as either face=0 or face=1. There are different methods such as 



 

regression, classifcation, gradient boosting and others which are used for predicting the 
output in supervised machine learning. We have used Ensemble Regression Tree, 

abbreviated as ERT.  

 

Figure 4.9 Flowchart of landmark predictor with bounding box using ML algorithm 

 

 

Figure 4.10 2D mask for structure 

landmarks 

2D facial landmark[5][6] 

   

Figure 4.11 3D mask for the structure 

landmarks 

3D facial Landmark for reference. [5][6] 

 

Figure 4.8 and Figure 4.9 are masks used in landmark detection. The mask here is 68 points 

divided into x parts: 0 to 17 is jaw line, 18 to 22 right eyebrow, 23 to 27 is left eyebrow, 28 to 

31 is nose line, 32 to 36 is nostril structure, 37 to 42 is right eye, 43 to 48 is left eye. Each eye 

includes six data points, each data point is a pixel which is a matrix with RGB values. The 

eye will have iris, pupil and sclera (white part). Now, from 48 to 54 form outer upper lips, 55 



 

to 59 is outer lower lips and finally 60 to 64 is inner part of upper lips and 65 to 67 is inner 

part of lower lips. This mask is used to train the model to detect face.  

The face detector identifies the attributes as combination of number from this mask. The 

combination can result in eyes, eyebrows, jawline lips nose. 

4.3.2 Human Head Pose Detection 

Figure 4.10, explains the general outline of the Pseudo Code 

 

 

Figure 4.12 Flow Diagram 

The head pose estimation is done as follows 

1. Load the trained model, say Model M 

2. Run the detector on image with mask, as shown Figure 3.8 as reference 

3. Get the model points corresponding to the mask 

4. Generate the bounding box using the model points from top left to bottom right 

corner. 

5. This gives the bounding box. 

6. Now use the Figure 3.9, 3D mask as reference coordinates and generate the rotation 

and translation angle with respect to 6 coordinates defined in Figure 3.8, 3.9.  

7. Use rotation and translation vector to create x , y and z axis with nose as center of the 

image. 

4.3.3 ERT Model Results 

Figure 4.11, the image has six circle known as landmarks of the structure. We calculate the 

horizontal length between the pixels as shown in the image. We also calculate the vertical 

length of the midpoint of the upper pixels as well as lower pixel. We use the structure to 

calculate the blinking as well as direction of the human eye. 

Figure 4.12 to Figure 4.20 explains the result of face detection. The Detection percentage 

varied in images from 46% to 72 %. The reason for it are Occulsion, Illumination conditions 

and background deformation. There were some region of interest which should have been 

found, hence Detection % is between 46% to 73%. If the face is near the center of the image 



 

then it is easy to detect it. The faces away from center of image have high probability of not 

being detected. 

 

 

Figure 4.13 This is proposed logic image to detect the gaze of the human eye. 

 

 

 

Figure 4.14 Face detection in 

dogs 

Total number of dog detected : 0 

Total number of dog : 4 
 

Figure 4.15 output of face detection of dog 

 

 

 
Figure 4.16 Training and Testing accuracy 



 

 

Figure 4.17 Total face detected 

Total number of face detected: 15. 

Total number of faces are :32 

 

Figure 4.18 Output of face detection 

Detection % = 46.87 % 

 
Figure 4.19 Total face detected 

Total number of face detected:  13. 

Total number of faces are :18 

 
Figure 4.20 Output of face detection 

Detection % = 72.22% 

 

Figure 4.21 Total face detection along with 

the position of boundary box 

Total number of face detected:  26 

Total number of faces are :45 

 

Figure 4.22 Output of face detection 

Detection % = 58% 



 

 

5 Chapter 5 – Proposed Work and Results 

The process of detecting a face from an image has lots of similarity with detecting the head 

pose from an image. The process of feature extraction and feature mapping generated at 

different layers for detection and pose estimation can be used interchangeably. Thus merging 

the similar steps can reduce the time for face detection and pose estimation for the same 

image. The problem of simultaneous face detection and pose estimation is derived from the 

need for real time facial pattern analysis. 

5.1 Dataset 

We are using 300-W dataset downloaded from intelligent behaviour understanding group, 

abbreviated as ibug[1][2][3][4], as shown Table 5.1. The dataset consist of 300 faces. The 

faces are indoor as well as outdoor. The face captured have emotions, different alignment, 

illumination, identity. There is vast difference in appearance of the images. There are four 

parts in the dataset. All the images have mirror version of then to increase the dataset size. 

Table 5.1 Table of Dataset used. 

1 Labelled face parts in the 

wild 

LFLW There are total 1135 images.811 training 

images and 224 test images 

2 Annotated facial landmark AFW There are 250 images. These images have 468 

labelled human faces. 

3 Helen Helen There are 2330 images. These are the most 

densely labelled images. 

4 Intelligent behaviour 

understanding group 

ibug There are 135 images. 

 

 

5.2 Steps and Results 

The following are project steps along with their outputs at each stage. 

5.2.1 Step1: Getting Started 

In Figure 5.1 to Figure 5.23, we printed the face coordinates in the image for left, right and 

center poses. We completed the landmark detection on the face and displayed the landmark 

object at each frame that is processed. The landmark 36 is displayed which is right eye 

corner. We calculated the aspect ratio of eye i.e. ratio of vertical length to horizontal length of 

the eye. We threshold (=70,42,125) the eye for black and white image. This output is used for 

gaze estimation by calculating the number of zeroes in the image. At the end of the process 

we expect to detect the face along with the head pose displayed as front of the face leading 

out of the bounding box surrounding the detected face. 

 



 

 

Figure 5.1 This is the output of Region of Interest when looking center. 

The output is an array 1x2 with top left corner (x, y) and bottom left corner (x, y) 

The output is [(209,141), (424,376)]. The output is displayed at each frame processed. 

 

Figure 5.2 This is the output of Region of Interest when looking right. 

The output is an array 1x2 with top left corner (x, y) and bottom left corner (x, y) 

The output is [(108,165), (366,423)]. The output is displayed at each frame processed. 

 

 



 

 

Figure 5.3 This is the output of landmark object files 

The console displays object files at each frame that is processed from the video. 

 

 

Figure 5.4 This is the output of landmark 36 

The landmark 36 is a coordinate on 2d plane defines as (x, y). Here the output is (228, 219) 

 

 



 

 

Figure 5.5 This is the output of Horizontal 

length of the eye.  

The console displays the calculated value 

of the horizontal length of the structure, 

which is right eye. The output value is 53 

to 54. 

 

Figure 5.6 This is the output of the ratio of 

vertical to horizontal length.  

The console displays the calculated value of 

the ratio of the structure, which is right eye. 

The output value is between 3 to 6. 

 

 

 

Figure 5.7 This is the output of the left eye region 

The console displays the output in int32 format, which is an array of all the coordinates of 

the 6 structure points of the left eye. The processed output is for each frame. The output is 

[(231,270), (245,262),(260,262), (273,274), (259,278),( 243,277)]. 

The console displays the output in int32 format, which is an array of all the coordinates of 

the 6 structure points of the left eye. The processed output is for each frame. The output is 

extracted to another frame for further processing. 

 



 

 

Figure 5.8 This is the output of rectangle on 

the detected structure 

 

Figure 5.9 This is the output of circle on 

right eye corner. 

 

 

Figure 5.10 This is the output caputured 

when blinking 

 

Figure 5.11 This is output of identifying the 

structure of eyes in the structure identified. 

 

 

Figure 5.12 This is the ouptut of required 

region  extracted outside in new frame . 

 

Figure 5.13 This is the output of threshold at 

70 and generating new frame of the structure. 

 



 

 

Figure 5.14 This image has generated a mask for the identified structure in our region of 

interest. 

The mask generated on a video of which a screenshot is output. The image has a person on 

the right frame. We have found the region of interest in that frame and calculated another 

secondary region in the identified structure. We have created a mask for us on it for further 

processing. 

 

 

Figure 5.15 This is the image of mask after bitwise_and with the original image. 

Thus, we are able to see the final structure image real time. 

 



 

 

Figure 5.16 This image is output of bitwise_and structure. 

Here we can see blinking, which is on the main frame while the mask show us the position 

of the structure that is analysed to conclude blinking. 

 

5.2.2 Step2  

Now we are moving into the part of report, which deals with identifying the direction of the 

identified structure.  

 

Figure 5.17 This is the output of an image with split region of interest. 

The right image is our main image frame. The frame is required to generate threshold image. 

We use the threshold image to create split of the threshold image. The important thing to note 

is we have removed the skin from the region of interest for calculating the pose of the 

identified structure. 

. 



 

 

The value, calculated by number of zeroes in the region of our structure that we have split. 

Figure 5.22, Figure 5.23 and Figure 5.24 are the output of the values. 

 

 

Figure 5.18 This is the first 

output for looking left. 

The output is 45.  

 

Figure 5.19 This is the first 

output for looking center. 

The output is 0. 

 

Figure 5.20 This is the first 

output for looking right. 

The output is 57. 

 

 

 

Figure 5.21 This is the 

output for ratio while the 

direction is left. 

The ratio is around 2. 

 

Figure 5.22 This is the 

output for ratio while the 

direction is center. 

The ratio  is .42 

 

Figure 5.23 This is the output 

for ratio while the direction is 

right. 

The ratio is 0.083 

 

 

 

  



 

5.2.3 Step3 Final Results 

5.2.3.1 Bounding box and Front of the face 

This is output for the direction of the pose. The pose is from nose using x, axis only. The 

output is shown in Figure 5.24, Figure 5.25, Figure 5.26. 

  

 

Figure 5.24 The image has boundary box on 

a class of students 

 

Figure 5.25 The image shows  the region of 

interest.  

 

 

Figure 5.26 This is class of student along with the direction of pose in 1 axis only. 

 

  



 

 

5.2.3.2 Bounding Box along with x, y and z axis from nose. 

This is output for the direction of the pose. The pose is from nose using x, y and z axis. In 

Figure 5.27, the red colour line shows the front of the face while blue and green colour line 

are perpendicular to the red line. 

 

Figure 5.27 This is the output of Bounding box with x, y and z axis 

 

  



 

5.3 Result and Analysis 

The reference paper result[14] and my works result is compared in the Table 5.2. The 

reference work is able to detect the human face and human head pose on an image. The head 

pose detected only shows the front of the human face. In our work, we are able to detect he 

human face from an image as well as head pose of the human face. We are also able to 

display the human head pose with a cube on the human face. We have merged the head pose 

with gaze estimation. The back face of the cube shows the head pose in blue while the front 

face of the cube shows the gaze direction change in red colour. 

The Simultaneous face and pose detection system is able to generate output for 30 fps. The 

output will only identify the region of interest and detect the pose of the front of the face. The 

output displays the direction of the face in x,y and z axis. Our work is able to replicate the 

result of the reference paper. The solution is able to detect face and pose of human head with 

25 frames per second. The resultant average processing time is 0.03868949s with minimum 

time recorded 0.015s and maximum time recorded as 0.48s 

Table 5.2 Result and Analysis 

Model Processing Time Frames per Second 

HyperFace[16] 3s 0.33fps 

All in One[15] 3.5s 0.28fps 

Simultaneous face and pose 

detection[14] 

0.0333s 30fps 

My work 0.03868949s 25fps 

 

  



 

6 Chapter 6 – Implementation of Gaze Estimation and Audio 

caption generation. 

6.1 Gaze Estimation Implementation 

The process merging the gaze estimation and face detection is explained in Figure 6.1. It is 

achieved by changing the x, y and z-axis displayed in the solution as a cube which is derived 

from the structure landmarks as well as the pupil, eye movement. 

 

Figure 6.1 Flow diagram for gaze estimation 

 



 

6.2 Audio generation 

 

Figure 6.2 The output displays the resultant cube for some of the faces. 

 

I  

Figure 6.3 Audio result of looking left.  

An audio is generated with recognised name 

of person and with message “Saransh 

Bhandari looking Left” 

 

Figure 6.4 Audio result of looking right  

An audio is generated with recognised 

name of person and with message “Nirdosh 

Kumar looking Right” 

 

The Figure 6.2 shows the image of classroom. The result image has 22 face cubes for the 

human face present in the image. The Figure 6.3 and Figure 6.4 are the output of input 

images on which we have created a bounding box to detect the face. The results display the 

cube. The origin if the cube is nose of the face. The head pose, shown with blue. The gaze 



 

estimation is display in red. The green lines joining the two structure are rotation angles with 

respect to world coordinates calculated using camera matrix. The solution generates a caption 

on the image if looking right or left. The accuracy of face recognition is in Table 6.1. The 

result recognizes the face in the bounding box and generates an audio caption “Saransh 

looking Left” and “Nirdosh Kumar Looking right”. 

Table 6.1 Accuracy of Face Encoding 

Positive Detection 54 

Negative Detection 5 

Accuracy 91 

 

6.3 Applications 

The applications of the solution is in various field like, classroom attention span of the 

person. The solution can identify the faces on the classroom. It can also estimate the head 

pose and eye gaze of all the identified faces. We can calculate the average attention span of 

the class during lecture. Similarly, if used in examination, the solution can process the frames 

of the real-time video and give the results. 

Another interesting and morally controversial application is identifying the human in mass 

protest. For example, to identify some of the key protesters who indulge in vandalism, the 

solution is beneficiary.  

At the same time, using face recognition by police, enforcement agency can curtail the right 

to peaceful protest. Recently, San Francisco, a city in USA, banned police of use of face 

recognition technology. At the same time, in India’s capital Delhi, police is advised by the 

High Court of Delhi to use face detection along with pose estimation and gaze detection to 

find the missing 5000 children in the NCT of Delhi, India. 

The solution can be used to type on virtual keyboard using gaze estimation. The virtual 

reality field requires gaze analysis. The medical surgeries by robots is another field where the 

solution can be used to estimation of the gaze of the camera to conduct successful operations.  



 

7 Chapter 7 - Conclusion and Future Work 

 

7.1 Conclusion 

In the work, the main objective was to find the region of human face in the image and 

complete the pose estimation on it. The main aim was to able to run the model on the real 

time video stream. The model is able to detect the human face and its landmark. The model is 

able to estimate the pose of the human head. The model is able to detect all 6 landmarks in 

the human face. We are able to extensively use the eye structure detected by our model. The 

model is able to detect the direction of human eye. We are able to recognise the detected face 

and generate an audio caption which speaks the name of the detected face along with the 

direction of the face. For example, “Ram looking right” where Ram is the name of recognised 

face while “looking right is the head pose”. In conclusion, the task is able to detect face, 

estimate pose, detect gaze on real time video stream. We are able to recognise the human face 

and generate the audio caption appropriately. 

 

7.2 Future Works 

The future work includes applying the model on a mobile phone i.e. on an Android device. 

The process of capturing the frame can be optimised using multiple algorithm. We can merge 

few frames and then process them. As of now, we introduce delay which is the normal 

approach found in all the literature surveys. The logic for camera position if kept moving then 

how the model will be optimised to such situation. The field of computer vision is vast and 

we can think of more such practical problems faced by any camera/ portable device user.  

The limitations of the system is that it expects to see the entire face in the 2D plane. Once the 

eyes are not available or there is partial face available the fails to give accurate pose 

estimations. The system also fails to identify the region of interest in that case. 
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