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Abstract

Medical images have huge amount of information which can be utilized to
diagnose a patient for various type of diseases. The most common forms of med-
ical images includes X-ray, CT scans and MRI. MRI and CT scans captures the
3D model of the body part while the X-ray images have the 2D image. The X-
ray images are widely used for examining bone structures. This paper is focused
on extraction of bone contours from the x-ray images for the inferior section of
human body. X-ray images are highly non-uniform in intensity and have high
variation in homogeneity. This becomes a challenge for bone segmentation pro-
cess. A method for the segmentation of bone contours in from x-ray images is
proposed in this paper. It is based on detection of edge fragments and eliminat-
ing the discontinuities between them. The numerical parameters used for edge
detection and joining may vary with each x-ray image. The algorithm gives
the accurate edges of bones present in x-ray image. The results obtained using
the proposed algorithm can be used for the diagnosis of diseases in patient body.

Keywords: Medical imaging, X-ray images, Bone segmentation, Contour ex-
traction, Edge detection.
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Chapter 1

Introduction

1.1 Overview

In the current era of technologies, digital images have became a good source of
information. They are widely used in the areas of photography, surveillance,
space, medical and many others. In medical imaging, digital images are used
in the field of instrumentation, diagnostics and therapeutic applications. Most
of these applications are based on image processing techniques. Medical image
processing has been a core field of innovation towards modern health care and
is now a used in many crucial applications such as diagnosis of diseases for a
patient, manufacturing of various implants for the diseased bone or analysis
of a patient in hospitals. The extraction of information from a medical image
includes processes like enhancement, segmentation, registration, quantification,
visualization and computer-aided detection.
Segmentation is an important process used in the field of medical image pro-
cessing. It is a process of detecting the boundaries of an object from a 2D or
3D image. However, most of the research in segmentation of medical images
are focused on CT and MRI images, X-ray images are one of the most widely
spread and cost-effective non-invasive input for medical monitoring and image
analysis.
In this paper we present the method developed and used for X-ray image analy-
sis. This paper focuses on the problem of automatic extraction of bone contours
in X-ray images. Low contrast in X-ray images and partial invisibility of bones
are few major challenges in the segmentation of bone. Also, irregularity in tex-
ture and intensity makes the segmentation of bone more difficult. The method
used here is based on detection of edge fragments and elimination of disconti-
nuities between those fragments. The results obtained using this algorithm can
be used for the diagnosis of diseases for the detected bone.

1



1.2 Tools Used

For the purpose of image processing, there are mainly two tools that are mostly
used: MATLAB and OpenCV. OpenCV is a C++ build library for performing
the operations on image. It is available in many languages including Java and
Python. OpenCV is mostly used with Python as it provides good functionalities
with the language. MATLAB is another tool which came very earlier than
OpenCV and has a lot of good functionalities over OpenCV in terms of image
processing. The features of MATLAB are discussed in the next section:

MATLAB

The term stands for MATrix LABoratory. It is a high end programming lan-
guage used for technical computing. It includes toolboxes for signal & image
processing, control systems, machine & deep learning, robotics, statistical oper-
ations etc. MATLAB also supports object-oriented programming and contains
built-in functions for most of the algorithms of image processing.
For this project, we have used MATLAB for image acquisition, processing and
displaying the output. Unlike OpenCV, MATLAB consists of various toolboxes
that are helpful in image processing techniques. The MATLAB stores the image
in the form of a matrix. This image matrix can be viewed using the variables
toolbox. Also, the debugger in MATLAB helps in inspecting the value of each
pixel at any point of time, even during the execution of code.
Another advantage of MATLAB is its documentation and community where
we can find solutions to almost every problem. Based on these features and
advantages of MATLAB over OpenCV, it is being preferred for this project.

1.3 Outline of Thesis

Chapter 1

The thesis starts with Chapter 1 that briefs about the techniques of image
processing and its applications in medical field. Overview section of this chapter
consists of different approaches used in image segmentation. It also describes
the challenges in the segmentation of bone from X-ray images. Tools used in
the implementation of this project is also discussed in this chapter. Detailed
discussion of the implementation will be discussed in later chapters.

Chapter 2

This chapter describes the motivation for the work done and the challenges faces
during the implementation of proposed method. The research papers referenced
for this project are also discussed in this chapter. This chapter also throws light
on the advantages and drawbacks of the methods proposed in those papers.
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Chapter 3

This chapter starts with the introduction of few medical terminologies. The
planes and axes used while capturing the X-ray images are discussed in this
chapter. Different techniques of edge detection are also described here. This
chapter also includes the methods for elimination of discontinuities between
different edge fragments. Algorithms for removal of noise and false edges is also
mentioned here.

Chapter 4

This chapter includes the implementation details of the proposed algorithm. It
starts with the pre-processing of the acquired image. Different edge detection
techniques are then compared and their merits & demerits are discussed here.
The outputs from different edge detection methods are shown here. Next in this
chapter are the algorithms used for removing the unwanted pixels. The results
obtained with these algorithms are also shown here. A section in this chapter
consists the steps and results from the chaining algorithm used in this project.

Chapter 5

In this chapter, the final results obtained by using the proposed algorithm are
shown here. It includes successful as well as unsuccessful results. Also, the
time complexity of this algorithm is measured for different images of various
resolutions and image intensity.

Chapter 6

Chapter 6 covers the conclusion of the project and the future scopes and en-
hancements which can be further made to this.

3



Chapter 2

Literature Survey

Paper on An Interactive X-Ray Image Segmentation Technique for
Bone Extraction

In this paper[3], author proposed an user interactive method to segment the
bones from the rest of the image. The proposed method is based on two sep-
arate image processing techniques. For the initial segmentation, a mean shift
algorithm is used which produces a number of small regions. These small regions
are then merged to form larger ones. Two regions are considered to be merged
if they are similar or connected to each other. The statistical test used here to
decide the merging of regions is Bhattacharyya coefficient. Bhattacharyya coef-
ficient correlates images using their histograms and used as similarity measure
between them. The proposed region merging method requires marking of the

Figure 2.1: Result after (a) Initial segmentation (b) Region merging

object and the background which divides regions of image into object marker,
background marker or non-marker region. The markers placed by the user and
result after region merging algorithm are shown in Figure 2.1. The proposed
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segmentation method is highly effective and produces accurate edges for the
bone. But as this method requires user interaction, it is not application for
automatic segmentation.

Paper on Automatic Detection of Bone Contours in X-Ray Images

This paper[4] proposes an approach for automatic detection of bone contours.
The proposed method does not require homogeneity of the regions. This method
involves detection of edge fragments using Gradient Vector Flow (GVF) and
eliminating the discontinuities between them using chaining algorithm. A cri-
teria to calculate numerical estimate of the edge detection quality is defined in
this method. The estimation of edge detection quality is defined as:

E =
w(Ω̄)

v(Ibin)

(
1− v(Ḡ ∗ Ibin)

v(Ibin)

)(
1− |Ω̄| − w(Ω̄)

NM − v(Ibin)

)
where,
Ω denotes the bounded region,
w(Ω) denotes the cardinality within Ω region,
Ibin denotes the binary version of image I,
Ḡ denotes binary image after applying chaining algorithm,
N ×M denotes the dimensions of image matrix.

Figure 2.2: Incorrect Segmentation examples (a) Incorrect identification of ini-
tial position (b) one of the acceptable solutions but not accurate
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Paper on Automatic Extraction of Femur Contours from Hip X-ray
Images

Some segmentation techniques are based on using a template for the desired
bone and some prior knowledge about it. When using this method, an initial
position of the template is identified on the image. Then the template is used to
detect the identical region in the image. In paper [5], an incremental approach
is proposed for the segmentation of femur bones from the hip X-ray images. In
this approach various features in X-ray image are used for searching the initial
position of template. These features, in case of Femur bones, includes parallel
lines, circles, etc. These detected features of femur bone is shown in Figure 2.3.

Figure 2.3: (a) Candidate femoral shafts. (b) Candidate femoral heads

However, the model-based approach for detecting the bone is not applicable
for objects with strong shape distortion. The author of this paper demonstrates
the example of incorrect contours extraction in cases of deformed or fractured
bone.

6



Chapter 3

Methodology

3.1 Medical Terminologies

3.1.1 Anatomical Planes

In a 3D space, plane can be represented as a 2D slice which cuts the space
into two regions. Similarly, an anatomical plane divides a body into two parts.
There are three planes which are commonly used to divide the human body:
sagittal, coronal, transverse. Figure 3.1 shows the three planes with respect to
the human body.

Figure 3.1: Anatomical planes for a human body
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Sagittal Plane

Sagittal plane is a vertical plane, parallel to the sagittal suture (a tissue joint
in skull), which divides the body into left and right halves.

Coronal Plane

Coronal plane is also a vertical plane which divides the body into anterior(front)
and posterior sections.

Transverse Plane

Transverse plane is a horizontal plane, parallel to the ground surface, which
divides the body into superior(upper) and inferior(lower) parts.

3.1.2 Anatomical Locations

The location descriptive term[20] for a human body is referred to a body in a
standing position. In this position, the arms should be at the sides and palms
should face forward (with thumbs out).

Medial and Lateral

Figure 3.2: Medial and lateral locations in human body

The mediolateral axis divides the body into medial and lateral, which refers
to the direction of body part from the midline. A side towards the midline is

8



referred to medial location and that away from the midline is referred to the
lateral location. Figure 3.2 shows the mediolateral positions for the femur bone
of a human body.

Anterior and Posterior

Anteroposterior axis divides the human body into anterior and posterior parts.
Anterior and posterior are the front and back parts of the human body re-
spectively. Figure 3.3(a) shows the anterior and posterior views of the human
body.

Figure 3.3: (a)Anterior and Posterior (b) Superior and Inferior locations in
human body

Longitudinal

The longitudinal axis divides the body in superior and inferior parts, which
refers to the upper and lower parts of the human body. Figure 3.3(b) shows the
superior and inferior views of the human body.

Proximal/distal

The proximal location are those locations in the body at which appendage joins
the body. Appendage are the body parts which are attached through a joint like
shoulder or knee or hip. The distal locations are those which are at the extremity
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of the appendage. Figure 3.3(a) shows the proximal and distal locations of the
human body.

Figure 3.4: Proximal and distal locations in human body

3.1.3 Bone Anatomy

Bone anatomy tells us about the attachments, landmarks and clinical correla-
tions of the bone. This section describes the bone anatomies of few bones in
the inferior part of the body.

Hip Joint

Hip joint is the largest synovial joint in the human body. It is a ball-and-socket
joint where the femoral head is the ball ad the acetabullum is the socket. Figure
3.5(a) shows this ball and socket joint.

Hip Bone

Hip Bone is also known as Coxal or innominate bone. This bony structure is
formed of three bones that comes together to form the acetabulum, the socket
of the hip joint. The bones are separate at birth, but have fused by the time
body reaches adulthood (Figure 3.5(b)). The three bones of the hip are:

• Ilium - largest bone of the hip, forming projections on either side

• Ischium - lower back part of pelvis bone

• Pubis - anterior portion of hip bone

10



Figure 3.5: Hip joint

Pelvis

It is the lower part of the trunk of the human body present between the abdomen
and the thighs. The pelvic skeleton is formed in the area of the back, by the
sacrum and the coccyx and anteriorly and to the left and right sides, by the
pair of hip bones. The two hip bones connect the spine with the lower limbs.
The are attached to the sacrum posteriorly, connected to each other anteriorly,
and joined with the two femurs at the hip joints.

Femur

Femur bone is the longest and strongest bone in the human body. It is the only
bone in thigh and is also called thigh bone. The femur forms the part of both
hip and the knee joints. The femur bone consists of three main parts: head,
neck and shaft[18].

Figure 3.6: Femur bone anatomy
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• Femoral Head:
The femoral head is almost of spherical shape. Its diameter is variable
and has no relation with person’s age or height. It has a smooth surface
that is covered with articular cartilage.

• Femoral Neck:
The femoral neck is around 5cm long that connects femoral head to the
trochanteric region. It has a neck angle of 125◦-135◦ relative to the shaft

• Femoral Shaft:
The femoral shaft is a cylindrical structure which goes slightly in the
medial direction when moving from hip to knee joint. As this brings our
knees towards center of gravity of body, it also increases stability. The
cross-section of the femoral shaft is flattened and wide at proximal & distal
locations while circular & narrow in the middle. The shape and size of
the shaft varies with person to person and on deformities if any.

• Trochanteric area:
This area is divided into two parts: Greater trochanter and lesser trochanter.
Greater trochanter is a region lateral to the lesser trochanter. It is a bony
prominence that marks the upper end of the shaft of the femur. Lesser
trochanter is a blunt, conical projection located posterior to and medial
to the shaft of the femur.

Tibia

Tibia bone is the weight bearing bone present in the leg below the knee. It is the
second longest bone in the human body after Femur. The tibia bone consists of
three main parts: proximal, shaft and distal.[19]

• Proximal part:
The proximal part of the tibia bone consists of two tibial condyles which
are seperated by intercondylar fossa. Intercondylar fossa is the depression
between the condyles, in both anterior and posterior directions. The two
condyles are at the medial and lateral positions just below the knee.

• Shaft:
The shaft of tibia bone is a triangular in shape and therefore has three
surfaces: posterior, medial and lateral and three borders: anterior, pos-
terior and lateral. The anterior border is the most important one which
begins from the proximal part and descends to the distal part of the bone.

• Distal part:
The distal end of the tibia changes is wide and rectangular in shape. In-
creased cross-section at distal helps in weight-bearing. The lateral surface
of tibia is bound to fibula. It forms the tibiofibular joint and is called
fibular notch.

12



Figure 3.7: Tibia bone anatomy

3.2 Edge Detection

3.2.1 Sobel Operator

The Sobel operator is used in computer vision particulary for the purpose of
edge detection in an image. This technique was given by Irwin Sobel and Gary
Feldman in 1968 and sometimes called the Sobel-Feldman operator. The Sobel
operator is based on the approximating the gradient magnitude for a grayscale
image at each point. The result of Sobel-Feldman operator at any point in the
image is either of the corresponding gradient vector or the norm of this vector.
It emphasizes the regions of high spatial frequency corresponding to the edges.

13



WORKING:

This operator consists of two 3x3 kernels, where one kernel is simply the 90◦

rotation of another. These two kernels are convolved with the original image
in order to calculate the derivative approximations, each for horizontal and
vertical changes. These kernels are designed in such a way that they responds
maximally to the edges in vertical and horizontal direction relative to the pixel.
The derivatives can be computed as follows:

Gx =

−1 0 +1
−2 0 +2
−1 0 +1


Gy =

−1 −2 −1
0 0 0

+1 +2 +1


Now, the magnitude of the gradient can be calculated from Gx and Gy as:

G =
√
G2

x +G2
y

And the gradient’s direction as:

θ = tan−1
(
Gx

Gy

)

The Sobel operator is slower than Roberts Cross operator in computation of
gradient but makes the operator less sensitive to noise by smoothing the image
to a greater extent.

3.2.2 Kirsch Operator

Kirsch operator is named after the computer scientist Russell A. Kirsch. It
is a non-linear edge detector which finds the maximum strength of edges in a
predetermined directions.
The Kirsch operator takes a single kernel mask and rotates it in all the eight
compass directions with increment of 45◦ at each rotation in order to get the
edges in all eight directions. The magnitude of edge for Kirsch operator is
calculated as the maximum magnitude in any direction. It can be written as:

hn,m = max
z=1,...,8

1∑
i=−1

1∑
j=−1

g
(z)
ij .fn+i,m+j

where z represents the direction of kernel g.
The compass direction kernels[17] are taken as:

14



g(1) =

+5 +5 +5
−3 0 −3
−3 −3 −3


g(2) =

+5 +5 −3
+5 0 −3
−3 −3 −3


g(3) =

+5 −3 −3
+5 0 −3
+5 −3 −3


g(4) =

−3 −3 −3
+5 0 −3
+5 +5 −3



g(5) =

−3 −3 −3
−3 0 −3
+5 +5 +5


g(6) =

−3 −3 −3
−3 0 +5
−3 +5 +5


g(7) =

−3 −3 +5
−3 0 +5
−3 −3 +5


g(8) =

−3 +5 +5
−3 0 +5
−3 −3 −3


The image is filtered with all the direction kernels and their magnitude in that
direction is calculated. After filtering of the image with all eight directions,
maximum gradient is calculated as the maximum magnitude in all the direc-
tions.

3.2.3 Elder Zucker Method

In 2000, Elder and Zucker proposed a method[1] for compressing the image
by storing only small portion of the image, the areas near the edges, rather
than storing the whole image. According to Elder, image is discontinuous at
edges and is relatively smoother at other locations and hence much of that
information may be redundant. So he proposed two necessary quantities of
image: the intensity at edge locations and the estimate of the blur at those
locations. As the edge density in image size is linear, larger images will have
higher compression ratios and hence this compression technique is suitable for
them.

Edge Detection

To find the edges in an image, we usually look for a sudden change in image
intensity. The real images are usually corrupted with noise. So a good edge
detector should be able to differentiate between real and random(due to noise)
intensity transitions. Generally, noise can be filtered by using Gaussian filter.
For images with little noise, a narrow filter is required while a broad filter will be
required for blurry noise images. It computes a 1-D Laplacian across the edges
locally and the zero-crossings in the minimum reliable Laplacian will indicate
the edge locations.

15



Blur Estimation

Elder proposed the following formula to calculate the blur estimation at the
edge:

blur =

√(
d

2

)2

− s2

where:
d = distance in pixels between extrema in 2nd derivative map
s = minimum reliable scale for 2nd derivative operation

Compression

To reconstruct the image, intensity values on either side of a detected edge is
required along with a blur estimate along the edge. Either of these two schemes
can be used to compress the data:

• Run length encoding for each map, followed by entropy encoding.

• Encode all relavant information as an order quadrapule.

Reconstruction

The reconstruction of the image starts with the interpolation across all the
edge information obtained from the original image so that we can fill the gaps
between the edges. Also, the same technique is used to reconstruct the smoothly
interpolated blur map from the estimated edge blur map. This technique is
based on the Laplace equation:

∆u = uxx + vxx = 0 (3.1)

3.2.4 Canny Edge Detection

This algorithm for edge detection was developed by John F. Canny in 1986.
The operator used in this edge detection technique uses a multistage algorithm
to detect wide range of edges. Edge detection by using Canny method involves
following steps:

Gaussian Filter

Before undergoing the edge detection process, the image needs to undergo with
a blurring process. By smoothing of the image, we reduce the noise effects in
the edge detection process. The equation for a Gaussian filter is:

H ij =
1

2πσ2
e

−(i−(k+1))2+(j−(k+1))2

2σ2

An example of a 5x5 Gaussian filter, with σ = 1.4
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Edge Gradient and Direction

For each point of the image, gradient magnitude and directions are calculated.
Canny algorithm uses four filters to detect horizontal, vertical and diagonal
edges in the blurred image. Filtering the smoothed image with Roberts or
Sobel kernel gives 1st derivative in horizontal and vertical directions as Gx and
Gy. Edge gradient and direction can be calculated as:

G =
√
G2

x +G2
y

θ = tan−1
(
Gx

Gy

)
Non-maximum suppression

It is an edge thinning technique in which all the gradient values except the local
maxima are suppressed (put to zero). This step removes any unwanted pixels
which may not be an edge. Every pixel is checked if it is a local maximum in
its neighborhood in the direction of gradient vector.

Figure 3.8: Non-maximum suppression

The Figure 3.8 shows the two cases where only one(right) of them is the
local maxima in the gradient direction. If not, then it will be suppressed and
will not be considered as an edge. This step results a binary image with thin
edges.

17



3.3 Elimination of discontinuity

The image obtained from the edge detection step contains edge fragments which
are part of the actual edge of the bone. To complete with the bone segmentation,
these small fragments should be connected appropriately to form a complete
edge. This algorithm is also known as chaining algorithm where we eliminate
the discontinuity by joining the broken lines. The chaining process starts with
finding the endpoints of the edge fragments, followed by connecting them using
a line drawing algorithm. These processes are further explained in the next
sections.

3.3.1 Removal of unwanted pixels

During the detection of edges from any of the edge detector techniques, there
are chances of getting some edge fragments which are not actually the part
of the edges and needs to be removed from the image. The decision whether
a pixel is noise or not depends upon the various factors which are considered
while removing them. Some of the criteria for choosing noise signals and their
removal are described below:

Removal of small pixel area

MATLAB provides a function bwareaopen() which removes all the connected
components that consists of less than given pixel number. It takes two manda-
tory arguments: binary image, maximum number of pixels and one optional
argument: connectivity. The connectivity arguments tells the function to spec-
ify the desired connectivity. For a 2-D image, connectivity can be of either of
4-connected or 8-connected, the default being 8-connected. For a 3-D image,
default connectivity is 26-connected, while we can choose among 6-connected,
18-connected and 26-connected. The description of connectivity is shown in
Figure 3.9 and 3.10.

Figure 3.9: Edge Connectivity for 2-D image

Removal of closed areas

Sometimes unwanted figures or objects in front of the patient results in a noisy
X-ray image. These objects are very likely to form a closed area in the binary
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Figure 3.10: Edge Connectivity for 3-D image

edge detected output. On this basis, we can separate them from the binary
image. In image processing, a closed loop can be easily detected by finding the
Euler number for the binary image.

Euler Number

Euler number of a binary image is a very important property of a digital image
which can be used in image processing for pattern recognition, image recon-
struction, finding closed loops in an image. Euler method can also be used to
solve first order and first degree differential equations, provided an initial value
is known. Euler number is the difference of total number of objects in the image
and number of holes in those objects.

Figure 3.11: (a) Original Image (b) Image showing holes with red color

3.3.2 Convex Hull Algorithm

Convex Hull can be described as the smallest convex polygon which consists of
a set of points such that each point in the set lies on or within the polygon.

19



There can be different approaches to find out the smallest polygon. Some of
them are described in this section[12].

Graham’s Scan

The steps involved in Graham’s Scan are:

1. Find p0, the point with the minimum y coordinate

2. Sort all the remaining points in order of their polar angle from p0

3. Initialize a stack, S

4. Push p0 to stack S

5. Push p1 to stack S

6. Push p2 to stack S

7. For all other points pi, pop S till the angle formed by second top S, top
S and pi makes a right turn.

8. Push pi when the above condition fails

9. return S

The complexity for this algorithm is O(n log n)

Jarvis’s March

The steps involved in Jarvis’s March are:

1. Find the left-most and right-most points

2. Divide the points in upper and bottom half based on the position of point
with respect to the line joining the above two points.

3. For the bottom half, start with the left most point and add the point
which makes least angle to the Y-axis from the current point and continue
to do so until the right-most point is reached.

4. Repeat the same in upper half part.

The complexity for this algorithm is O(nh), where h is the number of vertices
of convex hull.

3.3.3 Bresenham’s Line Drawing Algorithm

Bresenham’s Line algorithm was developed in 1962 at IBM by Jack Elton Bre-
senham. This algorithm is used to determine the points in a 2-dimensional
raster between two given points in order to draw a line between them. This
algorithm is commonly used in computer graphics to draw line on a computer
screen.
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WORKING

Figure 3.12: Bresenham’s line drawing algorithm

Consider two points P1(x1, y1) and P2(x2, y2) (with x1<x2 and y1<y2) and
we need to join these points by drawing a line between them. Before starting
with the further steps, we need to first find out the slope of the line joining
them.

m = |dy
dx
| = | (y2− y1)

(x2− x1)
|

So the equation of the line will be : y = mx+ c
Now based on the value of m, we will choose the base axis. We will then

increment the value on base axis and will find the value of other axis point. If
m=1, then the line will be angled at 45◦, and the next point can be easily found
by increment X and Y together. If m<1, or dy>dx, Y-axis will be taken as base
axis otherwise if m>1, or dx>dy, X-axis will be taken as the base axis.

Lets say, dx¿dy, so the slope will be less than 45◦ and X-axis is taken as our
base axis. We will increment the value of X by 1 to find out the corresponding
Y value. Now if the value of Y for X=x1+1 is not an integer, we will find the
distance of points A(x1 + 1, y1 + 1) and B(x1 + 1, y1) from point C(x, y) as
d2 and d1 respectively. The point with lesser distance with point C will be
selected for this value of X. This particular step for finding out the Y point
corresponding to every value of X will be continued till we reach the point P2.
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Chapter 4

Implementation

Figure 4.1: Main Block Diagram of system

Figure 4.1 shows the blocks of the system used for detecting the bone con-
tours from X-ray images. The proposed method starts with the acquisition of
the image, followed by pre-processing of the input image. This image is then
applied to the edge detection technique which gives the edge fragments in the
form of a binary image. Chaining algorithm is then applied to join the broken
edges, which is further followed by removal of noise and some false detected
edges. This chapter describes the implementation of the above blocks using the
techniques discussed in chapter 3.

Acquisition

An image in MATLAB is seen in the form of a matrix where every pixel value
is a element of the image matrix. The dimensions of the image matrix depends
on the resolution and color space of the image. For an image with resolution of
1280x720 where width and height of the image are 1280 & 720 respectively and
color space of RGB, the dimension of a matrix will be 720× 1280× 3.

4.1 Pre-processing

Before starting with the edge detection techniques, the image should be pro-
cessed with some image enhancement techniques so that we can extract more
information from it. The image pre-processing starts with conversion of color
space for the input image to grayscale. Light blurring of image is then performed
on this grayscale image in order to remove the spot noise. Out of many blurring
techniques, the best results were obtained using bilateral filtration algorithm.
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4.1.1 Change Color space

A X-ray image is always in grayscale color space. But while acquiring the image,
it is being treated as an RGB image. So the RGB image needs to be converted
to grayscale before going over to next steps. For this, MATLAB provides the
function rgb2gray() which takes RGB image as input and returns the grayscale
image as output.

4.1.2 Bilateral Filtration

Figure 4.2: (a) Original Image (b) Filtered Image

A bilateral filter is an edge preserving filter which reduces the noise from the
X-ray image. It replaces each pixel value with a weighted average of intensity
values from nearby pixels. The number of pixels considered while calculating the
average weight depends on the size of the Gaussian window. As the weight also
depends on the radiometric differences, such as color intensity, depth distance,
etc., the sharp edges are preserved. So this filter comes out to be the best filter
for the edge detection. The original X-ray image along with its bilateral filtered
output is shown in Figure 4.2.
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4.2 Edge Detection

Edge Detection technique is used here to find out the boundary of the bone
in the X-ray image. For this purpose, we have many options available but the
Canny Edge Detector gives the best output in case of X-ray images. Sobel
and Kirsch operators are also well known techniques for edge detection but
in our case they have some limitations. Sobel operator is good in detecting
edges in horizontal and vertical directions but if we need to detect edges in all
the directions, Kirsch operator gives better results. Kirsch operator when used
gives an closed shape which may detect edges incorrectly. The results obtained
with these edge detection techniques is shown in Figure 4.3.

Figure 4.3: Edge Detection using (a) Sobel (b) Kirsch (c) Canny Operator

4.2.1 Canny Edge Detector

The most powerful among the edge-detection techniques is the Canny method.
It differs from the other edge detection techniques as it uses two different thresh-
olds (to detect strong and weak edges). It considers weak edges in the output
only if they are connected to a strong edge. Therefore, the chances for being
affected by noise are lesser in canny method, and is more likely to detect weak
edges correctly.
The canny edge detector uses two threshold values (lower and upper) to decide
whether a line is an edge or not. These values are determined by using the
median of the image. Median is the average of the pixel values of the image
which gives us the intensity information where pixel density is maximum. The
optimal values of lower and upper threshold is calculated as below:
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Tlow = max(0, (1− σ)×median)

Thigh = min(255, (1 + σ)×median)

Here the value of σ is taken as 0.33 because in statistics along a distribution
curve, values lying between 33% from the start and end of the curve are consid-
ered. Values lying beyond and below this curve as considered to be outliers.

4.2.2 Removal of small pixel areas

The output of edge detection may contain some very small white areas which
are taken as an edge but are actually part of noise. A threshold value of area
is taken here to decide whether the pixel area is part of noise or edge. All the
connected pixels with the total area with less than this threshold value will be
considered as noise and will be removed from the binary image. Binary image
after removal of these small pixel areas is shown in Figure 4.4(b).

Figure 4.4: (a) Output of Edge Detection (b) Removal of small pixel areas (c)
Removal of closed areas

4.2.3 Removal of closed areas

The image can also contains some objects with closed area. This may be a
result of any unwanted object in between x-ray source and detector. These
areas should also be removed from the image before starting with the chaining
process. As discussed in section 3.3.1, closed areas can be detected by calculating
the Euler number for that image. For every disconnected edge fragment, Euler
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number is calculated and based on its value we find whether it is an closed shape
or not. The shape is considered to be a closed loop only if the value of euler
number is zero. Result after removal of closed loops is shown in Figure 4.4(c).

4.3 Chaining

After removal of small pixel areas from the image, there may be some edge
fragments that may have discontinuities in between. These discontinuities must
be eliminated in order to complete the edges. To join these fragments, we first
need to detect the endpoints of the broken edges, followed by joining it to the
nearest broken edge.

4.3.1 Detection of endpoints

To detect the endpoints of the edge fragments from the binary image, each edge
fragment is first labeled in the image. MATLAB provides the function bwlabel()
to label all the connected components separately. Now, for each of these labels
we will find out two points which lie at end of the fragment. For doing so,
convhull() is used to get the convex hull of the shape. Convex hull results all
the minimum points by which a boundary can be created for the shape. We
selects only those points out of all the points. In MATLAB, convex hull works
only if the points are non-collinear. So before finding the convex hull for these
points, we need to check if all the points lie on a line. If the points are collinear,
all the points are used in the further step.
The convex hull generally gives 7-8 points for the shape. From these points, we
need to find out the two, which are farthest in the shape. We initially calculated
the distance between two points using the distance formula.

d =
√

(x2− x1)2 + (y2− y1)2

It works fine only in the case of linear curves but detects incorrect endpoints
if a curve is non-linear or is of a complex shape. The detection of incorrect
endpoints for non-linear edge fragments has been shown in Figure 4.5(b).
The two endpoints of the curve should not be determined with the maximum
coordinate distance but with the maximum number of white pixels which comes
in between while reaching from one point to another. The distance from one
white pixel to another through the white pixel area can be calculated by finding
the distance map for each of the white pixel in the shape. Lets say for a point p1,
the maximum distance comes out to be d, with point p2. We will assume this to
be the maximum distance(dmax) for now. Now for the next point, distance map
will be calculated again and the maximum distance(d′max) will be determined.
If the d′max is greater than dmax, we will replace the maximum distance with
the new one as:

dmax = d′max(ifd′max > dmax)

Along with the maximum distance, we also saves the two points which gave the

26



maximum distance. Once this is performed for all the points, the two points
with the maximum distance are marked in the image as shown in Figure 4.5.

Figure 4.5: (a) Correct (b) Incorrect detection of endpoints of edge fragments

4.3.2 Connecting the endpoints

Once we have all the endpoints in the binary image, we can start connecting
them with the other nearest point. Before doing this step, we select a maxi-
mum distance(rmax) with which two endpoints could be connected. Lets say
point P2(x2, y2) is the nearest endpoint for another point P1(x1, y1). So before
connecting them, we check if the distance between them is less than rmax or
greater. The distance between the two points are calculated as:

d =
√

(x2− x1)2 + (y2− y1)2

If d < rmax, then we connect these two points using Bresenham’s line drawing
algorithm. Bresenham’s algorithm is described in section 3.2.3. The value of
rmax is increased iteratively until a good segmented output is received. The
values taken here are 5,10,15,20,25 and the output with r = 0, 5, 20 are shown
in Figure 4.6.
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Figure 4.6: Connecting broken edges with pixel distance of 0, 5 & 20 pixels

In the figure, different edges are shown with separate colors. As the value
of r is increased, more number of edge fragments are connected to each other
and their numbers are reduced. At the end of this step, we get the segmented
bone in the output along with some unwanted objects which again needs to be
removed. These objects will be of smaller areas as compared to the bone. So
we can again remove these pixels based on the total area. This time the area
value will be greater than what we choose before as the pixel areas may have
connected to nearby pixels, increasing the total area.
Figure 4.7 shows the connected components in the binary image before and after
the removal of unwanted bone edges. Figure 4.7(a) shows the output of chaining
process which is followed by removal of pixels with maximum area of 100 pixels
shown in Figure 4.7(b), which is further followed by removing the pixels with
maximum area of 200 pixels (Figure 4.7(c)).

Finally, we get the image with boundary of the targeted bone. The output
of the segmentation along with the original image is shown in Figure ??.
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Figure 4.7: Removal of false edges from binary image

Figure 4.8: (a) Original Image (b) Segmented Image
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Chapter 5

Results

We tested this segmentation algorithm for the X-ray images of lower part of the
human body, in both lateral and frontal view. These images vary in quality,
resolution, intensity and distortion of bone. We have tested In this section, we
will show the results of segmented bones. The X-ray images were taken from
the open databases on medical imaging [13], [14], [15] available online.
This segmentation algorithm worked on 75% of the images, while for 20% of the
rest images, it was able to detect the bone partially. For rest of 5% images, the
bones were detected incorrectly due to large intensity variation throughout the
X-ray image.

Figure 5.1: Examples of successful segmentation

Some of the successful sample results are shown in Figure 5.1. These tests
were performed on a 2.40GHz Core i5 CPU. The time taken by this system for
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segmentation of below X-ray images is presented in Table 5.1

Table 5.1: Time Complexity of the proposed method

Image Resolution Time Complexity(s)
Fig 5.1(a) 398×254 17.01
Fig 5.1(b) 512×512 29.99
Fig 5.2(d) 696×352 72.52
Fig 5.1(c) 698×447 156.73
Fig 5.2(e) 1024×408 539.82

For images with high intensity of white pixels, the detection of edges becomes
difficult and may consider skin as the edge along with the bone. This may result
to detection of partial or unsuccessful bone contour detection. Examples of these
type of images are shown in Figure 5.2

Figure 5.2: Examples of (a) Partial & (b) Incorrect segmentation
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Chapter 6

Conclusion & Future Scope

6.1 Conclusion

This paper proposes a method for the detection of bone contours from X-ray im-
age by using edge detection technique followed by chaining. The edge detector
used in this algorithm is Canny edge detector. The research paper[4] referenced
here proposes Gradient Vector Flow (GVF) to detect the bone edges. GVF also
gives similar result as of Canny edge detector, but needs to undergo through
multiple stages before detection of edges like blurring, morphological dilation,
gradient calculation, edge thinning etc. Results obtained by different edge de-
tectors are shown in Figure 4.3. So Canny operator is preferred here over other
edge detecting operators.
The detected edges are then applied to the chaining algorithm to eliminate the
discontinuities between them. The chaining starts with detection of endpoints
for each broken edges and mapping them to nearest endpoint of other edge.
The chaining process completes when we have one single edge fragment for each
bone. Also, some false detected edges are removed by filtering them by total are
of connected edges. The connected edges with area less than a threshold value
are removed from the final image. Finally, we have a closed boundary around
the edges of the bone.
The description of algorithms for edge detection and chaining are described in
chapter 2. Chapter 3 includes the implementation details of the above men-
tioned steps along with the output for each step. Sample outputs of successful
as well as unsuccessful segmentation are shown in chapter 5 with their time
complexity.

6.2 Future Scope

Segmentation of bone contours is the very initial stage for performing any
surgery over the bone. The exact shape and size of the bone is determined
using the bone contours. The results obtained using this algorithm can be used
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as the input for other algorithms which needs the segmented bone as input. Few
of the scopes of this project is described in this section.
As the x-ray images are highly nonuniform in intensity and texture, we must
select different values for the parameters needed for edge detection technique.
For canny edge detection, we need two threshold values which helps in deciding
whether a pixel is edge or not based on its pixel value ranging from 0 to 255.
After the detection of edge fragments, we select a maximum distance between
two fragments of edges which can be connected to each other. As this parame-
ter also varies based on the minimum and maximum distances between different
edge fragments and their total numbers in the binary image. Finally, when we
have connected our edges, we need to remove all those pixel areas which are
lesser than a threshold value in order to remove the false edges from the im-
age. Currently, all these values are given by the user and needs to be changed
for each image until the best results are obtained. The manual input for these
parameters can be avoided by training a model using Machine or Deep learning
algorithms which will automatically select the parameter values based on the
trained model and give the best result.
One approach can be made to detect the deformities and fractures in the bone.
For detecting the deformity in the bone, we need to have a predefined model of
the target bone. We can match the detected bone with this model to check the
percentage of deformity in the bone. For the detection of fracture, we need to
find the sharp curve in the bone contours. If any sharp curve is detected in the
edges of bone, there is a possibility of fracture in it. The sharpness of the edge
can be taken as an parameter to predict the severity of the fracture.
Another approach can be made for classifying the bone based on its shape and
size. Every bone in human body has different anatomy which distinguishes itself
from others. Similar to the previous one, if we have predefined bone models and
the segmented bone, we can match the segmented bone with the defined models
and predict which bone it is.
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