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ABSTRACT 
 
The emotional states can be inferred in real life situations from the traits like the 

way of talking, walking, sitting and other gestures. The importance of emotions is 

evident in our everyday chores, the routine perspective and working of people relies 

upon the emotional states and vice versa. They have an important role in social, 

business and affective sciences. There has been significant research work done in the 

past four decades upon emotion with intervening fields varying from history, 

medicine, sociology, neuroscience and psychology and computer technology. 

Intelligent systems capable of cognitive capabilities require emotion inferring based 

on the various inputs which may be based on the data collected from voice analysis, 

breath analysis, text analysis, keystroke, EEG, brain mapping, ECG, gesture analysis 

or analysis of facial expressions. Various brain mapping methods facilitate to study 

the changes in the neurological functions like EEG, ECG, MRI, PET, fMRI are 

intrusive. They look promising, but due to the subject under consideration having 

knowledge of data being collected, limited mobility and use of equipment for 

collecting data hamper their applicability. On the other hand, voice and gesture 

analysis techniques are non-intrusive. Voice or speech gives an insight to emotional 

state as tone, pitch and volume vary in tandem. However, this technique fails to 

cater to input requirements in case the person does not respond to stimuli or in other 

words does not speak. Gesture analysis is also a way of gathering information to 

infer emotional state. But they have limited capability of the same type as that of 

speech analysis. They also fail in case of no or limited response to the stimulating 

emotion. 

Facial expressions are a global language revealing elemental emotions. Face 

expressions provide an insight into the emotional state of human beings. Face 

expressions change in tandem with emotional states and people generally have 

limited or no control over their facial movements. Also if people might try to control 

their expressions in some specific temporal space but facial expressions are 

generally spontaneous and in tandem to their emotional state. 



xi 

Intelligent emotion detection systems are required that respond in tandem to human 

feelings. There are enormous real life applications of such systems such as sentiment 

analysis of people arising out of business and political decisions, affective 

computing, robotic assistance, mob controlling, driving assistance, personalized 

recommenders, depression, bipolar and anxiety detection, IoT applications, Crowd 

behavior analysis and many more. 

The capability of interpreting emotions based on expressions has been an intensive 

field of study for more than three decades for developing intelligent systems. 

Machines that can intelligently identify emotions based on human facial expressions 

are gaining social importance. Many techniques for the detection of emotions from 

facial expressions are proposed, but there is still scope of improvement in accuracy 

of detection. 

Humans can predict the emotional state of people of different ethnicity. But such is 

not the case with computers as they need training for different texture, shape and 

appearance of the target subjects. This requires the creation of a database that is 

essential to train the systems, test them, validating of applicability of algorithms for 

emotion recognition and classification systems for building robust systems. 

Database creation is a toilsome and tedious task. However, it is a prerequisite to 

building systems that are capable of detecting emotions. Creation of a posed 

expression database requires proper guidance and training of the subjects by experts. 

Afterward, validation of database is an equally important concern which involves 

labeling of the images with categories that they belong to. The objective of the thesis 

is to develop techniques that lead to improvement in emotion detection accuracy. 

Also, to study the existing databases of facial images and to develop dataset that 

incorporates Indian facial images and experiment upon it for emotion detection 

accuracy. 

In this thesis, validation that facial action units and expressions can be used to detect 

emotions is done. New approaches have been proposed for improving of accuracy of 

emotion classification. The usage of databases for experiments is affected by the 

problem generalization versus over fitting. Enhanced performance on a certain 

standard dataset is likely due to exploitation of biases that are specific to it. In order 
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to have generic solution to the problem of emotion detection, algorithms should be 

free from bias and non-realistic assumptions. A new database is created which has 

facial images of Indian people. The database has posed expressions of 102 

participants and has 896 images. Also it is annotated it for emotion classification. 

Various algorithms are applied on this database and other standard datasets. 

The outcomes and results look promising and may be utilized for further 

experiments involving other models for the creation of hybrid vectors over different 

datasets that may further increase the accuracy of classification of emotions. 
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Chapter 1 

Introduction 
 
The emotional states can be inferred in real life situations from the traits like the way 

of talking, walking, sitting and other gestures. Even ages ago, many physiognomy 

studies suggested that the character or personality of a human can be judged based 

on appearance and the face [1].  

 
Emouvoir was the French word from which "emotion" was coined back in 1579. 

Different terms like affection, sentiment and passion were grossed up to a single 

heterogeneous word called emotion. Thomas Brown coined this word in the early 

17th century which led to the emergence of "No one felt emotions before about 

1830. Instead, they felt other things - passions, accidents of the soul and, moral 

sentiments" - and explained them very differently from how we understand emotions 

today "[2]. 

 
Definition of emotion as per the Oxford dictionary is “A strong feeling deriving 

from one's circumstances, mood or relationships with others" [3]. Emotions are 

responses to significant internal and external events [4]. 

 
The Expression of the Emotions in Man and Animals written by Charles Darwin in 

1872 commenced the study of emotions from the evolution point of view. It is 

asserted that emotions helped in survival and also communication in human beings 
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[50]. Also, it was claimed that as natural selection led to emotion expression 

development; therefore it has universally available complementary parts across 

cultures. 

 
A minimum of five senses is concurred involving the sense of touch, taste, vision, 

smell and hearing in literature for humans [45]. Some literary works suggest that 

there are two more senses present in humans other than these. There is broad 

disagreement among neurologists upon the number of senses. This field of study has 

varied topics encompassing field theory, classification and operation. 

 
Reality is experienced on the basis of our senses which are based upon stimulus 

perception physiologically from outside and inside our body. These stimulators are 

either exteroceptors that receive stimulations out of our bodies or interceptors that 

receive stimulation from inside [46]. External stimulators include the sense of taste, 

smell, sight etc. also pave the way to emotional reactions [47]. There are various 

internal stimulators which depend on internal functions of our body like pH balance, 

sugar levels, blood pressure etc. which changes in emotions as well [51]. The 

reaction of the exteroceptors and interceptors vary from person to person, which is 

generally based upon their likings like certain smell may be pleasant for someone 

and unpleasant for another. The reaction depends on how our brain responds to the 

stimulators [48, 49]. Heavy breathing, muscular tension, sweating or rapidly beating 

of heart may lead us to our body reaction of fright entitized by our nervous system. 

 
The emotional mental state is an assimilation of feelings, thought process or 

behavior response. Facial expressions are not only a reflex to emotional condition 

but are also a part of communication [150, 151]. Motivation, personality, 

temperament, disposition and mood are the causes of the emotional outcome. Also, 

some theories suggest that emotions are related to cognition [52-54]. Varied theories 

have been proposed that explain origination, neuroscience and emotional 

functioning have been researched extensively. Emotions are activated due to 

psychological and physical variations and impact behavior. Alternatively, emotions 

are related to habitual behavior. Sociable people exhibit emotions with ease while 

loner people generally hide emotions [55, 56].  Emotions have been defined to be 
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sparked as resultant of consciousness and cognition by the body. Emotions are 

described as "A combination of the physical properties of your body, a flexible brain 

that wires itself to whatever environment it develops in and your culture and 

upbringing, which provide that environment" [14]. 

 
Both negative and positive motivations are associated with emotions [57, 58]. 

Emotions are outcomes of segments including feelings, physiological differences, 

motivation and behavior [59, 60]. They are not seminal and none of the segments 

causally defines emotion. Also, these components are not resultant of emotions. The 

different parts attributing to emotions include physiological changes, psychological, 

cognition, operant conditioning, expressive behavior and conscious experience [61-

64]. These are studied by academicians depending on their fields of study. There has 

been significant research work done in the past four decades upon emotion with 

intervening fields varying from history, medicine, sociology, neuroscience and 

psychology and computer technology [65-67]. 

 
Depending on the physiological changes produced, emotions can be categorized as 

positive or negative [68, 69]. Emotions can range from extreme reactions to mild 

reactions and they can last for a short duration to long duration [70, 71]. Like 

anxiety can be in the form of little worry to an extreme case [72]. ‘Anger' can be 

momentary or for a few minutes and ‘grief' can last for a much longer period [73-

75]. Emotions involve a chain of responses including psychological, neural 

mechanisms, behavioral and verbal reactions [76-78]. 

  
Intelligent systems capable of cognitive capabilities require emotion inferring based 

on the various inputs which may be based on the data collected from voice analysis, 

breath analysis, text analysis, keystroke, EEG, brain mapping, ECG, gesture analysis 

or analysis of facial expressions [79-85]. These recent research fields in emotion 

recognition involve material development for stimulation and elicitation of emotions 

[109]. Various brain mapping methods facilitate to study the changes in the 

neurological functions like EEG, ECG, MRI, PET, fMRI are intrusive [86-88]. They 

look promising, but due to the subject under consideration having knowledge of data 
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being collected, limited mobility and use of equipment for collecting data hamper 

their applicability. 

 
On the other hand, voice and gesture analysis techniques are non-intrusive [90, 91]. 

Voice or speech gives an insight to emotional state as tone, pitch and volume vary in 

tandem. However, this technique fails to cater to input requirements in case the 

person does not respond to stimuli or in other words does not speak. Gesture 

analysis is also a way of gathering information to infer emotional state [89, 90]. But, 

they have limited capability of the same type as that of speech analysis [92]. They 

also fail in case of no or limited response to the stimulating emotion. 

 
However, people have limited or scant control over the facial expressions and also 

even if they try to restrict the response to stimuli, they don't perform at all times 

[93]. These can be used to interpret the emotional state of people and we further 

explore this technique. Facial expressions are a global language revealing elemental 

emotions [94-98]. The importance of emotions is evident in our everyday chores; the 

routine perspective and working of people rely upon the emotional states and vice 

versa [99, 100]. 

 
The capability of interpreting emotions based on expressions has been an intensive 

field of study for more than three decades to develop intelligent systems. Machines 

that can intelligently identify emotions based on human facial expressions are 

gaining social importance. With the increased capability of processing and reduction 

in the size of the devices, this intelligence can now even be incorporated to even 

small handheld devices such as smartphones [101, 102]. 

 
Generic steps for detecting emotions based on facial expressions are presented in 

Figure 1.1. 
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 Figure 1.1: Steps required for detecting emotions from facial expressions   

 
In recent years, exhibiting emotions on electronic media has become common and 

has even led to their usage in communication through SMS, Whatsapp and other 

messengers in the form of emoticons and lingual short forms. For example, LOL is 

posted for Laughing Out Loud; OMG is used for Oh My God etc.  

 
An example of the usage of the emotion representations on electronic media is 

shown below:  

😐  Neutral Face 

🙂  Smiling Face 

☹️Sad Face 

😨  Fearful Face 

😠  Angry Face 

😲  Astonished Face 

Figure 1.2: Emotion exhibition on electronic media 

 
Facial action coding system (FACS) comprises of Action Units that describe face 

muscle movements.  Critical and decisive information about the state of mind of a 

person may be acquired from the face which is an abstraction of the muscle 

movements leading to spatial and temporal changes [103]. Also, this information has 

an indispensable relation to origins, age factor and gender. It is a communication 

capability which is disparate to verbal communication but yet may handout in 

understanding the emotional state in both cognizant and unaware conditions of 

expression [104]. 
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Face expressions provide an insight into the emotional state of human beings. Face 

expressions change in tandem with emotional states and people generally have 

limited or no control over their facial movements. Also if people might try to control 

their expressions in some specific temporal space but expressions usually are 

spontaneous and in tandem to their emotional state. Therefore emotion detection 

based on analysis of facial features is undoubtedly the best way to detect emotions 

as it is not limited to the lab environment, unobtrusive, coherent to the emotional 

state and practically applicable [105, 106]. 

 
Detection of emotions from facial expressions involves extracting mathematical 

information from spatial variations of the faces. This spatial information also 

invariably involves ethnicity, gender, scale correction as well as noise features 

involving occlusion sub mounting to beard, mustache, hair locks, face rotation, 

resolution and physical hindrances towards full face detection [107, 108].  

 
Development of systems capable of emotion classification invariably requires 

training to catch the strains that effectively and categorically map them to different 

categories [110]. This requires data for the systems to train, which has the following 

two aspects. Either the training data can be too personalized to serve for the only 

particular subject involved [111, 112]. E.g., Personal response systems catering to 

specific requirements of individuals. This requires catching individual data and 

catering tailor-made solutions based on them which cannot be applied to generically. 

Or, there may be robust general systems that are capable enough to provide services 

to the unknown masses based on rigorous training provided that involves non-ideal 

conditions of illumination, gender, occlusions and other parameters [113, 114]. 

 
The wide variety of subjects and their emotion labeling may help researchers in 

developing robust algorithms for futuristic artificially intelligent systems.  Several 

evaluations of accuracy are done to behave as a baseline by researchers to develop 

more robust algorithms. 
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1.1 Motivation 
Facial expressions are a global language revealing elemental emotions. The 

importance of emotions is evident in our everyday chores, the routine perspective 

and working of people rely upon the emotional states and vice versa. They have an 

important role in social, business and affective sciences. 

 
Intelligent emotion detection systems are required that respond in tandem to human 

feelings. There are enormous real-life applications of such systems such as 

sentiment analysis of people arising out of business and political decisions, affective 

computing, robotic assistance, mob controlling, driving assistance, personalized 

recommenders, depression, bipolar and anxiety detection, IoT applications, Crowd 

behavior analysis and many more. 

 
Face expressions provide an insight into the emotional state of human beings. Face 

expressions change in tandem with emotional states and people generally have 

limited or no control over their facial movements. Also, even if people might try to 

control their expressions in some specific temporal space, but expressions are 

generally spontaneous and in tandem to their emotional state. Therefore emotion 

detection based on analysis of facial features is undoubtedly the best way to detect 

emotions. 

 
1.2  Research Gap 
Apart from being a point of deliberation, literature backs that emotional states affect 

the facial features. Six prevalent emotions that can be traced athwart cultures 

worldwide are that of happiness, surprise, fear, anger, disgust and sadness are as 

described by Paul Ekman [5]. 

 
The capability of interpreting emotions based on expressions has been an intensive 

field of study for more than three decades for developing intelligent systems. 

Machines that can intelligently identify emotions based on human facial expressions 

are gaining social importance. Many techniques for the detection of emotions from 
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facial expressions are proposed, but there is still scope of improvement in accuracy 

of detection. 

 
Humans can predict the emotional state of people of different ethnicity. But such is 

not the case with computers as they need training for different for the texture, shape 

and appearance of the target subjects. Because of the difference in shape and texture 

of people across the globe, headway in the field of affective computing requires 

different databases covering ethnicity. To our knowledge, there is no posed 

expression database for Indian faces that catches all the mentioned emotion classes. 

 
This requires the creation of a database that is essential to train the systems, test 

them, validating of applicability of algorithms for emotion recognition and 

classification systems for building robust systems. Database creation is a toilsome 

and tedious task. However, it is a prerequisite to building systems that are capable of 

detecting emotions. Creation of a posed expression database requires proper 

guidance and training of the subjects by experts. Afterward, validation of database is 

an equally important concern which involves labeling of the images with categories 

that they belong to. 

 
Detection of emotions based upon the facial expressions is important for the 

building of intelligent systems that may respond in tandem to human feelings. The 

various features that increase the complexity of emotion recognition systems include 

ethnicity, gender, pose, hair locks, beard etc. Therefore there had been an emergence 

of several databases covering various features that are available publicly emotion 

recognition. But none of them is for posed Indian origin faces. 

 
The gap is bridged by providing Bharat Database which contains facial images of 

Indian people.  
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1.3 Objectives 
The Research objectives of the work are as follows: 

• To explore the feasibility of using facial expressions to detect emotions and 

apply techniques for the same. 

• To develop new techniques for emotion detection  

• To develop a dataset that incorporates Indian facial images annotated for 

emotion classes.  

• To experiment upon Indian Facial Database as well as other databases in 

order to not have over-fitting but to have a generic solution to the problem of 

emotion detection, as algorithms should be free from bias and non-realistic 

assumptions. 

 
1.4 Contributions 
The contributions of the thesis are as follows: 

1.  Validation that facial action units and expressions can be used to detect 

emotions and afterward using the unexplored feature extraction technique 

Laplacian of Gaussian filter for emotion classification 

2.  A new technique of Local Binary Pattern Half used in conjunction with 

Histogram of oriented gradients  

3.  Building a Bharat Database which contains facial images of Indian people. 

The database has posed expressions of 102 participants and has 896 images. 

Also, it is annotated for emotion classification.   

4.  A new approach of Compact Local Binary Pattern Technique for building a 

hybrid feature vector used in conjunction with Histogram of Oriented 

Gradients. Also a novel approach of Multiple Instances Based Emotion 

Detection Using Discriminant Feature Tracking technique is introduced. 
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1.5 Thesis Structure 
Chapter 1 introduces expressions, emotions, applications, motivation, research gap, 

objectives and contributions.  
 
Chapter 2 is a literature review of existing techniques of emotion classification. 
 
Chapter 3 validates the use of facial action units for emotion classification. Feature 

extraction technique of Laplacian of Gaussian filters which is explored for the 

classification of emotions. Also a new technique Local Binary Pattern Half used in 

conjunction with Histogram of oriented gradients. 
 
In Chapter 4 we build a Bharat Database which contains facial images of Indian 

people. The database has posed expressions of 102 participants and has 896 images. 

We also annotate it for emotion classification. We propose a Compact Local Binary 

Pattern Technique for building hybrid feature vector and also we propose Multiple 

Instances Based Emotion Detection Using Discriminant Feature Tracking 

Technique. 
 
Chapter 5 is the conclusion of the work done and future scope of work that can 

emanate from this thesis. 
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Chapter 2 

Literature Survey 
The book that was written in the 19th century by Charles Darwin "The Expression of 

Emotion in Man and Animals" is one of the pioneering works in the field of emotion 

studies [1]. Expression recognition is an ongoing research field. The general steps 

involved in this process of emotion detection from facial features include face 

recognition followed by preprocessing, feature extraction, feature selection and 

classification. For each of the step defined above, there are different techniques 

suggested in the literature. 

 
The emotion detection techniques are explored and also a database is created in the 

work. Therefore, to maintain the information related to both of the domains, the 

literature survey is two-fold. First, different techniques used for dynamic facial 

expression detection are explored. After that, the various databases available for 

facial expression detection are discussed. 

 
The Facial image was cropped into lower and upper part [15] and then fiducial 

points were applied to the two portions. Afterward, Gabor filters are applied to 

extract features. Multi-layer perceptron is used for classification. They have reported 

an accuracy of 81.6% and 86.6% accuracy for lower and upper face respectively.  

 
Expression recognition is also affected by aging. The lifespan [17] database is used 

by Guodong Guo[16]. The fiducial points were manually labeled and Gabor 
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filters[18] were used to extract facial features. SVM is used for classifier learning 

and Test is performed using 10-fold cross-validation. An average accuracy of 

69.32% is reported for the cross-age group. The same setup when repeated for 

FACES [19] database yields an average accuracy of 64.04%. Landmark selection 

and tracking using Gabor filters for feature extraction followed by classifications 

using a combination of HMM and SVM are done by Valstar et al. [121] which has 

the drawback of expensive computationally. Gabor features provide better results, 

but they are both computational and memory intensive [122, 123].  

 
Some approaches propose personalized classifiers as they argue that there may be a 

huge difference in Train pattern as compared to an unseen person. The unseen 

person may have heavy eyebrows, wrinkled face and such difference may lead to 

erroneous results. But such an approach is unrealistic. Selective Transfer machine 

has been proposed for a generic classifier that removes person specific biases [9]. 

This approach is someway between personal and generic classifier. This approach 

uses unsupervised learning and hence labels are not required. 

 
Both person dependent and independent tests have been performed by Cohen et al. 

[115]. Piecewise B´ezier Volume Deformation tracker [116] is used and features are 

extracted as surface patches for Motion Units. For the experiments, they use their 

database as well as the Cohn-Kanade database. For the person dependent case on 

their database, they achieved an average accuracy of 80.5 % using Naïve Bayes, 

83.1% using TAN, 80.81% using NN and 82.46% using HMM classifiers. In the 

person independent case, they achieved accuracy of 64.77% using NB, 66.53% 

using TAN, 66.44% using NN and 58.63% using Multilevel HMM. The accuracy 

achieved is 68.14% with NB, 73.22% with TAN and 73.81% with NN. 

 
Principal Component Analysis [139, 140] and Linear Discriminant analysis [141-

143] are widely used for dimensionality reduction and classification. Higher 

performance has been reported by Oh et al. [144] using a fusion of PCA and LDA. 

Local fisher discriminant analysis based encrypted emotion classification system is 

proposed by Rahulamathavan et al. [145] greater accuracy even in normal images.  
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Use of Viola and Jones [7] for detection of the face and afterward mouth, nose and 

lips are detected using SDAM [22] approach is used [23]. A classifier based on 

SVM is used to classify on JAFFE[8]. The same experiment is repeated on images 

from the web and images captured by them in their laboratory. They have reported 

an accuracy of 92.4%. 

 
The difference between posed and spontaneous expressions was further explored 

[24]. Posed images are taken from Cohn Kanade dataset. The spontaneous 

expressions were captured using content images taken from the International 

Affective Picture system [25]. Dataset acquisition is done on a set of 52 users. For 

LDOS-PerAff-1[26] dataset the images from all frames are averaged to yield a 

neutral frame. Filtering was done using Gabor filters and standard deviation and 

mean were calculated. The feature vector of 240 elements was reduced to 80 using 

PCA for LDOS-PerAff-1 and 72 features for CK dataset describing 95% variance. 

KNN is used for emotion classification and 62% accuracy is reported for the 

spontaneous expression set. 

 
Emotion Recognition model having subject independency is developed by Matsugu 

et al. [27] uses single structure Convolution Neural Network for finding the 

differences in the emotion and neutral faces. Two independent CNN models are used 

by Fasels et al. [28] for expression recognition and face identification respectively. 

Images of 10 subjects are used for experiments and an accuracy of 97.6% was 

obtained. The use of the neural network ensemble is done for classification [20] of 

images. An average Recognition rate of 83.7 is reported. 

 
Registration of faces based on symmetry was used in experiments by Li et al. [29] 

for both 2-dimensional and 3-dimensional emotion detection wherein cubical spline 

interpolation is used. For the noise introduced by the hair on the subject's facial 

images. Principal Component Analysis followed by SVM and Linear Discriminant 

Analysis (LDA) is used for smile recognition through which accuracy of around 

80% is obtained for 2-dimensional facial images and more than 90% for 3-

dimensional facial images. 
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A novel approach using Curvelet features followed by Bilateral Two dimension 

Principle Component Analysis and Extreme Machine Learning is introduced by 

Mohammed et al. [30] which is used on several different databases. B2DPCA is 

used for feature size reduction of the mega feature size obtained from the two 

curvelet algorithms.  

 
Active appearance Model uses a combination of both texture and shapes for object 

representation. Features are extracted using non-rigid landmarks [124-128]. AAM 

provides better results in comparison to Active Shape Models. It does not provide 

good performance in person independent cases. Landmark detection using 

Constrained Local Model provides better results in person independent cases [129]. 

Regularized Landmark Mean Shift (RLMS) proposed by Saragih et al. [130] which 

is a modification of CLM provides better results of accuracy in localization of 

landmarks. Discriminative Response Map Fitting method for Constrained Local 

Model that provides a generic solution in both natural and controlled imaging 

conditions is proposed by Asthana et al. [131]. It provides good results but is 

computationally intensive which hampers its applicability in real-world scenario.  

 
Features extracted from the detected facial landmarks are required by classification 

algorithms. Kalman filters along with Infra-Red illumination is used for tracking 

landmarks which results in improvement of performance as this includes both 

texture and geometric features [118]. Transient features like wrinkles and relative 

distances were calculated applying Canny edge detector is used by Tian et al. [119], 

but it has limitation of feature extraction under different illumination conditions. 

Selecting landmarks based on matching of mouth and eye region and using image 

difference for emotion classification is perfomed by Uddin et al. [120].   

 
Local Directional Number Pattern extraction method on varying compass masks 

(Kirsch and Gaussian derivative) for computation of feature vector under varying 

test conditions of illumination, time-lapse and noise is used by Rivera et al. [31].  

The results are compared for different emotions and they claim that their technique 

is reliable and robust under different illumination conditions. The use of Median 

ternary pattern is also proposed and used [21] for the extraction of features from CK 
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database. They report a recognition rate of 89.1 for a grid of 3*3 using SVM for 

classification. 

 
Convolution Neural Network and Recurrent Neural Network hybrid architecture at 

varying frame sizes are used by Kahou et al. [32] for emotion classification. The 

improvement in accuracy is acclaimed to fusion at decision and feature level using 

Multi-Layer Perceptron. Many deep neural network architectures are used by 

Enrique Correa et al. [33] for emotion classification. The first is based on 

Krizhevsky and Hinton [34] in which image size reduction is done using max-

pooling. The resulting accuracy achieved is 63%. The second approach uses three 

fully connected layers and normalization which lead to an accuracy of 53%. In the 

third approach, layers of convolution are used followed by normalization and max-

pooling which lead to 63% accuracy. 

  
CNN having seven layers with random initialization and retraining on larger dataset 

was done by Yu et al. [35] where the CNN were combined using minimizing of both 

log-likelihood loss and hinge loss. Static Facial Expressions in the Wild database 

[36] is used for the experiments. 

 
Local Binary Patterns are also widely used for extraction of features [133-135].  A 

modification is done on LBP and termed as Local Description Patterns is proposed 

by Jabid et al. [136] which yields better performance lo Local Binary Patterns. Local 

Phase Quantization technique used for emotion classification by Dhall et al. [137] 

claims to have achieved even better performance. Local Directional Pattern Variance 

proposed by Kabir et al. which uses local variance for encoding contrast 

information. It is claimed that for analyzing images of low resolution, LBP features 

are robust [138]. It is claimed by Shan et al. [37] that Local Binary Pattern (LBP) 

features can be extracted at a quicker rate compared to Gabor wavelets. Adaptive 

boosting is used for learning of more discriminative LBP features. They use 

different algorithms for classification like Template matching, LDA and SVM and 

proved that SVM provided the best accuracy for classification using these features. 
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Some approaches use images of the full face while others specific facial features for 

extraction of features. Shan et al. [146] have proposed an approach in which they 

divide the image of the face into many sub-parts and then features are extracted.  

AdaBoost is then used on LBP histogram bins for classification. Various approaches 

similar to this technique have been used [147-149]. However, any fractional 

misalignment of sub-parts of the image would lead to erroneous classification. Also, 

it is not certain that the same part of the face will lie in the same sub-region for 

images of different people.  

 
Detection of emotions based upon the facial expressions is important for the 

building of intelligent systems that may respond in tandem to human feelings. 

Therefore there had been an emergence of several databases covering various 

features that are available publicly emotion recognition. The different databases are 

discussed in brief in this section. 

 
Now, the related work on databases available for emotion detection is presented. 

One of the most widely used databases is Cohn-Kanade Action Unit Coded Facial 

Expression database [132]. It comprises of 486 image sequences posed by 97 

subjects is released in the year 2000. Image sequence proceeds from neutral face 

image to extreme expression. The peak expression images are coded using the Facial 

Action Coding System and annotation is provided in the form of emotion labels. 

 
This dataset is extended to address as Extended Cohn- Kanade (CK+) database [6]. 

The images of 123 subjects corresponding to 593 sequences are taken which are 

coded using Facial Action Coding System for the last or peak frame of the sequence. 

The Action Units and their intensity are provided for the peak expression images. 

Also, the images are tracked using Active Appearance Model for 68 landmark 

points. Out of the total sequences, only 327 are having corresponding emotion files. 

This is because only these sequences are validated. The emotion labels are neutral, 

anger, contempt, disgust, fear, happy, sadness and surprise. 

 
Japanese Female Facial Expression (JAFFE) database has 213 images 10 female 

Japanese models that posed for both neutral and six basic expressions. JAFFE 
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database is created by Lyons et al. [8]. The images are in grayscale. Binghamton 

University-3D Dynamic Facial Expression database [9] has 2500 3D face 

expressions of 100 subjects having the six basic expressions having four intensity 

levels. The different aspects considered include age, race and culture. 

 
The MMI Database initially conceived in 2002 to serve as a source that can be used 

across facial expression recognition community [10]. It has videos that have a 

sequence from neutral to apex and back to neutral expression. It has over 2900 

videos of 75 subjects as well as still images. The videos are annotated for presence 

of Action Units. 

 
The Belfast Database [11] has different sets of over 250 colored video clips 

depicting natural emotions at varying resolutions. Multimedia Understanding Group 

(MUG) has 1462 posed color sequences of 86 subjects which are annotated with 

emotion labels. The Radboud Faces Database (RaFD) has posed color images of 67 

subjects at five different camera angles and three different gaze directions for eight 

emotion labels.  

 
Indian Spontaneous Expression Database (ISED) [12] has 428 spontaneous color 

videos of 50 subjects having emotion labels of sad, happy, surprise and disgust only. 

Denver intensity of spontaneous facial action database (DIFSA) [13] is a color video 

database of 27 subjects whereby each video sequence is of 4845 frames of 

spontaneous reactions while viewing a video of 4-minute duration. Six intensity 

level annotations of Action Units are provided for the facial expressions. 

 
The usage of databases for experiments is affected by the problem generalization 

versus over fitting. Enhanced performance on a certain standard dataset is likely due 

to exploitation of biases that are specific to it. In order to have generic solution to the 

problem of emotion detection, algorithms should be free from bias and non-realistic 

assumptions [117]. 

 
The various features that increase the complexity of emotion recognition systems 

include ethnicity, gender, pose, occlusion, beard, mustache etc. The type of database 
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used for learning by systems is of crucial importance. Many databases exist for this 

purpose, but none of them is for posed Indian faces. 

 
This gap is bridged by providing Bharat Database which contains facial images of 

Indian people. The database has posed expressions of 102 participants and has 896 

images. The participants are asked to pose for different emotions by showing them 

images eliciting those emotions as well as with the help of expert artists. The 

annotation is done using polling by a panel of three experts. This database will 

further help the community involved in developing algorithms for emotion 

recognition. 
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Chapter 3 

Emotion classification using various 

techniques 

 
Emotions describe the mental state of human beings. They can be observed from 

their behavior as to how they are talking, responding, sitting and other gestures. 

Various systems have been proposed in the literature that can be used to identify 

human emotions. 

 
These include but are not limited to brain mapping, voice sampling, facial 

expression recognition, gesture recognition, keyboard pressure information and 

breath information. 

 
The association of facial features with emotions is a widely accepted fact as people 

respond in tandem to feelings like anger, joy and surprise. Also, they have either 

limited or no control over their facial expression in general.  Therefore this fact has 

been utilized in many of the techniques offered for the detection of emotions.  

 
Human emotions are primarily defined as Anger, Disgust, Fear, Happiness, Surprise 

and Sadness [5]. Changes in facial expressions are a natural reaction to situations in 

real life and correspond to the mental state of the people. These features can be used 
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to analyze the emotional state of people.  This technique for the detection of 

emotions is explored further in the chapter. 

 
The Motion Units which had numeric values as compared to Boolean-valued Action 

units are used as features. The datasets used by them are Cohn-Kanade [6] and 

Authentic Expression Database developed by them which is labeled for Neutral, 

Surprise, Joy and Disgust. They left the angry, contempt, fear and sad emotion. 

Various classifiers are compared using these two datasets and 10-fold cross 

validation is performed comprising 95% confidence intervals for the determination 

of classification errors.  

 
Facial action coding system (FACS) comprises of Action Units that describe face 

muscle movements.  A subset is shown in table 3.1 and its complete description can 

be found in Ekman[5] which defines all the other possible movements of the facial 

muscles. 

 
Table 3.1: Action Unit Representation 
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3.1 Proposed usage of explicit Action Units 
The files having an emotion label associated with them are considered in the 

experiments from the Cohn-Kanade+ AU-Coded Facial Expression Database [6]. 

Their associated Facial action coding system files are used for the construction of 

the feature vector. Sample images and their associated action units are shown in 

figure 3.1 and 3.2 where the first number represents the action unit while the second 

number before semicolon corresponds to the intensity of that particular unit.  

 

 

 
Figure 3.1: Images from database exhibiting different emotions 

 
 
 
 

 
Figure 3.2: Images from database exhibiting different emotions 

 

 

 
The first image of figure 3.1 shows surprise emotion and is represented by action 

units 1, 2, 5, 25 and 27. Similarly, the second and third image show disgust and 

happy emotion respectively. The images in figure 3.2 represent anger, happy and 

fear emotions. The classification is performed using Naïve Bayes, Support Vector 

Machine, Multi-Layer perceptron and K Nearest neighbor classifiers. The steps are 

shown in figure 3.3.  
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Figure 3.3: Steps involved in emotion recognition 

 
For training and testing, the set is split at 70-30, 80-20 and 85-15 ratios. Also, the 

10-fold cross validation is carried out. The test is performed using one versus all 

criterion. The action units are used as elements of the feature vector and the classes 

are those provided in the respective emotion files. Also, the contempt class 

combinations are used. 

 
3.2 Results and Discussions 
The results in terms of accuracy for the Naïve Bayes, Support Vector Machine, 

Neural Network and K Nearest Neighbor classifier are shown in table 3.2, 3.3, 3.4 

and 3.5 respectively.  In each table, the first column defines the emotion under 

consideration. The second, third and fourth column of each table corresponds to 

results obtained at split ratios of 70-30, 80-20 and 85-15 of the dataset for training 

and testing respectively. The fifth column shows the accuracy obtained at 10-fold 

cross-validation. 
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Table 3.2: Accuracy of classification using Naïve Bayes 

Emotion  Train-Test Set Split 10-fold cross-
validation 

70-30 80-20 85-15 

Anger 92.7 90.6 93.8 94 

Contempt 95.8 93.8 93.8 94.7 

Disgust 79.2 82.8 83.3 81.5 

Fear 75 73.4 75 77.7 

Happy 89.6 89.1 85.4 88.1 

Sad 95.8 92.2 95.8 93.1 

Surprise 88.5 85.9 87.5 85.9 

 
The lowest recognition accuracy is 73.4% for fear emotion using Naïve Bayes. This 

is because angry and sad emotions have some common facial movements. 

Therefore, this probabilistic classifier fails to classify correctly because of not 

having strong conditional independence between the feature vectors used to 

represent that class. 

 
Table 3.3: Accuracy of classification using SVM 

Emotion  Train-Test Set Split 10-fold cross-
validation 

70-30 80-20 85-15 

Anger 87.5 84.4 81.3 85.9 

Contempt 95.8 95.3 93.8 96.8 

Disgust 78.1 82.8 81.3 79.6 

Fear 93.7 93.8 95.8 92.2 

Happy 91.7 89.1 93.8 87.8 

Sad 91.7 87.5 87.5 91.2 

Surprise 90.6 89.1 89.6 90 
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Table 3.4: Accuracy of classification using Neural Network 

Emotion  Train-Test Set Split 10-fold cross-
validation 

70-30 80-20 85-15 

Anger 93.8 98.4 95.8 94.4 

Contempt 99 98.4 97.9 99.7 

Disgust 85.4 82.8 85.4 86.2 

Fear 94.8 92.2 97.9 94.4 

Happy 94.8 98.4 97.9 94.7 

Sad 92.7 90.6 93.8 95.9 

Surprise 99 100 100 97.2 
 
The Neural Network performed well but the amount of time required for training of 

neural network is manifold of the rest of the classifiers which is because of the 

adaptations and approximations performed by the network. This does not undermine 

it's applicability as training is a cumbersome process for this classifier as opposed to 

testing. 

 
Table 3.5: Accuracy of classification using KNN 

Emotion  Train-Test Set Split 10-fold cross-
validation 

70-30 80-20 85-15 

Anger 96.9 96.9 100 96.6 

Contempt 99 98.4 97.9 99.7 

Disgust 94.8 95.3 95.8 94 

Fear 97.9 96.9 97.9 96.6 

Happy 96.9 96.9 95.8 96.9 

Sad 95.8 96.9 95.8 96.6 

Surprise 97.9 100 100 98 
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K Nearest Neighbor (KNN) performs well as it relies on instance based learning by 

approximating of the functions locally and deferring the computation until 

classification. As learning is performed at every step of introduction of any new 

example to a particular cluster, this system became robust to classification. This 

approach provides a minimum of 94% accuracy and a maximum of 100% for 

classification. 

 
3.3  Laplacian of Gaussian Filters approach for 

emotion classification 
Cognitive science is an active multidisciplinary field of research. For emotion 

detection, several approaches are proposed in the literature. People have limited or 

scant control over the facial expressions and also even if they try to restrict the 

response to stimuli, they don't perform at all times. These can be used to interpret 

the emotional state of people and we further explore this technique. 

 
Laplace filters are used for data collection from face images which may, in turn, are 

used to classify emotions. However, susceptibility to noisy feature is a disadvantage 

to these filters.  Laplacian of Gaussian filter approach for building feature vector is 

proposed for facial images which are immune to noise. Binary class combinations of 

emotion labels are used for classification.  Extended Cohn- Kanade (CK+) [6] 

database is used for carrying out the experiments.  

 
3.3.1 Proposed Approach 
The steps for emotion recognition from the images of the database include  

(i)  Taking out the Region of Interest or Pre Processing  

(ii)  Application of filter 

(iii)  Derivation of Feature Vector 

(iv)  Emotion Classification 

 Formally this can be viewed as 

  𝐼 → 𝐼𝑝 → 𝐼𝑓 → Ĕ → Ē 
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(i) Viola Jones [7] technique is used for detecting face part in the images of the 

database. The first image of any subject in the subfolders of subjects of the 

CK+ database exhibits neutral expression while the last image corresponds to 

maximal expression. Therefore these are used for detecting face part and 

after that cropping is done to take out the region of interest. 

 
Cropped images  𝐼𝑝 of three subjects who provided consent for publication is shown 

in the following two figures.  

 
Figure 3.4: First image 𝑰𝒑 of S52, S55 and S74 cropped exhibiting neutral 

expression. 

 

 
Figure 3.5: Last image 𝑰𝒑 of the subjects cropped exhibiting maximal 

expression. 

 
(ii) Laplacian of Gaussian filters are applied to the images obtained from the 

previous step which are more immune to noise than Laplace filter alone. 

Filters are applied to the images having corresponding emotion labels. 

Laplacian of Gaussian filter equations are as follows: 

 

 𝑓𝑔(𝑥,𝑦) = 𝑒−
𝑥2+𝑦2

2𝜎2   (3.1) 

 
 𝑓(𝑥, 𝑦) = �𝑥2+𝑦2−2𝜎2�𝑓𝑔(𝑥,𝑦)

2𝜋𝜎2 ∑ ∑ 𝑓𝑔𝑦𝑥
       (3.2) 

 
The sigma values are incremented ten times for obtaining different filtering values. 

As a result, ten filtered images 𝐼𝑓 are obtained for each of the initial image 𝐼𝑝.  
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Sample filtered images 𝐼𝑓 for 0.25 sigma value and 5*5 filter size are shown in the 

following figure. 

 
Figure 3.6: The first image from the subfolders of subjects after application of 

filter 

 

 
Figure 3.7:  Last image from the subfolders of subjects after application of 

filter 

 
(iii) Then first two statistical moments are calculated for images obtained after 

application of LOG filters. Mean and standard deviation are obtained µf, 

σf for first image and µl, σl for the last image. Six features dependent on 

these independent features are also computed which are µf − µl, σf −

σl   ,    µf µl   ⁄ ,    σf σl   ⁄ ,   (µf − µl) µf ⁄   and (σf − σl) σf⁄ .  Feature vector  Ĕ 

comprising of 100 elements is obtained as a result for each image. 

 
(iv) Binary class combinations of emotion labels are used for classification which 

are Anger-Disgust, Anger-Fear, Anger-Happy, Anger Sad, Anger-Surprise, 

Disgust-Fear, Disgust-Happy, Disgust-Sad, Disgust-Surprise, Fear-Happy, 

Fear-Sad, Fear-Surprise, Happy Sad, Happy-Surprise and Sad- Surprise.  For 

classification, binary class SVM is used. 

 
3.3.2 Results and Discussion 
Table 3.6, 3.7 and 3.8 depict the results obtained for different training and test set 

split ratios. Table 3.9 shows the percentage of accuracy obtained in classification at 

10-fold cross-validation. 
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Table 3.6: Accuracy of classification in percentage at 70-30 split ratio of 

training and test set 

 
 

Table 3.7: Accuracy of classification in percentage at 80-20 split ratio of 

training and test set 

 
Table 3.8: Accuracy of classification in percentage at 85-15 split ratio of 

training and test set 

 



 

29 

 

Table 3.9: Accuracy of classification in percentage at 10-fold cross-validation 

 
 
The results show a high degree of accuracy for almost all pairs. This shows the 

effectiveness of using this technique for detecting emotions. The results confirm the 

usability of this technique for affective computing. 
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3.4 Classification of emotions from images using 

localized subsection information 
Emotional intelligence has important social significance and literature indicates that 

facial features are an important factor in determining the emotional state. It has been 

an intense study field to build systems that are capable of recognizing emotions 

automatically based on facial expressions. 

 
Various approaches are proposed, but still, there is a scope of improvement in 

detection accuracy because of diverse form of expressions exhibiting the same 

emotion. A widely used approach in the object detection field is Histogram of 

Oriented Gradients [38].  

 
In this chapter extensive experiments are conducted using various subsection sizes 

of images of Histogram of Oriented Gradients and also along with Local Binary 

Pattern to extract the features for classification of emotions from facial images. 

Quantitative analysis of the approach in comparison with others is done to show its 

applicability and effectiveness. 

 
3.4.1 Proposed Approach 
The phases involved in the classification of emotions in the approach are: 

(1)  Preprocessing  

(2)  Extraction of Features 

(3)  Reduction of Feature Size 

(4)  Classification 

(5)  LBPh feature extraction 

(6)  Statistical moment and other feature calculation and appending 

(7)  Classification 

 
3.4.1.1 Preprocessing  
The facial part of the images is detected using Viola-Jones [7] from the images of 

CK+ dataset [5]. Only the first and last image are taken as they represent neutral and 
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extreme expressions. Images are then cropped to contain only the face part. Some of 

the images in the dataset are colored. Therefore, to obtain uniformity, they are 

converted to grayscale. Example images are shown in Figure 3.8.  

 

 
Figure 3.8: Cropped last frames samples 

 
3.4.1.2 Extraction of Features  
In this step Histogram of Oriented Gradients are extracted from the cropped face 

part of images as shown in Figure 3. The logic behind the histogram of oriented 

gradients descriptor is that object's local appearance and its shape can be described 

within an image by the edge direction distribution or gradient intensity. 

 
The image is divided into cells which are small connected regions. For the pixels 

within these cells, the histogram of gradient directions is compiled. The cell size 

used in the experiments ranged from 10 by 10 pixels to 76 by 76 pixels. The feature 

vector is composed of HOG blocks where individual entries within a particular 

block are composed of cell histograms with orientation binning. 

 
Figure 3.9: Cropped Image and its Histogram visualization for cell size 32 

  

Total Number of blocks =��loor �Len
Cell

� − 1� ∗ ��loor �Bre
Cell

� − 1� (3.3) 

Total no of cell parts in feature vector computation = Total Number of blocks * 4  (3.4)   

Total number of histograms per cell = 9  (3.5)                                                                                       
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3.4.1.3  Reduction of Feature Size  
The HOG feature extraction is done for cell sizes of 10 to 72. The resultant feature 

vector is bulky and therefore feature a reduction of the resultant HOGs of the images 

is done using principal component analysis (PCA) with variance coverage of 0.95. 

  
3.4.1.4 Classification 
The resultant vectors of the previous step are then subjected to classification. 

Different classifiers are used for this purpose which are linear discriminant, SVM 

(Linear, Quadratic and Cubic), Ensemble Subspace discriminant and Multilayer 

Perceptron. The results of these are shown in Table 1 to Table 4. 

 
3.4.1.5 Local Binary Pattern Half (LBPh) feature 

extraction  
Continuing with the experiment, local patterns are extracted for only the left half 

face part of the facial image (LBPh). This is done as it is assumed that the right part 

of the facial image would convey redundant information of the left part. The 

resultant image is shown in Figure 3.10. 

 

 
Figure 3.10: Local Pattern Image of the cropped left part of the face of S52  

 
3.4.1.6 Statistical moment and other feature 

calculation and appending  
For each local pattern image mean and standard deviation (first two statistical 

moments) are calculated. This provided µf, σffor the initial frame and µl,σl for the 

corresponding last frame. These two moments are used to calculate six other 
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dependent features. These dependent features included µf − µl, 

σf − σl  ,µf µl   ⁄ ,σf σl  ⁄ ,(µf − µl) µf ⁄ and (σf − σl) σf⁄ . This resulted in a feature 

vector ten elements. This is appended to the feature vector obtained in step (ii) i.e., 

by applying HOG. 

 
3.4.1.7 Classification 
The resultant vector is then subjected to PCA for feature reduction and afterward for 

classification.  Classifiers used for this purpose are linear discriminant, SVM 

(Linear, Quadratic and Cubic) and Ensemble Subspace discriminant. The results of 

classification using (HOG + LBPh) at five-fold cross-validation are shown in 

following tables and figure. 
 

 

 

3.4.2 Results 
The results in terms of obtained accuracy at 5-fold cross-validation (HOG) are 

shown in the following tables. 

 
Table 3.10: Results at various cell sizes 

Classifier\Cell Size 10 12 14 16 18 20 22 24 

Linear Discriminant 87.6 87.6 88.6 88.3 89.6 90.6 90.9 91.2 

Linear SVM 59.6 61.9 67.4 69.1 70 75.2 79.8 81.8 

Quadratic SVM 82.4 83.1 85 86.6 86.3 87.3 86.6 88.6 

Cubic SVM 80.5 81.8 82.4 82.4 84 85.3 85.3 86.6 

Ensemble Subspace 
Discriminant 

89.6 89.3 89.9 88.9 89.3 90.9 90.6 92.8 

Multilayer Perceptron  80.2 80.9  81.1  83.4 83.4 81.4 85.3 85.7 
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Table 3.11: Results at various cell sizes  

Classifier\Cell Size 26 28 30 32 34 36 38 40 

Linear Discriminant 87.6 87.6 88.6 88.3 89.6 90.6 90.9 91.2 

Linear SVM 59.6 61.9 67.4 69.1 70 75.2 79.8 81.8 

Quadratic SVM 82.4 83.1 85 86.6 86.3 87.3 86.6 88.6 

Cubic SVM 80.5 81.8 82.4 82.4 84 85.3 85.3 86.6 

Ensemble Subspace 
Discriminant 

89.6 89.3 89.9 88.9 89.3 90.9 90.6 92.8 

Multilayer Perceptron 80.2 80.9 81.1 83.4 83.4 81.4 85.3 85.7 

 
Table 3.12: Results at various cell sizes 

Classifier\Cell Size 42 44 46 48 50 52 54 56 

Linear Discriminant 86.3 85.3 84.7 87 91.2 84 84.4 82.7 

Linear SVM 85.7 83.7 84.4 85 87.6 82.7 84 82.7 

Quadratic SVM 85 82.1 84 84.7 87.6 84.4 83.4 82.4 

Cubic SVM 83.7 81.4 82.7 83.7 87.6 82.4 83.7 80.8 

Ensemble Subspace 
Discriminant 

87.6 86 85.3 86.6 89.6 84.7 85 85 

Multilayer Perceptron 86.3 84.7 82.4 85.3 87 81.8 83.4 86 
 

Table 3.13: Results at various cell sizes 

Classifier\Cell Size 58 60 62 64 66 68 70 72 

Linear Discriminant 84 88.3 86.6 85.3 84.4 85 70 70.4 

Linear SVM 84 86.3 84.7 85 83.4 82.4 69.1 67.4 

Quadratic SVM 86 86.3 85.3 84.7 80.5 82.4 67.1 67.1 

Cubic SVM 83.4 84.4 83.1 83.7 78.8 79.5 66.4 66.8 

Ensemble Subspace 
Discriminant 

84.7 87.6 86.6 86.6 85 83.7 70.7 70.4 

Multilayer Perceptron 87 84.4 83.7 84.4 81.1 81.8 65.1 65.1 
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Figure 3.11: Graph of accuracy vs. cell size 

 
By experimental results, it is found that the best results are obtained for cell size 

30*30 to 50*50. 

The results in terms of obtained accuracy at 5-fold cross-validation (HOG+LBP) are 

presented in Table 3.14. 
 

Table 3.14: Accuracy of (HOG + LBP) at different Cell sizes 

Classifier\Cell Size 30 32 34 36 38 40 42 44 46 48 50 

Linear     Discriminant 89.9 88.3 90.2 88.6 88.9 87.6 85.7 83.7 85 87 89.9 

Linear SVM 86 85.7 86.6 85.3 85.3 87 85.3 84.4 83.7 86 88.6 

Quadratic SVM 87.6 87.9 87 88.6 86 88.9 83.4 84.4 84 84.4 86.6 

Cubic SVM 87.3 87.6 85.7 87 83.4 85.3 82.7 81.4 82.7 83.7 86.3 

Ensemble Subspace Discriminant 89.9 88.6 91.2 88.9 88.9 89.6 87.6 86.6 86.6 88.3 91.9 
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This can be viewed graphically in figure 3.12. 

 
Figure 3.12: Accuracy (HOG+LBP) at various cell sizes 

 
Comparison of performance on CK+ Database on different State of the art 

approaches is show in Table 3.15 

 
Table 3.15: Quantitative analysis of method proposed with state of the art 

methods 

Approach Uddin 
[120] 

Ahmad 
[152] 

Zhong 
[153] 

Song 
[149] 

Zhang 
[154] 

Our     
Approach 

Average 
Accuracy 

93.33 90.38 88.26 89.56 93.14 91.9 

 

 
3.5 Conclusion 
In this chapter, we validate the applicability of Action Units for determination of 

Emotions. The results show that K-NN outperforms all the other compared 

classifiers in terms of accurate classification of emotions. 

 
This upholds true for classification across all split ratios of training and test sets and 

also for the 10-fold cross-validation. The effectiveness of using action units based on 

the movement of facial muscles for the detection of emotions in human beings is 

thus inferred based on the experimental data. 
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In this chapter, we also show that the LOG filters are effective in the classification 

of emotions. Binary classification provides fair accuracy for all emotion class pairs. 

Happy-Disgust class exhibits a higher percentage of accuracy for all split ratios 

and10 folds cross-validation. This binary pair has application in recommender 

systems and can be used to analyze customer reactions and recommend items 

accordingly. Happy-Sad binary classification can be used to detect depression, 

anxiety and other cognitive disorders by analyzing mood swings in the temporal 

domain.  Fear-Surprise pair classification has elderly care homes as a potential 

application.  

 
High accuracy is obtained for the multiple classifications. By experimental results, it 

is found that the best results are obtained for cell size 30*30 to 50*50 for HOG. This 

is attributed to window sizes that might actually capture features necessary for 

correct classification. 

 
Adding LBP features to the vectors obtained increases accuracy in many cases. 

Quantitative analysis of the approach in comparison with others is done to show its 

applicability and effectiveness.  This comparison is illustrious only and results of the 

approach would be even better as the other approaches have not considered 

Contempt as a class which has the least number of samples in CK+ dataset. 

 
More extensive experiments can be conducted in the future which involve other 

models for the creation of hybrid vectors over different datasets that may further 

increase the accuracy of classification of emotions. 
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Chapter 4  

Bharat Database of Indian Faces 
 
4.1 Need of Databases 
Intelligent emotion detection systems are required that respond in tandem to human 

feelings. Emotion detection capable computer systems is an ongoing research field 

that has numerous applications ranging from recommender systems, human-

computer interaction, robotics and affective systems.   

 
The keyboard and mouse approach for gathering log of user action is one of the 

simplest ways of predicting human emotions, but it lacks in accuracy. Also, 

keyboard pressure analysis for classification of emotions suffers from having a 

limited scope only as people are not constantly using keyboards and also all but lab 

equipment are not equipped with the necessary hardware to deliver the required 

information required for mapping them to emotional states. 

 
On the other hand, there are intrusive approaches that are sensor based and 

physiological signals are gathered by way of ECG [86] and EEG [87] In between the 

two extremes are approaches that rely on facial feature analysis and gesture 

information. Over the past many years, much research has been done for developing 

approaches that may enable in automatic detection of emotions from expressions. 
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Critical and decisive information about the state of mind of a person may be 

acquired from the face which is an abstraction of the muscle movements leading to 

spatial and temporal changes. Also, this information has an indispensable relation to 

origins, age factor and gender. It is a communication capability which is disparate to 

verbal communication but yet may handout in understanding the emotional state in 

both cognizant and unaware conditions of expression. 

 
Exhibition of emotions through gestures and facial expressions by humans is the 

most common aspect. The reverse of this, i.e., analyzing emotions from these 

expressions is a very common phenomenon for humans. They are capable of 

communicating among themselves through the exchange of these mutually 

dependent parameters. 

 
Gestures may be controlled by people voluntarily and thus may not be coherent with 

the emotional state. Text analysis is generally a binary analysis of either a positive or 

negative state and therefore may provide information only about valence while 

emotional state comprises of not only valence but orthogonally arousal also. 

 
Brain mapping is an important technique to predict emotional states based on surges 

of neurons of the human brain. This technique is more lab-based and not practical as 

the subjects under consideration are always aware of their examination and thus 

actual emotional state may be not be predicted. Also, this technique involves 

wearing monitoring caps which is obtrusive, limited to the lab environment and 

impractical in real life situations. 

 
Breath analysis method for emotion detection is again an obtrusive technique and 

sufferers from the same limitations as of brain mapping technique. Humans are 

capable of reading gestures and facial features and understanding them near 

precision. But when it comes to computers, the research is novice and there is a great 

scope of improvement. 

 
Face expressions provide an insight into the emotional state of human beings. Face 

expressions change in tandem with emotional states and people generally have 

limited or no control over their facial movements. Also if people might try to control 
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their expressions in some specific temporal space but expressions are generally 

spontaneous and in tandem to their emotional state. Therefore emotion detection 

based on analysis of facial features is undoubtedly the best way to detect emotions 

as it is not limited to the lab environment, unobtrusive, coherent to the emotional 

state and practically applicable. 

 
There are enormous real-life applications of such intelligent systems such as in 

artificial intelligence, sentiment analysis of people arising out of business and 

political decisions, affective computing, robotic assistance, mob controlling, driving 

assistance, personalized recommenders, depression, bipolar and anxiety detection, 

IoT applications, Crowd behavior analysis, surveillance systems, mob control 

systems, military applications, health care support systems, content delivery for 

social media, movie target audience and tailored support solutions for differently 

abled persons.  

 
Detection of emotions from facial expressions involves extracting mathematical 

information from spatial variations of the faces. This spatial information also 

invariably comprises ethnicity, gender, scale correction as well as noise features 

involving occlusion sub mounting to beard, mustache, hair locks, face rotation, 

resolution and physical hindrances towards full face detection. 

 
Development of systems capable of emotion classification invariably requires 

training to catch the strains that effectively and categorically map them to different 

categories. This, in turn, requires data for the systems to train, which has the 

following two aspects. 

 
Either the training data can be too personalized to serve for the only particular 

subject involved. For example, Personal response systems based on the specific 

requirement of individuals. This involves catching individual data and catering 

tailor-made solutions based on them which cannot be applied generically.  

 
In literature, Paul Ekman [5] reported six basic emotions that are valid across human 

species irrespective of gender and ethnicity. These are happy, sad, angry, fear, 

surprise and disgust. Humans can predict the emotional state of people of different 
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ethnicity. But such is not the case with computers as they need training for various 

texture, shape and appearance of the target subjects. 

 
Because of the different shape and texture of people across the globe, headway in 

the field of affective computing requires different databases covering ethnicity. To 

our knowledge, there is no posed expression database for Indian faces that catches 

all the above-mentioned emotion classes. 

 
For capturing and building of affective systems, it is a prerequisite to obtaining these 

spatiotemporal displacements happening in facial features due to underlying 

muscles. The spatial and temporal assessment of prominent facial features may be 

utilized for categorization of emotions. Many facial emotion techniques have been 

proposed which have considered 2D images, 3D images [39], [40], expressions 

exhibited by infants, AAM [41] based systems and AU based systems [42]. 

 
Non-deliberate and deliberate ace expressions are the two categories of face 

expressions defined by Battocchi et al. [43], Expressions which are deliberate are 

expressed under the absence of speech. Whereas, those expressions exhibited along 

with speech are termed as non-deliberate. Also Valence, Arousal and Dominance 

multidimensional space is sometimes used for separating the emotions categorically.   

 
This requires creating a database that is essential to train the systems, test them, 

validating of applicability of algorithms for emotion recognition and classification 

systems for building robust systems. Database creation is a toilsome and tedious 

task. But the less is the fact that it is a prerequisite to building systems that are 

capable of detecting emotions. Creation of a posed expression database requires 

proper guidance and training of the subjects by experts. After that, validation of 

database is an equally important concern. This involves labeling mages with the 

categories that they belong to. 
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4.2 Existing Databases of Facial Expressions 
Detection of emotions based upon the facial expressions is important for the 

building of intelligent systems that may respond in tandem to human feelings. The 

various features that increase the complexity of emotion recognition systems include 

ethnicity, gender, pose, occlusion, beard, mustache etc. Therefore there had been an 

emergence of several databases covering various features that are available publicly 

emotion recognition. The different databases are discussed in brief in this section. 

 
One of the most widely used databases is Cohn-Kanade Action Unit Coded Facial 

Expression database. It comprises of 486 image sequences posed by 97 subjects is 

released in the year 2000. Image sequence proceeds from neutral face image to 

extreme expression. The peak expression images are coded using the Facial Action 

Coding System and annotation is provided in the form of emotion labels. It had the 

limitation as the emotion labels are not validated. 

 
This dataset is extended to address as Extended Cohn- Kanade (CK+) database [6]. 

The images of 123 subjects corresponding to 593 sequences are taken which are 

coded using Facial Action Coding System for the last or peak frame of the sequence. 

The Action Units and their intensity are provided for the peak expression images. 

Also, the images are tracked using Active Appearance Model for 68 landmark 

points. Out of the total sequences, only 327 are having corresponding emotion files. 

This is because only these sequences are validated. The emotion labels are neutral, 

anger, contempt, disgust, fear, happy, sadness and surprise.   

 
Japanese Female Facial Expression (JAFFE) database has 213 images ten female 

Japanese models that posed for both neutral and six basic expressions. JAFFE 

database is created by Lyons et al. [8]. The images are in grayscale. Binghamton 

University-3D Dynamic Facial Expression database [9] has 2500 3D face 

expressions of 100 subjects having the six basic expressions having four intensity 

levels. The different aspects considered include age, race and culture. 

 
The MMI Database is initially conceived in 2002 to serve as a source that can be 

used across facial expression recognition community [10]. It has videos that have a 
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sequence from neutral to apex and back to neutral expression. It has over 2900 

videos of 75 subjects as well as still images. The videos are annotated for presence 

of Action Units. 

 
The Belfast Database [11] has different sets of over 250 colored video clips 

depicting natural emotions at different resolutions. Multimedia Understanding 

Group (MUG) has 1462 posed color sequences of 86 subjects which are annotated 

with emotion labels. The Radboud Faces Database (RaFD) has posed color images 

of 67 subjects at five different camera angles and three different gaze directions for 

eight emotion labels. 

 
Indian Spontaneous Expression Database (ISED) [12] has 428 spontaneous color 

videos of 50 subjects having emotion labels of sad, happy, surprise and disgust only. 

Denver intensity of spontaneous facial action database (DIFSA) [13] is a color video 

database of 27 subjects whereby each video sequence is of 4845 frames of 

spontaneous reactions while viewing a video of 4-minute duration. Six intensity 

level annotations of Action Units are provided for the facial expressions. 

 
The various features that increase the complexity of emotion recognition systems 

include ethnicity, gender, pose, occlusion, beard, mustache etc. The type of database 

used for learning by systems is of crucial importance. Many databases exist for this 

purpose, but none of them is for posed Indian faces. 

 
We bridge this gap by providing Bharat Database which contains facial images of 

Indian people. The database has posed expressions of 102 participants and has 896 

images. The participants are asked to pose for different emotions by showing them 

images eliciting those emotions as well as with the help of expert artists. The 

annotation is done using polling by a panel of three experts. This database will 

further help the community involved in developing algorithms for emotion 

recognition. 
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4.3 Creation of the Dataset 
The volunteers that participated in the construction of this dataset are well informed 

of the purpose of its construction. They are asked to provide consent for publication 

for Research purposes and accordingly signed for possible usage for the same. 

 
The BDIF has still posed facial images for various emotions. Subjects are asked to 

pose for all the basic as well as neutral emotion. The participants are asked to pose 

for different emotions by showing them images eliciting those emotions as well as 

with the help of expert artists. The photographs are taken in well-lit conditions.  

 
Expression of emotions is generally involuntary through facial expressions and 

taming it to bring the desired effects requires effective and affective consultation. 

This aims to exalt the legitimacy of the cognizant expressions to requisite levels. 

 
 Depicters/ subjects need to portray emotion instances based on:  

i. Presentation of key features of physiology and its imitation for the attainment 

of the desired features in the presence of domain experts. 

ii. Any further admonish to attain the prerequisites.   

 
The BDIF is carefully constructed by showing the subjects valid labeled emotion 

images from different databases and also with the help of expert artists training them 

how to elicit the said emotions. The effectiveness in expressing emotion is done by 

changing the mental state of the subjects by showing them visual cues and also 

narrating real life situations which pertain to those particular emotions. 

 
The annotation of images is done using polling by three annotators who are familiar 

with Facial action coding system. They are shown images and told to classify them 

as belonging to one of the classes. Only those images are labeled in which a 

consensus arrived among the annotators. 
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4.3.1 Experimental Setup 
The subjects participated voluntarily for the posing of expressions. They are made 

comfortable by telling them how to pose and showing visual cues as well as real-life 

situations which are associated with the particular emotional state. The subject is 

made comfortable with the environment and counseled led to the capture of 

expressions effectively. 

 
These images are captured in ideal conditions which are free from noise and other 

distractions. The images are captured in ambient light conditions. According to the 

experience obtained from preliminary studies, the light conditions are as subjects are 

generally accustomed to and not being very bright or dull. These made the subjects 

comfortable with the experiment environment. 

 
Closed rooms are used for the conduction of shoot sessions. The subjects are made 

well aware of the experiment and also as how it will help in future scientific studies. 

The subjects are asked to stand comfortably taking the support of the wall. They are 

allowed time to ease them for elicitation of emotions. After that images are captured 

by posing for neutral, anger, contempt, disgust, happy, fear, sadness and surprise 

emotions. 

 
To avoid disturbance, the rooms are kept closed during the different shooting 

sessions. In the first part of the experiment, it is found after annotation that the 

sample of anger and disgust emotion is the least. The statistics of the first phase is 

shown in  Figure 4.1. 

 
The images are taken comprising of 4320 × 3240 pixels at 300 dpi horizontal and 

vertical resolution using Nikon Coolpix 120. The images are taken with 

compulsorily no flash. Distance maintained between the subject and the camera is 

around 1 meter. The emotion label categories for the complete database are shown in 

Figure 4.2. 
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Figure 4.1: Male Female Ratio. 

 

 

 
Figure 4.2: Graph showing the emotion label categories for the complete 

database. 

 
4.3.2 Obstructions/ Occlusions 
Gathering information from facial expressions may be hindered by the presence of 

glasses, mustache, beard etc. These act as noisy features in the implementation of 

automatic emotion detection algorithms. However, they are a regular feature in real 

life situations. Therefore these features are deliberately included in the formation of 

the database so that more robust emotion detection algorithms can be built using 

such images also from the database. 

 

  



 

47 

4.3.3 Annotation 
The images obtained for the database are subjected to labeling for different 

emotions. This is particularly important as it serves as ground truth for comparison 

with results obtained by applying automated algorithms. Therefore the technique of 

validating emotion labels is of substantial significance. The images are labeled by a 

panel of three annotators who are familiar with the facial action coding system. The 

labeling is done for neutral, happy, angry, disgust, contempt, surprise, sad, fear and 

invalid emotions. 

 
For validation, polling is done for each image by gathering the emotion labels of all 

the three annotators. Only those images which had a majority for particular emotion 

label are validated for that particular emotion. Rest of the images are not annotation 

validated for the particular emotion labels. The resultant database consisted of:-  

 
The total number of subjects posing in the first phase is 59. 

The total number of images collected in this phase is 436. 

The Total Classes of Valid Emotions are  7. 

 

Table 4.1: Emotion Samples from the first Phase 

S.No. Emotion Category No of samples 
1 Neutral  71 
2 Angry  24 
3 Disgust  14 
4 Fear 3 
5 Happy  91 
6 Sad  40 
7 Surprise  47 

 
The results of the first phase of database creation led to a finding that even when the 

subjects are made comfortable with the environment, they could not provide fear and 

disgusting motions. This is because people do not feel comfortable to exhibit these 

emotions willingly and publically. 

 
Therefore in the next phase, the subjects are given privacy and shoots are performed 

in confined places so that they can comfortably exhibit those emotions. Also, 
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subjects are provided visual cues as what that expression looks like. Assistance is 

provided to them with the help of a professional artist to help them exhibit those 

emotions. 

 
The database is extended in the next phase by including new subjects and taking 

care of findings of the first phase.  

 
The extension led to:  

The total number of subjects posing in the first phase is 43. 

The total number of images collected in this phase is 460.   

The Total Classes of Valid Emotions are  7. 

 

Table 4.2: Emotion Samples from Second Phase 

S.No. Emotion Category No of samples 

1 Neutral  43 

2 Angry  23 

3 Disgust  39 

4 Fear 36 

5 Happy  41 

6 Sad  23 

7 Surprise 36 

  
4.3.4 Consent from Subjects for Publication 
The volunteers that participated in the construction of this dataset are well informed 

of its purpose. They are asked to provide consent for publication for Research 

purposes and accordingly signed for possible usage for the same. Initially, the 

subjects are reluctant to pose for the Database. The subjects involved in the 

collection of the dataset are given incentives like chocolate, juice and ice cream. The 

participants are informed that their images may be used for publication for research 

purpose. Ethically the subjects are asked to fill up their consent for publication of 
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images for research purpose. Images of those subjects who did not provide consent 

are deleted from the final database. 

 

4.3.5 Complete Bharat Database of Indian Faces 
BDIF initially had expression images of 59 subjects for seven classes of emotions 

viz. neutral, happy, angry, fearsome, disgust, surprised and sadness. It initially had 

436 images. After that, it is extended by the addition of expression images of 43 new 

subjects exhibiting the seven classes of emotions. Four hundred sixty new images 

are added in this phase. 

 
The complete database thus has total of 102 subjects and a total of 896 images. This 

database has images of school going children of 11th and 12th class, subjects doing 

graduation, post-graduation and research scholars, staff members from different 

offices and random people. There are occlusions of beard, mustache and spectacles. 

The class-wise distribution is shown in table 4.3. 

 

Table 4.3: Emotion Samples of Complete BDIF database 

S.No. Emotion Category No of samples 

1 Neutral  114 

2 Angry  50 

3 Disgust  54 

4 Fear 39 

5 Happy  136 

6 Sad  63 

7 Surprise 76 
 
Total Male: 78  

Total female: 24  

 
Sample cropped images of the different classes of emotions can be seen in Figures 

4.3 – 4. 9. 
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Figure 4.3: Images from Bharat Database of Indian Faces exhibiting Surprise 

emotion. 

 

 
Figure 4.4: Images from Bharat Database of Indian Faces exhibiting Sad 

emotion. 

 

 
Figure 4.5: Images from Bharat Database of Indian Faces exhibiting Neutral 

face. 

 

 
Figure 4.6: Images from Bharat Database of Indian Faces exhibiting Anger 

emotion. 

 

 
Figure 4.7: Images from Bharat Database of Indian Faces exhibiting Fear 

emotion. 
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Figure 4.8: Images from Bharat Database of Indian Faces exhibiting Disgust 

emotion. 

 

 
Figure 4.9: Images from Bharat Database of Indian Faces exhibiting Happy 

emotion. 

 

4.4 Results and Discussion 
Detection of emotions based upon the facial expressions is important for the 

building of intelligent systems that may respond in tandem to human feelings. The 

various features that increase the complexity of emotion recognition systems include 

ethnicity, gender, pose, occlusion, beard, mustache etc. 

 
The type of database used for learning by systems is of crucial importance. Many 

databases exist for this purpose, but none of them is for posed Indian faces. We 

bridge this gap by providing Bharat Database which contains facial images of Indian 

people. The wide variety of subjects and their emotion labeling may help researchers 

in developing robust algorithms for futuristic artificially intelligent systems. Several 

evaluations of accuracy are done to behave as a baseline by researchers to develop 

more robust algorithms.  

 
Gathering information from facial expressions may be hindered by the presence of 

glasses, mustache, beard etc. These act as noisy features in the implementation of 

automatic emotion detection algorithms. However, they are a regular feature in real-

life situations. Therefore these features are deliberately included in the formation of 

the database. To show its effectiveness and applicability quantitative analysis of 
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accuracy is done. The results show that it is robust to gender, occlusions and 

ethnicity. 
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We are grateful to all participants who have provided their time and also helped by 

ascertaining the advice provided for the creation of this database which is a 
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provided their time to validate the emotion labels associated with the database. 

 
4.6 Compact Local Binary Pattern Technique and 

Multiple Instances Based Emotion Detection Using 

Discriminant Feature Tracking 
Two techniques are proposed for the detection of emotions from facial images.  

Compact Local Binary Pattern approach is the first one which is used in constructing 

a hybrid feature vector and results show that accuracy of detection of emotion 

increases using this approach. 

 
In the second approach, Multiple Instances Based Emotion Detection Using 

Discriminant Feature Tracking is proposed. This approach is applied to Bharat 

Database of Indian Faces (BDIF) which is indigenously developed, Karolinska 

Directed Emotional Faces (KDEF) and Japanese Female Facial Expression (JAFFE) 

Database. This approach is effective for detection of emotion which may be inferred 

from results for accuracy of classification. 

  
The main contributions include: 

1) Compact Local Binary Pattern (CLBP) method for feature extraction is 

introduced 

2) The resultant vector of CLBP is integrated with the vector obtained using 

Histogram of Oriented  Gradients technique 

3) Multiple Instances Based Emotion Detection Using Discriminant Feature 

Tracking technique is proposed 
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4)  Experiments are done on three databases of facial expressions including 

indigenously developed BDIF database, KDEF and JAFFE  

 
Approaches Stepwise  
The following steps are involved in the detection of emotions from facial images of 

the databases: 

1)     Preprocessing of images of the database 

2)     Feature Vector Extraction using Histogram of Oriented Gradients 

3)     Reduction of the size of the feature vector obtained 

4)     Classification of Emotions 

5)      Feature Vector extraction using the proposed Compact Local Binary Pattern  

6)     Classification 

 
4.6.1 Image Preprocessing 
The detection of part exhibiting face is done on images from Bharat Database of 

Indian Faces (BDIF) using the algorithm of Viola  Jones. Permissible height and 

width are set to a minimum of 600 pixels. Face detection accuracy of 100% is 

obtained using these parameters on the database. Further cropping is done on the 

images to remove other noisy parts which may lead to erroneous results. For 

experiments, Database images are converted from colored to grayscale and to obtain 

unanimity, they are resized to the pixel size of 1024*1024. The figure shows 

samples of the images cropped. 

 
4.6.2 Extraction of Features 
The images cropped and grayscaled having corresponding emotional reference are 

subjected to the derivation of feature vector using Histogram of Oriented Gradients 

technique [38]. This method catches gradient intensity or edge directions 

distributions which enable catching local appearance and also the shape of the 

objects. The cells are divided into pixels of uniform breadth and length that range 

from the size of 10*10 to 512*512.   

 
 



 

54 

After that computation of directional gradient, histograms are done for such cells 

having an overlap of 50% for developing feature vector that compromises of 

histograms that are binned according to orientation. Sample visualization of the 

histogram is presented in the following figure. 

  

 
Figure 4.10: Sample Histogram of the image at the cell size of 256*256   

 

𝑇𝐵𝑙𝑜𝑐𝑘𝑠 = 𝑓𝑙𝑜𝑜𝑟 �𝐿𝑒𝑛
𝐶𝑒𝑙𝑙

− 1�X 𝑓𝑙𝑜𝑜𝑟 �𝐵𝑟𝑒
𝐶𝑒𝑙𝑙

− 1�  (4.1) 

   
Where 𝑇𝐵𝑙𝑜𝑐𝑘𝑠 denotes the number of blocks in total for an image. As each block 

has 2 ∗ 2 cells, thereby: 

 
TCells = TBlocks * 4                                     (4.2)  

 
Where TCells represents the total number of cells that participate for the 

computation. The total number of histograms per cell used in this work is given in 

Equation 3. 

 
HistCell = 9                                     (4.3) 

 

 
Figure 4.11: Grayscale Cropped Image samples. 
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4.6.3 Reduction of Feature Size 
Histogram features for gradient orientations [10] are extracted for sizes of cells 

ranging from 10*10 pixels to 512*512 pixels. Experiments are conducted on this 

feature vector and reduced feature vector which is done by applying Principal 

Component Analysis [11] covering variance of 0.95. 

 
4.6.4 Compact Local Binary Pattern approach 
Compact Local Binary Pattern technique is proposed which results in the reduction 

of image size by around nine times as it uses only concerned pixels derived from 

neighbor pixel values while discarding the neighbors. The following figures depict 

exemplary conversion based on neighbor pixel values in any image. The exact results 

after applying Compact Local Binary Pattern are shown in figure after that.  

 
Figure 4.12: Initial image sample pixels. 

 

 
Figure 4.13: Pixels and their values are depicted in red color after application 

of Local Binary pattern on the immediate neighbors. 
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Figure 4.14: The concerning values to be used for further experimentation is 

shown in Red. 

 

 
Figure 4.15: Compact LBP 

 

4.6.5 Feature vector extraction using statistical 

moments  
The CLBP images are used for calculating the median and mean of each row of pixels. 

Length of feature vector obtained is 682 for both 341 columns and rows. Appending of 

a total of 51 histograms is done for all images. Standard deviation and the mean of the 

image are also added to the vector. 

 
Length of the feature vector obtained is thus 735. Different classifiers are then used 

for obtaining resultant accuracy of classification. For the next phase of the 

experiment, these feature vectors are appended to the histograms of oriented 

gradient vector obtained previously to obtain further classification results. 
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4.7 Marking of points on Neutral faces 

Approach 
Marking of points on the neutral faces of the subjects is done in the next experiment. 

The neutral face in the images is subjected to marking of tracking points manually. 

These points covered the eyebrows, eyes, nose and lips of the subjects. The reason 

for this allotment is that these parts of the faces convey the most information. In 

literature associated with physiology, these parts contemplate to Action Units. 

Sample image with point marked is shown in Figure 4.17. 

 
4.7.1 Tracking of the points in corresponding 

images 
The points that are marked on neutral images of the previous phase are then 

averaged for their color values in this phase. Different matrices are considered of 

which grid size of 5 × 5 pixels provided the best results. The average value is then 

calculated using values of color channels of these pixel points. 

R[ ]= R(r − I R + 3, c − I C + 3) (4.4) 

G[ ]= G(r − I r + 3, c − I c + 3) (4.5) 

B[ ]= B(r − I r + 3, c − I c +3)  (4.6) 

 
Where r = I R − 2 to I R + 2 and    c = I C − 2 to I C + 2 

 
Where I R  and I C  correspond to initial Row and Column. Average Color 

Channel values are calculated for each color. 

 
AvgR = AverageR[ ] (4.7) 

 
Tracing of these points is done using Color Channel average values for analogous 

images depicting the emotion of the corresponding subjects. Distance is varied from 

10 to 25 pixels for data collection. Best results are procured at a permissible 

maximum distance of 15 pixels in either direction. Probable points are searched 

within the periphery of initial points of neutral and after that emotion images, i.e., 
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for each pixel in the edge of 15 × 15.  

 

𝐴𝑣𝑔𝑅1 =  ∑ 𝑅1
25

𝑖−2;𝑗−2
𝑖+2;𝑗=2   (4.8) 

 
4.7.2 Vector formation based on distances 
Calculation of distance between tracked points and initial positions is done using 

Euclidean formula for distance measurement. As the displacements imbibe useful 

information that may be utilized for actually relevant information that may be 

processed for the revelation of emotions, it is calculated. The vector of displacement 

is composed of the following: 

  
𝐷 =  �(𝑋𝑖 − 𝑋𝑗)2 −  (𝑌𝑖 − 𝑌𝑗)2 (4 .9)  

 

Algorithm   Mark Point Technique  

Ensure: A −  Emotion Accuracy  

Require: Ii -Image i = 1......T ∗ t 

1:    For each image Ii do 

2:        Take a neutral emotion image of the subject. 

3:        Crop and resize 

4:        Mark the points(N ) 

5:        Read coordinates of all the points 

6:        Get R, G and B channel values in the window of −2 to 2 x and 
 y values around 

7:  Calculate Average R, G and B values for each window around N points 

8:   End For 

9:   For i = 1 to T 

10:   For j = 1 to all images in i folder do 

11:      Find face, Crop and Resize 

12:      Get R, G and B channel values in the window of −9 to +9  x 
 and y values around 

13:   End For, End For 
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14:   For each N (x, y) in emotion image and in the periphery of 3 

 to 17 pixels do 

15:       Calculate Average R1, G1 and B1 for widow size −2 to 
 +2 in x and y-direction 

16:       Slide the widow 

17:   End For 

18:   For each Value obtained do 

19:       Calculate the Difference=Average R -  Average R1 

20:       Repeat for other two color channels 

21:   End For 

22:   Calculate the point having a minimum difference out of values obtained. 

23:   Obtain coordinates of the pixel whose window has minimum Difference.  

24:  Calculate the signed difference in coordinates of Neutral Image and 

Emotion Image for all N points 

 25:   Classification                         

 
The number of points marked on the neutral images are 14 to 32 at a gap of 2 points 

for each subject of three databases namely BDIF (Bharat Database of Indian Faces), 

JAFFE (The Japanese Female Facial Expression Database) [20] and KDEF 

(Karolinska Directed Emotional Faces) [44].  

 
Calculation of the points having a minimum difference out of values obtained is 

done. After that coordinates of the pixel whose window had minimum difference are 

obtained. Also signed difference in coordinates of Neutral Image and Emotion 

Image for all N points is calculated in this step. 

 
JAFFE has posed seven facial expressions of 10 Japanese female models and has a 

total of 213 images. KDEF has images of 70 amateur actors comprising of 35 males 

and 35 females. The total number of images in the database is 4900. The subject 

images have no occlusions in the form of earrings, eyeglasses, mustache, beard and 

also have no visible make-up. It has images taken from five different angles. 

However, only frontal images are used in the experiments. 
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The points are marked to be in conformity to action units of Facial Action Coding 

System as described by Paul Ekman. These points covered eyebrows, eyes, nose 

and mouth region of the images. The tracking of these points is done in all the 

emotion images of those subjects. 

 
The accuracy of emotion detection is then calculated: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

                      (4.10) 

 
Where TP is True positive, TN is true negative, FP is False Positive and FN is 

False Negative. 
 

 
Figure 4.16: BDIF images in Compact LBP form 

  
Figure 4.17: Image with points marked. 

 
Support Vector Machines are used in machine learning as supervised learners with 

algorithms for data analysis for classification. Training examples are categorized 

into different categories based on the classification labels. SVM builds a model based 

on the training examples as falling into different categories. After building the 

model, new examples are categorized for different classes. It is a non-probabilistic 

classifier that represents examples as points in space. Mapping is done to categorize 

the examples of the different categories so that there is a clear distinction between 

them. After model building, the test examples are mapped into the same space. After 

that, the prediction is done about their class based on which side of space they come 

into. 



 

61 

4.8 Results and Discussion 
The vector resultant of HOG is applied to the analysis of principal components and 

after that classified. Accuracy percentage is obtained for the vector obtained using 

the approach of Compact Local binary patterns. It carries information of the texture 

only and while meeting out it's matching with labeled emotions for accuracy, 

therefore provides lower results of accuracy. 

 
Table 4.4 and 4.5 show results obtained after five-fold cross-validation of the HOG 

vector. In the next phase, the vectors obtained by both HOG and CLBP are appended 

and verified for accuracy for five-fold cross-validation. The results are depicted in 

Table and Figure. 

 
Table 4.4: Accuracy at cell sizes ranging from 64 to 104 
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Table 4.5: Accuracy at cell sizes ranging from 112 to 512 

 
 
As the Quadratic SVM provides the best results, therefore it is used for the 

classification using a hybrid vector comprising both Compact LBP and HOG which 

is depicted in Figure 4.18. 

 

 
Figure 4.18: Comparison of the result achieved using HOG and HOG+CLBP. 

 
Multilayer Perceptrons maps input data to different output categories based on 

feedforward artificial neural network. It has directed graph of nodes in multiple 

layers; the nodes of one layer are connected fully to the nodes next layer.  Except for 

the input nodes, each node is a neuron (or processing element) with a nonlinear 

activation function. It has one or more hidden layers that have nonlinear 

activating nodes. 
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Navie Bayes provides the least percentage of accuracy of the three classifiers used in 

the experiment. This is particularly true because it is probabilistic classifier with the 

assumption of independence among features. But in the feature vector used in the 

experiments, there is a correlation among the various features associated with the 

points marked. SVM provides a high degree of accuracy because of its ability to 

construct hyperplane between the classes. Multilayer Perceptron also provides high 

accuracy because of a limited number of input nodes, a maximum of 34, mapped to 

total seven output nodes. The results show that SVM and Multilayer perceptron is 

best suited for this approach. 

 
Classification is done using Neural Network (NN), Naive Bayes (NB) and Support 

Vector Machine (SVM). Naive Bayes is probabilistic classifiers based on applying 

Bayes' theorem with the assumption of independence between features. It is used for 

classification of examples for categorization. 

 
The following table shows result accuracy in correspondence to the considered 

number of points concerning the three databases experimented upon. 

 
Table 4.6: Emotion detection accuracy in terms of percentage (%) 

Number of Points 

 
 

Examining the result shows that the percentage of accuracy incurred across 

databases is least for JAFFE followed by Bharat Database of Indian faces or BDIF. 

KDEF stands on top of the other two databases. 

Database    Classifier 14 16 18 20 22 24 26 28 30 32
BDIF Naive bayes 52.1 54.1 50 55.1 56 58.6 61.3 62.8 65.2 66

SVM 78.4 84 87.4 89.3 89.8 91.9 91.9 93 93.4 94.5
Multilayer Perceptron 84.6 88 90.4 91.2 92.1 92.9 92.9 91.9 92.1 93

JAFFE Naive bayes 45.2 46 47.2 47.2 47.6 48.1 54.1 56.9 59 61.8
SVM 75.3 80.7 84.2 86 86.4 88.2 87.7 90.1 90.3 92.1

Multilayer Perceptron 81.1 84.7 88 88.2 89.3 89.5 89.3 88.2 87.9 89.5

KDEF Naive bayes 53.2 54.7 53 56.1 57.4 60.1 62.4 64.6 66.9 67.6
SVM 79.1 85.3 88.9 91 91.4 93.1 93.1 94.3 94.6 95.8

Multilayer Perceptron 85.8 89.2 92 93.1 93.5 94.1 94.3 93.1 93.5 94.5



 

64 

Gathering information from facial expressions may be hindered by the presence 

of glasses, mustache, beard e t c . These act as noisy features in the 

implementation of automatic emotion detection algorithms. However, they are a 

regular feature in real-life situations. Therefore these features are deliberately 

included in the formation of the database. To show its effectiveness and applicability 

quantitative analysis of accuracy is done. The results show that it is robust to gender, 

occlusions and ethnicity. 

 
Karolinska Directed Emotional Faces (KDEF) does not have images that have 

occlusions like beard, mustache, eyeglasses, no make-up and earrings. The presence 

of such occlusions, which are common, makes BDIF stand second.  JAFFE has low-

resolution images which make it last in the league. Distance vector calculation in the 

periphery of point originally located having minimal intensity difference is therefore 

not that accurate for this database resulting into lesser accuracy of emotion 

classification. 

 
4.9 Summary 
Detection of emotions based upon the facial expressions is important for the 

building of intelligent systems that may respond in tandem to human feelings.  The 

various features that increase the complexity of emotion recognition systems 

include ethnicity, gender, pose, occlusion, beard, mustache etc. 

 
The type of database used for learning by systems is of crucial importance. Many 

databases exist for this purpose, but none of them is for posed Indian faces. We 

bridge this gap by providing Bharat Database which contains facial images of Indian 

people. The wide variety of subjects and their emotion labeling may help researchers 

in developing robust algorithms for futuristic artificially intelligent systems.  Several 

evaluations of accuracy are done to behave as a baseline by researchers to develop 

more robust algorithms. 
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Accurate classification of more than 90% is achieved using the point tracking 

technique for emotions. The results show that initial points ranging from 14 to 34 

are acceptable for characterizing of emotions. The success is because of these 

peculiar points attributing to forming of a captivating feature vector decisive for 

categorization. 
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Chapter 5 

Conclusion and Future Work 
Facial expressions are a global language revealing elemental emotions. The 

importance of emotions is evident in our everyday chores; the routine perspective 

and working of people rely upon the emotional states and vice versa. Literature 

backs that emotional states affect facial features. The capability of interpreting 

emotions based on expressions has been an intensive field of study for more than 

three decades for developing intelligent systems. Machines that can intelligently 

identify emotions based on human facial expressions are gaining social importance. 

With the increased capability of processing and reduction in the size of the devices, 

this intelligence can now even be incorporated to even small handheld devices such 

as smartphones. 
 
Intelligent emotion detection systems are required that respond in tandem to human 

feelings. There are enormous real-life applications of such systems such as 

sentiment analysis of people arising out of business and political decisions, affective 

computing, robotic assistance, mob controlling, driving assistance, personalized 

recommenders, depression, bipolar and anxiety detection, IoT applications, Crowd 

behavior analysis and many more.  
 
In this chapter, we present the conclusions drawn from our research work and the 

possible directions for future work. 
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5.1 Conclusions 
The aim of the thesis was to study the existing techniques of emotion detection from 

facial images and to develop techniques that lead to an improvement in emotion 

detection accuracy. Also to study the existing databases of facial images and to 

develop a dataset that incorporates Indian facial images and experiment upon it for 

emotion detection accuracy. 

 
The conclusions drawn from the thesis are as follows: 

1. The association of facial features with emotions is a widely accepted fact as 

people respond in tandem to feelings like anger, joy and surprise. We 

Validate that facial action units and expressions can be used for classification 

of emotions using various machine learning algorithms. 

2. We use Laplacian of Gaussian filter approach for building feature vector 

from facial images which are immune to noise. The results show a high 

degree of accuracy for almost all pairs. This shows the effectiveness of using 

this technique for detecting emotions.   

3. We propose a new technique of Local Binary Pattern Half used in 

conjunction with Histogram of oriented gradients. By experimental results, it 

is found that the best results are obtained for cell size 30*30 to 50*50 for 

HOG. This is attributed to window sizes that might capture features 

necessary for correct classification for CK+ database. Adding LBP features 

to the vectors obtained increases accuracy in many cases because of 

additional texture information.  

4. We build a Bharat Database which contains facial images of Indian people. 

The database has posed expressions of 102 participants and has 896 images. 

Gathering information from facial expressions may be hindered by the 

presence of glasses, mustache, beard etc.  These act as noisy features in the 

implementation of automatic emotion detection algorithms. However, they 

are a regular feature in real life situations. Therefore these features are 

deliberately included in the formation of the database. We also annotate it for 

emotion classification. 
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5. We propose a Compact Local Binary Pattern Technique for building hybrid 

feature vector and show its usefulness in providing better accuracy when 

used in conjunction with Histogram of Oriented Gradients. 

6. We propose Multiple Instances Based Emotion Detection Using 

Discriminant Feature Tracking Technique. To show its effectiveness and 

applicability quantitative analysis of accuracy is done using various machine 

learning approaches on various databases. The results show that it is robust 

to gender, occlusions and ethnicity. 
 

5.2 Future Work 
Further developments in the field of emotion recognition are possible. This research 

field is attractive for the industrialists and researchers due to extensive real-life 

applications. We would like to extend the following work in the future. 

1. More extensive experiments can be conducted in the future which involve 

other models for the creation of hybrid vectors over different datasets that 

may further increase the accuracy of classification of emotions. 

2. New techniques may be explored to modify the proposed algorithms to be 

even more generic and robust for emotion recognition. 

3. The database developed may be augmented by annotated facial images of 

more subjects pan India and also may have videos comprising voluntary and 

spontaneous emotions. 
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