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Abstract

Existing power grids are moving towards smart and intelligent grids to achieve

reliable, secure, stable and economic operation under the deregulated environment.

The construction of next generation power systems need use of new technologies

such as Phasor Measurement Units (PMUs), Internet on Things (IoT), Artificial

Intelligence (AI) and Machine Learning (ML) based control methods, changes in

operational practices and exploitation of existing infrastructure. The integration of

the real time monitoring, accurate system health identification and fast & optimal

preventive control action are the key characteristics for realizing smart, secure and

stable power system.

Power system stability identification and its security are two major tasks in mod-

ern power system scenario for maintaining reliable and continuous supply to the

consumers. The present trend towards deregulation and competitive environment

motivate the utilities to utilize the existing generating, transmission and distribu-

tion resources to maximum extent. Moreover, due to economic and operational

constraints modern power systems operate close to their stability limit and hence

vulnerable to transient instability. Under such stressed operating conditions, even a

small disturbance may endanger the system stability and may lead to instant failure

of the power system. Therefore, there is an acute requirement of a comprehensive

approach that is rapidly able to determine power system security state, transient

stability state and can analyze the level of security and suggest appropriate con-

trol action within a safe time limit to ensure system security under all operating

conditions. The study of contingency analysis and Transient Stability Assessment

(TSA) studies are required to be re-investigated to develop effective operational

strategies to improve the assessment speed, efficiency and reliability of the power

system. Also, there is a need to develop Transient Stability and Security Constrained

Optimal Power Flow (TSSCOPF) method to find optimal power flow. Therefore,

this thesis is an attempt to address major issues like contingency analysis, security

assessment, coherency analysis, TSA & TSSCOPF. Due to large number of oper-

ational and economic constraints involved, complexity and sensitivity towards the

disturbances have increased. So, real time stability and security assessments are

required to identify the stability state of the system to prevent it from collapse by

taking appropriate remedial action.
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In recent years, application of decision making paradigms based on supervised

learning are in trend. The supervised learning mechanism requires input and out-

put set, system features along with the set of optimal architecture configuration

parameters of neural network such as, number of hidden layers, number of nodes

and in some cases selection of kernel and biases. To make an intelligent choice

employment of optimization algorithms are inevitable. These days’ nature inspired

algorithms are in trend due to their capability of solving complex problems. Recently

a nature inspired algorithm based on behavior of grey wolves hunting behavior has

been proposed. This algorithm suffers from poor convergence and entrapment in

local minima. Keeping these limitations in mind an Intelligent Grey Wolf Optimizer

(IGWO) is proposed in this work. First the algorithm is benchmarked on conven-

tional functions which have the known characteristics such as minima, range and

number of local and global minima. Having done validation of this the algorithm

is employed for feature selection in contingency classification and solving transient

stability and security constrained optimal power flow.

For implementing contingency analysis, the two well-known Performance Indices

(PIs) namely, PIMVA and PIV Q have been used to measure the severity level of

the contingency. Contingency is classified in two classes namely critical and non-

critical by using these PIs. Employability of Artificial Neural Network (ANN) and

meta-heuristic optimization algorithm for online security assessment and contin-

gency analyses have been investigated in this thesis. Two different ANN-based

methods namely, Feed Forward Neural Network (FFNN) and Radial Basis Function

Neural Network (RBFNN) have been employed for on-line contingency classification.

This research work has been carried out to increase the classification accuracy

and to reduce the computational time and complexity by employing IGWO based

feature selection method. The effect of different optimization algorithm based fea-

ture selection methods namely GA, PSO, GWO, Binary GWO, and IGWO have

been investigated and their performance has been compared with the proposed

method. The effectiveness of the proposed method is demonstrated on IEEE 30-

bus 6-generator and IEEE 39-bus 10-generator systems under multiple loading and

operating conditions corresponding to single line outage contingency and the re-

sults are compared with the existing methods. The application results show that

accuracy of proposed RBFNN with IGWO based feature selection method is much
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better than the FFNN-based method for PIs estimation. Out of the applied different

feature selection methods IGWO based feature selection method seems to be better

suited for ANN training for PI prediction. The result of comparative study show

that the proposed RBFNN with IGWO-based feature selection has better accuracy

than the existing ANN-based methods. The proposed RBFNN gives excellent con-

tingency classification with high accuracy even with very small feature subset and

under varying topology of the network. Therefore, proposed RBFNN based method

may serve as a promising tool for online contingency classification.

Identification of transient stability state in real-time and maintaining stability

using preventive control technology are challenging tasks for a large power system

while integrating constraints due to deregulation. Widely employment of Phasor

Measurement Units (PMUs) in power system and development of Wide Area Man-

agement Systems (WAMS) give a relaxation to monitoring, measurement and con-

trol hurdles. This focuses on two research objectives; the first is Transient Stability

Assessment (TSA) and the second is selection of the appropriate member for the

control operation in unstable operating scenario. A model based on the artificial

machine learning and PMU data is constructed for achieving both objectives. This

model works through prompt TSA status with RBFNN and validates it with PMU

data to determine the criticality level of the generators. To reduce the complexity

of the model a Transient Stability Index (TSI) is proposed in this thesis. A RBFNN

is proposed to determine stability status of system, coherent group, criticality rank

of generator and preventive control action, following a large perturbation or fault.

PMUs measure post-fault rotor angle values and these are used as inputs for train-

ing RBFNN. The proposed approach is demonstrated (validated) on IEEE 39-bus

10-generator, 68-bus 16-generator and 145-bus 50-generator test power systems suc-

cessfully and the effectiveness of the approaches is discussed.

Further this thesis work also focuses on a control mechanism for the stability and

security enhancement under transient unstable scenarios. This involves rescheduling

of the generators with minimum increase in fuel cost in such a way that the all sys-

tem security and transient stability constraints such as bus voltages, line loadings,

reactive power generation, and rotor angle deviations remain within their respec-

tive permissible limits. To ensure secure operation proposed IGWO is applied to

run TSSCOPF algorithm. To study the robustness and effectiveness, the proposed
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method is demonstrated on the IEEE 30-bus 6-generator, IEEE 39-bus 10-generator

test power systems successfully and results are compared with the other published

algorithms.

The work carried out in this thesis for power system stability, contingency anal-

ysis and classification, coherency identification, transient stability assessment and

IGWO-TSSCOPF based preventive control action may provide a comprehensive so-

lution for both operation and control of the power system to enhance the system

stability. At the end of the thesis conclusions drawn from the study are discussed

and future scope of the present work is suggested.
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Chapter 1

Introduction

[This section explains this work’s background, context and motivation. It also de-

scribes this research’s primary contribution and then the thesis structure.]

Electrical power system provides the necessary infrastructure to generate electricity

and deliver it to the consumers. Conventionally, the electricity is generated in large

power plants that use different sources of energy such as fossil fuels (e.g. natural gas,

oil and coal), converted fuels (e.g.,methane), nuclear fuels, and geothermal, hydro

power, solar and wind power etc. [1]. The generated power is transferred through the

transmission network at high voltage levels with either Alternating Current (AC) or

Direct Current (DC). Then, the distribution networks distribute transmitted power

to the consumer at medium and low voltage levels.

A secure and stable power system should be able to withstand contingencies

and severe operating conditions without violating the specified operational limits

(i.e. bus voltages, line loadings etc.) or compromising its post-contingency stability,

so real time operation of power systems is becoming a major concern, where the

system structure also changes along with the power demand. The fundamental goal

of any power system is to supply uninterrupted, quality power, economically to its

consumers. This concern crops up from the fact that electricity demand is growing

continually in the present day competitive business environment.

The power network is charged to its limits with an rise in load, making it vulner-

able to crash even under small disruption. These factors are creating a back-breaker

1
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situation for the power engineers. Stressed conditions in an interconnected power

system give rise to inter area oscillation. These oscillations should be taken care of

very diligently as they grow otherwise system may collapse [33]. Tables 1.1 and 1.2

list some notable wide-scale power outages and cascading events around the world

in this decade [34].

Several critical cascading failures have been listed in Table 1.2. It is therefore,

important to come up with appropriate models which help in identifying critical

disturbances in advance thereby eliminating blackout of power systems. Initially,

the cause and the cascading process of blackouts must be known. Generally, a

blackout usually starts as a single system failure, which can, hamper the continuity

of operation, security and safety. This failure, in turn, may lead to cascading outages,

thus affecting the stability of power system.

1.1 An Overview of Power System Stability

Power system is required to preserve its security and stability in order to meet the

population’s power requirement. Power system stability is the property of AC power

systems that ensures that the system remains in working equilibrium due to both

ordinary and abnormal operating circumstances. When used with reference to in-

terconnected synchronous devices, working equilibrium relates to the operation of

all devices in the scheme as synchronous, or common-frequency. A disruption may

cause the loss of this synchronous conduct. In view of the frequency of occurrence

during operation, the disturbance may be small and deemed normal or it may be se-

rious and uncommon. IEEE/CIGRE joint task force [35] has described the definition

of power system stability as:

“Power system stability is the ability of an electric power system, for a given initial

operating condition, to regain a state of operating equilibrium after being subjected

to a physical disturbance, with most system variables bounded so that practically

the entire system remains intact.”
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Power system stability is traditionally categorized as voltage and rotor angle

stability. Rotor angle stability can be categorized as large disturbance stability

(transient) and small disturbance stability (signal).

1.2 Relationship between Power System Stability

and Power System Security

The power system stability has been acknowledged as a major issue for the safe

operation of the system since the 1920s [35]. The significance of this phenomenon has

been shown by many significant blackouts triggered by power system instability [36,

37]. Usually, such failures are caused by a decreased level of security that makes the

system fragile to a series of severe disturbances’. System safety has been approached

through reliability and planning of system that could inherently be robust in the

face of credible disturbances.

As power systems developed through continuous interconnection expansion, the

use of modern techniques and controls, and improved operation under extremely

stressed circumstances, various types of system instability have appeared. A power

system is an extremely nonlinear system working in a setting that is constantly

changing; loads, generator inputs and main working parameters are constantly

changing. The health of the system depends on the operating conditions and the

type of disturbance.

Reliability is the general goal in the planning and implementation of power sys-

tems. The power system must be safe most of the moment in order to be reliable.

Security and stability are properties, that change with time and can be assessed

by exploring the power system performance under a specific set of contingencies.

For a stable power system, it is important that when system faced a disturbance

(contingency), the system settles to new operating conditions such that no physical

constraints are violated i.e. security is the main concern for power system stability.

Thus power system security is essentially related to the stability of the power sys-

tem under probable and credible contingencies. Therefore, classification of security

follows the classification of power system stability.
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1.3 Power System Security: Definition

The power system security is defined as, the ability of the system to withstand

unexpected failures (contingencies) and continue to operate without interruption of

supply to consumers. It is the key aspect in the planning and operational stage

of a power system and also known as the security evaluation. Security evaluation

is process in which explores the robustness of the system security standard in the

existing and future state of a set of pre-selected contingencies.

1.3.1 Analysis of Power System Security

Power system security assessment may be classified in two significant assessments

[35].

• Static Security Analysis—This is defined as the ability of the system to reach

a steady state within the specified boundary limits following a contingency.

This includes an ongoing assessment of the post-disturbance system circum-

stances to confirm that there is no violation of apparatus ratings and voltage

limitations [38].

• Dynamic Security Analysis— This type of security assessment is also appears

in the literature by the names of transient stability or rotor angle stability.

These are mainly related to the ability of the synchronous generator of an

multimachine power system to remain in synchronism after being subjected

to a large disturbance. Synchronism of the system basically the ability to

maintain/restore equilibrium between electromagnetic torque and mechanical

torque of each synchronous generator in the system

This thesis work mainly focuses on the real time monitoring, assessment and

control of the static security and transient stability of the power system. Therefore,

this thesis attempts to address major issues like contingency analysis, static security

assessment, transient stability assessment and stability enhancement method.
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1.4 Static Security Assessment

With exponential increment in power demands, the components of power system

are loaded to its permissible limits, and these condition making power system sus-

ceptible to collapse even under small disturbance. Also the competition between

the supply companies has forced them to operate their system components under

stressed operating condition closer to their security boundaries. Under such fragile

conditions, any disturbance could endanger system security and may lead to system

collapse. Therefore, the key issues before the electric utilities involve assessment,

monitoring and control to decide, whether the current operating state of power sys-

tem is secure or insecure. It is an aid to power system operator to maintain the

stability of power system in order to prevent blackouts.

The term that power system is ”secure” implies that not only are the present load

requirements being met without any equipment overload or voltage problem, but it

can also survive any reasonable future contingency without leading to equipment

over-load, voltage degradation, system instability, service interruption, etc. This

requires ”security monitoring” of the present power system state and ”contingency

analysis” in real time. This analysis involves the simulation of all probable contin-

gencies in which the system performance is detected. To identify the violation of

the operational constraints with theirs severity level, each post-contingent scenario

is assessed by solving AC load flow. There are various methods [39–95] used for

contingency analysis for static security purpose such as conventional methods, ANN

based method, other AI-based and hybrid methods etc. Traditional methods are

computationally demanding and require exact information about every change in

topology which is a difficult task. Sophisticated computer tools have become pre-

dominant in solving the difficult problems that arise in the areas of power system

planning and operation. Among these computer tools ANNs have been extensively

applied in recent years [43–75] in solving power system problems in many areas

such as power system security assessment, contingency analysis, load forecasting

etc. However, ANN needs to be re-investigated in order to improve its performance

and to reduce computational time.

In this thesis ANN based approaches are investigated for contingency analysis
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for the planning and operation of a power system as they have the ability to de-

termine the value of severity indices (performance indices) with high accuracy and

with in very less time almost instantaneously. The proposed method identifies the

transmission lines and buses that violate the operational limits by employing the ap-

propriate Performance Indices (PIs). To reduce the computational complexity and

burden of the ANN, a meta heuristic based feature selection method is proposed

in this thesis. The proposed approach is then tested on IEEE 30-bus 6-generator

system and 39-bus 10-generator system with random load variation under varying

topologies. Efforts have been made to improve the online contingency classification

accuracy and reduce computational complexity and computation time by incorpo-

rating meta-heuristic based feature selection.

1.5 Transient Stability Assessment

The prime motive of the Transient Stability Assessment (TSA) is to determine the

rotor angle of all the generators for the current operating condition for a set of

probable contingencies. If the rotor angle of any generator or group of generators

are found to violet the transient stability criteria, the system is termed as unstable

(insecure) otherwise stable (secure). During normal operation, some unforeseen dis-

turbance may occur which may not the part of the probable contingency set. These

disturbances may endanger system stability as online assessment cannot be carried

out for such unforeseen disturbances. Therefore the real time transient stability eval-

uation is also required to continuously monitor health (stability) of power system

for unforeseen disturbance and to initiate timely and appropriate control measures

automatically to ensure systems’ stability.

One of the conventionally Time Domain Simulation (TDS) methods may be used

for the TSA [96–101]. In TDS the set of non-linear dynamic equations are solved

through numerical routines to obtain the rotor angle of all machines during dis-

turbance and post-disturbance conditions. These methods can handle the detail

system model and are therefore very accurate. But they are only used for offline

applications and rarely utilized for online practices due to high computational time.

Another conventional method for stability analysis of power systems by Lyapunov’s
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direct method has been addressed by M.A. Pai et al. in [35,38]. Direct methods are

based on the post-fault system equations by a stability criterion [35, 38, 102–106].

But this method suffers from computational in accuracy for multi-machine power

systems. A method based on Wide Area Management System (WAMS), energy func-

tion and Ad-joint Power system (APS) model was presented in [107]. The method

is based on trajectory prediction by employing curve fitting technique. A corrected

transient energy function based strategy for probabilistic TSA of power systems was

proposed in [108]. An interval Taylor expansion based method was proposed to

assess the transient stability in the presence of uncertainties in [109]. A modified

form of swing equations and DC link dynamic equations to compute the critical

clearing time for a given fault based on the center of angle evaluation was proposed

in [110]. Employment of energy function based approaches enables the system op-

erator with the information of degree of stability. Moreover, these approaches are

fast and provide important information for selecting appropriate preventive control

strategy. The major difficulty in traditional energy function based approaches is

that they are applicable only for first swing instability [111]. Because of the limita-

tions of these techniques, there has been excellent interest in implementing artificial

intelligence and machine-based learning techniques that are ideal for real time ap-

plications. Due to their excellent classification capability and speed of ANNs, a lot

of research works [72, 91, 112–118] have been carried out for assessment of power

system health using ANNs.

In this thesis, Radial Function Basis Neural Network (RBFNN) has been em-

ployed for online TSA of power systems. The application of RBFNN for online

TSA of power systems requires an appropriate and accurate Transient Stability In-

dex (TSI) to determine the stability status under a given disturbance. A new TSI

is proposed for determining the stability status of the current operating state in

terms of synchronism of each generator under a given credible disturbance. The

proposed index is based on the TDS solution of the swing equations and this index

is a replica of the rotor angel trajectory of the generator. TSI values have been used

for training of the RBFNN. The developed methodology has been tested on three

different size power systems as IEEE 39-bus, 10-generator system, IEEE 68-bus,

16-generator system and 145-bus, 50-generator system. Efforts have been made to

identify the criticality of the individual generator and generator coherent groups.

Proposed methodology helps in overcoming the first instability and false alarming
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problems. Work has been done to improve the classification accuracy and to reduce

the computational time using proposed RBFNN.

Once the stability state is determined and it is found to be in unstable state, then

a control action is required to bring the system back to the stable state. One of the

control aspects of stability is known as the stability enhancement which is achieved

by generator rescheduling with minimum fuel cost. The enhancement process re-

lieves the overloaded lines from stress, reduce the burden on the critical generator

which results in enhancement of power system stability. In order to operate the

energy scheme stably and optimally, it is necessary to be stable under severe dis-

turbances, i .e. system operation must satisfy the system security and transient

stability constraints for a reliable operation. To ensure the stable and optimal solu-

tion, Transient Stability and Security Constrained Optimal Power Flow (TSSCOPF)

come into the picture.

1.6 Transient Stability and Security Constraints

Optimal Power Flow (TSSCOPF)

During the planning and operating stage of the power system, system operators

have the main focus on the secure and optimal use of the system components. Op-

timal power flow (OPF) tool provides the solution under both constraints. In OPF

method, production cost function is minimized as objective function via optimal

values of the control variables, subject to the system security and limits of the sys-

tem components. OPF constraints are divided into two categories inequality and

equality constraints.

TSSCOPF is, however, a nonlinear optimization problem with both algebraic and

differential equations in the time domain. It considers optimal and stable operations

simultaneously. As a special requirement of the system, the initial or feasible op-

erating point should be able to withstand the disturbance and can move to a new

stable equilibrium state after the clearance of the disturbance without disturbing

the equality and the inequality constraints. Due to huge dimension of TSSCOPF

problem (especially, for system dealing with detailed machine models), it is really a
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tough exercise to deal with this type of problem. For a given power system configu-

ration, although the number of possible contingencies are numerous, there are a few

critical contingencies that may cause instability. After analyzing and filtration, the

major contingency is selected and the TSSCOPF procedure is applied to find out

the optimal operating point.

In the past, classical optimization techniques such as interior point method [119],

and Linear Programming (LP) [120] were employed for Transient Stability Con-

straints Optimal Power Flow (TSCOPF) solution. These techniques have many

limitations and some drawbacks. They need an acceptable starting point that is

close to the solution in order not to be stuck in local optimum and have poor con-

vergence. In Ref. [120], a linear programming (LP) based computational procedure

was developed to solve an algebraic NP problem. Therefore, many heuristic opti-

mization techniques have recently become more and more attractive for researcher

to obtain solution of TSCOPF problem. Some of them are Particle Swarm Op-

timization (PSO) [121], Genetic Algorithm (GA) [122], and Differential Evolution

(DE) [123]. However the most important task is to incorporate in OPF operation

both transient stability and security constraints subject to the severe disturbance.

Therefore in this thesis an attempt has been made to develop a meta heuristic

based solution of the TSSCOPF to enhance the transient staility and static security

of power systems. An OPF problem has been formulated as a constrained optimiza-

tion problem by incorporating different constraints i.e. transmission, generation and

stability constrains. A variant of a new meta heuristic algorithm Grey Wolf Opti-

mizer (GWO) namely, Intelligent Grey Wolf Optimizer (IGWO) has been proposed

and is employed to reschedule the generator with minimum fuel cost, such that the

transient severity is minimized. The proposed approach is then tested on IEEE 30-

bus 6-generator and 39-bus 10-generator system. In order to prove the accuracy of

the IGWO algorithm, the results are compared with other state-of-the-art algorithms

namely GA [121], PSO [121], ABC [124], CABC [124], WOA [125] and CWOA [125]

algorithms. Efforts have been made to enhance the transient stability and security

under the current operating condition subjected to optimal power generation.

Figure 1.1 represent the thesis structure. The thesis is divided into seven chapters,

this chapter presents brief introduction of the terminologies used and research work

carried out in this thesis with description of the research motivation.



Chapter 1. Introduction 12

F
ig
u
r
e
1
.1
:

T
h

es
is

st
ru

ct
u

re



Chapter 1. Introduction 13

Chapter 2 gives the detailed literature survey of the existing methods of the power

system contingency analysis, transient stability analysis & its control methods and

stability enhancement methods along with the limitations of these existing methods.

Finally the research objectives framed are presented based on the literature survey.

Chapter 3 describes the development of an improved version of Grey Wolf Opti-

mizer (GWO) named as Intelligent Grey Wolf Optimizer (IGWO). The details of the

development along with the benchmarking of the proposed variant on different type

of functions such as multi-modal, unimodal and fixed dimension are also presented.

Chapter 4 presents concept of contingency analysis of power system and the

proposed ANN-based approach for ranking and screening. Simulation results and

the performance evaluation of the proposed methodology for various test systems

are presented.

Chapter 5 describes the proposed method for the real-time transient stability

assessment. It also presents the proposed method for coherency identification, and

coherency based preventive control technique. Applicability or proposed methods

on standard IEEE test systems are also discussed.

Chapter 6 presents the design and implementation of Improved Grey Wolf Opti-

mization (IGWO) for the TSSCOPF. The IGWO is implemented in order to resched-

ule the generator with minimum fuel cost such that the stability is maximized. In

order to identify the efficiency of the proposed IGWO algorithm, the results obtained

are compared with the other state-of-the-art algorithms.

In chapter 7 finally conclusions of the research work are presented along with the

description of the future scope of this research work.





Chapter 2

Literature Survey

[This chapter begins with the detailed literature survey of the existing methods of the

power system contingency analysis, transient stability analysis & its control meth-

ods and stability enhancement methods along with the limitations of these existing

methods. Finally the research objectives framed are presented based on the literature

survey. ]

Power system failures triggered by instability cause considerable loss of power sup-

ply over large areas. Major blackouts may affect millions of consumers for several

hours [34]. The recovery of normal operational conditions is a complicated pro-

cess which requires a lot of time and efforts from control room personnel. For this

reason, special attention is paid in providing sufficient stability margin in power

systems both at the stage of network planning and at operational level. However it

is not possible to prevent power system from collapse for all possible contingencies

under all operating conditions. Moreover, unforeseen disturbance may occur in the

system leading to the system failure. With the help of Phasor Measurement Units

(PMUs) and Wide Area Management System (WAMS), it is now possible to mea-

sure and transmit phase and magnitude of the desired quantity to the control center

from remote locations at very high speed and frequency. With this information it is

possible to develop methods for analyzing the power system stability of the system

in real-time and initiate the control action whenever the system is deemed to be

unstable following a large disturbance.

15
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Figure 2.1: Study of power system stability

A lot of investigation work has been available in the field of power system stability

and its enhancement, which has led to the development of various methodologies

and approaches to deal with the problem. Figure 2.1 represent the main domains of

the power system stability for the study and research purposes. For planning and

operation of modern power system for specially stability point of view, there is a

need to study the important issues like steady state security, transient stability and

their enhancement methods. A brief literature survey related to the research work

in these issues is presented in the following sections and based on the critical review

of the literature, the research objectives are formulated.

2.1 Power System Static Security Assessment

In this section, a literature survey corresponding to the power system security as-

sessment is presented. In the area of power system static security assessment, con-

tingency analysis plays a vital role. The importance of the contingency analysis

in way of the power system security assessment has been discussed in [126, 127].

The contingency analysis gives the information about the severity level of the power

system state under a contingency.
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2.1.1 Contingency Analysis

Evaluation of contingency is an important exercise for knowing about emergency

conditions in power systems. Without understanding the severity and effect of a

specific contingency, the system operator at Energy Management Systems (EMS)

can not commence preventative measures. Assessment of contingency is an signif-

icant instrument for assessing system security. On the other side, prior forecast

of critical contingencies (which may represent a future threat to system stability

(voltage or rotor angle)) enables system operators to perform corrective actions and

maintaining the power system in a secure state.

A lot of research work has been carried out [39,43–68,128–140] in this area in the

past several decades. The various approaches for contingency analysis are broadly

classified as: Conventional methods, ANN-based methods, other AI-based and hy-

brid methods etc.

2.1.1.1 Conventional Methods

In order to perform the contingency analysis, the system quantities are calculated

for all probable contingencies. For this several load flow methods such as the Gauss-

Seidal (GS), the Newton-Raphson (NR) and the Fast Decoupled (FD) [128] were

used. These methods are very useful in order to obtain the load flow solutions un-

der the contingency scenario, which helps to compute and rank the system severity.

Most of the methods utilize a scalar quantity called the Performance Index (PI).

Severity ranking given to the system contingency is based on the value of PI, which

is the used to measure the contingency severity or system stress expressed in forms

of the system parameters like reactive power and voltage magnitudes etc. Contin-

gency with severity is given higher rank as compared to a contingency which is less

severe. The application of the AC load flow in order to solve the outage cases with

respect to the reactive power and voltage magnitudes are discussed in [129–133].

In the literature [39, 134], methods with higher accuracy are proposed in order to

calculate the distribution factors based on the decoupled and the Newton-Raphson

load flow methods using network sensitivities. The obtained factors are used to
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compute the post-outage reactive power flows and the voltage magnitudes following

a transmission line or a generator outage.

The AC load flow equations need to be solved for each contingency case in order

to evaluate the limit violations. However, it is not feasible to perform online, because

of the computational barrier. In order to overcome the barrier various approximate

methods have been developed. There exist two techniques namely the explicit and

the implicit techniques. The explicit methods [135–140] are the ranking methods,

where the contingencies are ranked on basis of the order of severity using any PI.

Performance Indices

Most of the methods presented in literature for contingency screening and ranking

are based on analytical techniques. Out of them PIs based methods are widely

accepted [43–68]. The following section discusses about various performance indices

capable of predicting the severity of contingencies and the power system security

status. On the basis of literature review it is judged that the contingency ranking

is performed by the scalar PI that measure the system security in terms of violation

of transmission line loading and bus voltage. System behavior after contingencies is

dynamic in nature and relying upon the loads at various loads at various buses, so it’s

observed that a critical contingency may be a non-critical one at some other loading

condition. In order to evaluate the security by these approaches, it is necessary

to compute the stress experienced by the system for a specific contingency which is

termed as the severity. The severity is basically computed using the violations of the

line flows, bus voltages etc. Over the years, the severity is referred by different names

such as performance indices, the composite indices, the overall performance indices,

the severity indices etc. Though the names appear different, they all compute the

severity of the contingencies, but by considering different violations or by combining

two types of severities. The indices which used to compute the severity are listed

below.

1. Severity Index: This index computes the MVA line flow violations.

2. Active power performance index: This index computes the active power line

flow violation.
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3. Voltage performance index: This index computes the voltage violations at

buses.

4. Composite performance index: This index computes the line flow and voltage

violations as a single value.

5. Static Severity index: This index computes the MVA line flow violations.

The literature reveals the indices with the same name but a variation in the

formulation in order to compute the severity based on the specific application. The

most widely used indices are the active power and the voltage performance indices.

Contingency with highest severity is ranked as number one and going down the

list with the least severity. Whereas, implicit methods use the network solutions in

order to recognize the system violations and rank the severity for the various outages

[40,141–146]. A partial system solution approach in [40,141,142] and an approximate

approach in [143,146], were used to improve the computational speed. The method of

concentric relaxation is introduced for the security monitoring. In this approach the

system is treated as electrically rigid and gradually relaxed the results to compute

the actual flexibility of transmission. These approaches consider only part of the

system network in order to identify the branch flow violations. However, obtaining

voltage violation is very complex. Thus, the authors in [147] have proposed complete

bounding method to identify the line flow violations and the voltage violations. This

method reduces the number of line flow computations and limits checking. The zero

mismatch method [148] is proposed for quick power flow solutions by exploiting the

difference in the convergence rate of individual nodes. Many PI-based method suffer

from misclassification and false alarm. These methods are also highly complex and

time consuming, hence not suitable for on-line applications.

2.1.1.2 ANN-based Methods

Conventionally, the method to contingency analysis and classification is carried out

on the basis of the Performance Indices (PIs), which acquired by solving the load flow

equations. The speed and accuracy of the security assessment method rely on the

sort of methodology employed for the ranking approach. Thus, in past decade, the
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literature has disclosed the implementation of the Artificial Neural Networks (ANN)

to the static security assessment of the power system [43–75,149–151]. The authors

discuss the importance and applicability of the neural networks for the assessment

and control of power system security [63, 84, 150, 151]. ANN’s computing speed

and generalization capacity makes it feasible for the smart power systems for the

on-line security monitoring [152]. Swarup et al. [43] proposed a 3-layer perceptron

network with back propagation learning technique for line flow and voltage contin-

gency screening. The ranking and screening modules are composed of Feed-Forward

Neural Network (FFNN) [44–46, 153]. The authors in [44, 46] have investigated a

CNN, in which the filter and the ranking module are incorporated with a forward

network, for quick line flow contingency screening and ranking.

The authors in [47–51,153] have investigate the methods, to estimate the security

level for a pre-simulated contingencies data set using Radial Basis Function (RBF)

network . A back propagation trained multi perceptron for power system contin-

gency screening and static security assessment has been used in [53–59]. For line

flow contingency ranking, a 3-layer perceptron ANN has been designed using back

propagation learning technique in [52]. A method based on two-phase optimization

neural network has been presented in [66] to compute the degree of insecurity and

the voltage and angle at all the buses of the system corresponding to closest secure

point.

In [67], ANN is being applied for ranking of critical contingencies. Application

of Multilayer Perceptron (MLP), RBF Networks and Self-Organizing Feature Map

(SOFM) is proposed in [68]. Chow et al. proposed a Hopfield model to solve

the contingency classification problem in [149]. This method has demonstrated

its feasibility in test cases, yet its assessment accuracy is highly dependent on the

amount of training data. Application of Support Vector Machine (SVM) for power

system static security assessment is proposed in [69–71, 73, 154]. However, despite

their prominent properties, they are unsuitable for large data sets. Devaraj et al. [74]

developed a set of FFNN to estimate the voltage stability level at different load

conditions for the selected contingencies. Verma et al. [153] developed PIs based

cotingency selection and ranking approach employing FFNN with different type

of feature selection techniques. The use of MLP-ANN for contingency analysis,

screening, ranking considering dynamic security has been investigated in [75–80].
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2.1.1.3 Other AI-based and hybrid methods

Many Artificial Intelligence approaches and hybridization of different methods have

also been explored by different authors to implement assessment problem more prac-

tical by mitigating the limitations of previously discussed methods. For fast voltage

contingency ranking, of the most severe contingency for online applications in Energy

Management System (EMS), model tree and hybrid decision tree based approaches

were used in [81,82]. A Decision Tree (DT) for real time static security assessment is

proposed in [83]. A hybrid model of ANN and Fast Fourier Transform (FFT) is used

in [84] for contingency screening. Fuzzified multilayer perceptron network has been

proposed in [85–87,90] for voltage security based contingency analysis and ranking.

Sobajic et al. [155] has developed a rule-based method for assessment of both single

and multiple line-outages contingencies. A genetic based ANN for static security

assessment has been proposed in [93]. An approach of using query-based learning in

neural networks has been proposed in [94]. In [156], Particle Swarm Optimization

(PSO) based method has been proposed for classification of power system security

states.

2.1.2 Critical Review

The modern power system is a complex network which consists of several equipment,

namely the transmission lines, the generators, the transformers etc. A power system

network is said to be reliable, if it supplies quality power to consumers without

interruption. Any disturbance will influence the system condition affecting the power

supply or even damage the consumer appliances. Thus, the power system stability

has become a major concern for the operational engineers. The conventional method

of security assessment involves solving the set of nonlinear load flow equations and

based on the AC load flow or sensitivity factors. These methods besides being

complex, and computationally demanding require exact information about every

change in topology. Computation time also makes them infeasible for real time

security assessment of large power system networks. Now a days power systems are

large and complex where tracking every possible change in topology seems to be

a difficult task. The fuzzy, and DT- based solution are fast with better interpret-

ability, but they lack adaptability as these methods provide rule-based solution that
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are system specific. It is difficult to implement these methods because of the conflict

between the faster solution and the accuracy of the solution. Methods based on

ANN seems to have potential to provide effective solution of contingency analysis.

However, the accuracy and the speed of the ANN based security evaluation methods

depend on the type of methodology and the input variables taken for their training.

A strong interaction among system variable resulting in highly complex relations

between the input attributes and the output results is necessary. Thus, finding an

appropriate feature set for ANN training seems to be a difficult task which directly

affects ANN accuracy, complexity and computation time.

2.2 Transient Stability Assessment

For the reliable operation of power system, transient stability is the prime concern of

the power system operator. The transient or large disturbance rotor angle stability

is defined as the ability of the system to remain in synchronism immediately after

large disturbance (such as loss of transmission line or generator) [33,35]. Generally

after large disturbance rotor angle of all the generators makes excursion from their

pre-disturbance values, if the rotor angles increase/decrease monotonically without

bound system is termed as transient by unstable; if however they oscillate between

predefined threshold values the system is said to be transiently stable.

2.2.1 Online Transient Stability Assessment

For online assessment of the transient stability various methods have been reported

in the literature, which are used for both offline and onlne purposes. These meth-

ods include Time Domain Simulation (TDS) [96–103, 157] based approaches, direct

methods which are based on the energy functions [35,38,104–106,158–165]and ANN,

SVM & Decision Tree (DT) based AI methods and other hybrid methods.
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2.2.1.1 Time Domain Simulation (TDS) Methods

The dynamics of the rotation of the generator rotor is governed by the set of non-

linear differential equations. The rotor angles of the machines can be explained

as a function of time and their values can be obtained by solving these equations

by numerical differential techniques such as trapezoidal method for pre-fault, during

fault and post-fault periods [96–103,157]. It also provides the information of the state

variables in steady state as well during transient period. The rotor angles obtained

through numerical integration indicates the transient stability of the system. This is

the most accurate and flexible method with respect to modelling of the power system,

detailed model of power system can be considered for determining the rotor angles in

the post-disturbance scenario [97]. However due to high computational burden, these

methods are utilized for off-line purposes rather than for online applications. These

methods does not provide information regarding the degree of instability/stability.

2.2.1.2 Direct Methods

The direct methods for stability analysis of power systems are based on the Lya-

punov’s stability criterion. These methods have not need to solving the system dif-

ferential equations. Thus are computationally efficient but have limited to system

modeling capability. These methods are generally based either on Lyapunov’s second

method [166] or Equal Area Criterion (EAC) [103,167]. The direct method based on

Lyapunov function consists of defining in the state space a region of asymptotic sta-

bility for post fault stable equilibrium point and calculating the value of Lyapunov

function. Stability is determined by comparing this value with agiven limit value.

Lyapunov function used in the transient stability studies are functions of the energy

type known as Transient Energy Function (TEF) [104–106,158–165]. However, it is

difficult to construct a suitable Lyapunov function for multi-machine power system.

The EAC has also been applied as direct method for finding the transient stability

state of the system [168]. The problem in implementing energy based methods for

online security analysis is, difficulty in finding the function that defines the transient

energy of the system. Time response of the state variable can not be obtained with

these methods.
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2.2.1.3 AI based Method

In recent years various AI based methods like Artificial Neural Network (ANN),

Decision Tree (DT), Support Vector Machine (SVM), have been employed in the

literature for evaluating the stability of the power system. Due to the capability in

handling long series and large data satisfactorily and efficiently, AI based techniques

were employed for the stability assessment. The developed methods have the human

like learning capabilities and can map the complex input and output. The methods

are developed to build classifier for the unseen scenarios for online application. In

1988, application of Artificial Neural Net (ANN) was first proposed for dynamic

stability assessment of power system [91]. In [112–115, 169] Feed Forward Neural

Network (FFNN) and MLP neural network based methods for Transient Stability

Assessment (TSA) were proposed. Fisher discrimination as feature selection based

neural network [170] was proposed for power system security assessment. Proba-

bilistic Neural Network (PNN) [171–173] used as a classifier for evaluating transient

stability. TSA of a single machine infinite bus using multi layer artificial neural

network was presented in [174]. In [175] authors investigated the estimation of rotor

angles of generators using ANNs and local PMU-based quantities for transient stabil-

ity prediction. A method for prediction of generators’ angles and angular velocities

for TSA of multimachine power system was proposed using recurrent ANN [176].

Application of MLP ANNs in power system stability assessment using transient en-

ergy function was studied in [177]. For monitoring TSA considering system topology

changes, multilayer FFNN trained with back propagation algorithm was investigated

in [178]. The Critical Clearing Time (CCT) was used as an indicator for evaluation

of system transient stability. In [179], authors investigated TSA of a power system

using committee neural networks.

2.2.1.4 Hybrid and Other Methods

Hybrid neural network composed of Kohonen network and several radial basis net-

works [180] were used for assessing transient stability online. In [76, 181, 182] fuzzy

logic and neural nets were used together for dynamic security assessment. In [171,

183,184] different SVM based techniques were proposed for evaluating transient sta-

bility of power systems. Transient security assessment was accomplished by Kernel
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ridge regression based method [185] using multivariate polynomial approximation. A

DT based approach was presented in [186] for Dynamic Stability Assessment (DSA)

and load shedding scheme was suggested for enhancing the dynamic performance.

An online DSA [187] scheme using decision tree and phasor measurements was pro-

posed, DTs provide online security assessment and preventive control strategy based

on real time measurements through PMUs. Haque et al. [188] determined the first

swing stability limit of multi-machine power system through Taylor series expansion.

An online methodology was proposed in [189] for assessing the robustness of a power

system from the point of view of transient stability, and a scalar transient stability

index was derived. In [190], authors investigated the probabilistic transient stability

assessment for online application using corrected transient energy margin. Ernst

at al. [191] proposed a unified contingency Filtering, Ranking and Assessment ap-

proach (FILTRA) that relies on Single Machine Equivalent (SIME) in power system

transient stability studies.

2.2.2 Coherency Identification

In the case of disturbance in a multi-machine power system, some of the machines

have similar responses, meaning that the difference between their swing curves is so

small that they can be considered to oscillate together in a coherent way. Coherency

between generators is also an major aspect in dynamic performance of power sys-

tems, which has several applications including dynamic reduction of power systems

and commissioning emergency safety an d govern strategies. Coherency based several

methods have been proposed in literature for dynamic size reduction of power sys-

tems. These methods employing slow coherency concept [192], relation factor [193],

Krylov subspace methods [194], Synchrony based algorithms [195–197] and applied

on different small and large systems.

Many authors proposed methods [197–211] in the literature for identification of

coherent behavior of generators and their classification, according to their similar

behavior (TDS characteristics). After identification of the coherent groups, control

strategies can be applied on them. In order to initiate any preventive control under

stressed condition, it is desirable to discover the coherency between generators [198].

In general, coherency classification techniques can be divided mainly into two types.
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The techniques that are placed in the first type are based on model reduction and

require computation of the eigenvalues and eigenvectors of power system [197]. For

example, a Synchronic Modal Equivalencing (SME) was proposed in [197] for struc-

ture preserving dynamic equivalencing of large power system models. Techniques

that are placed in the second type are based on disturbances and use TDS to find co-

herent groups of generators. For example, several studies have used rotor trajectory

index [199], Fourier spectrum [200] or fast Fourier dominant inter-area mode [201],

principal component analysis [202], independent component analysis [203], hierarchi-

cal clustering methods [204–207], Fuzzy c-medoids algorithm [208,209], wavelet [210],

and Hilbert-Huang transform [211] to identify coherent generators.

2.2.3 Critical Review

After the power system static security assessment, another most important aspect of

the power system is TSA of the power system. Online TSA poses a great challenge

for the power system operator under continuous changing system topology. The

TDS and energy based direct methods are traditional methods for TSA. The TDS

methods are computationally demanding for online applications even though they

are more accurate. Also they require exact information about the topological changes

which is cumbersome task for present day complex power systems. Employment of

energy function based approaches enables the system operator with the information

about degree of stability. In the existing TSA indices based methods, no effort has

been made to obtain the relative stability of each machine with respect to COI. It is

therefore necessary to analyze individual machine trajectory that carries important

information on power system dynamic performance. Moreover, these approaches are

fast and provide important information for selecting appropriate preventive control

strategy. The major difficulty in energy function based approaches is that they are

applicable only for first swing instability. Therefore due to the limitations of these

methods, from the last three decades there has been rising interests in application of

artificial intelligence and machine learning based methods for various power system

problems, which are promising for online applications. The methods reported in

the literature are fairly accurate and fast but applicable for fixed system topology

only. Moreover in these methods emphasis has been on getting results with better

accuracy i.e. whether the system is correctly classified as stable/unstable. However
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finding the severity of the disturbance is also desirable in addition to accuracy for

unstable operating scenarios.

For the control operation there is a need to identify the critical machine and

non-critical machines which can effectively participate in the generator reschedul-

ing during the unstable state of the system to ensure stable system operation. In

large power systems, generally the information about coherency of generators can be

effectively used to decide the participating generators for rescheduling to improve

the transient stability of power systems. Usually methods discussed in literature

for coherency identification generally require extensive calculation. Therefore fur-

ther investigations are required for ANN applications in finding relative stability of

each generator rather than finding the overall system stability as well as coherency

identification for stable power system operation and control.

2.3 Power System Stability Enhancement Meth-

ods

Preventive control action based on rescheduling of generators subject to stability

constraints for contingencies has been investigated for a number of years. The ear-

liest work [212] investigated the maximum load-ability problem followed by an in-

vestigation into interface flow across tie lines [165]. In the papers transient energy

margin concept and its sensitivity has been used to change in generation schedules.

Since then a number of researches have appeared along these lines by extending

the criteria to include Optimal Power Flow (OPF) [213] which is logical [214–216].

The other approach is to include the stability constraints as part of the OPF prob-

lem [120, 217]. In another word TSSCOPF is extension of Optimal Power Flow

(OPF) with additional rotor angle and line flow inequality constraints.

TSSCOPF is, however, a nonlinear optimization problem with both algebraic

and differential equations in the time domain. As a special requirement of the

system, the initial or feasible operating point should withstand the disturbance

and can move to a new stable equilibrium state after the clearance of the fault

without disturbing the equality and the inequality constraints [218]. Due to huge
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dimension of the TSSCOPF problem, it is really a tough exercise to deal with this

type of problem. For a given power system configuration, although the number

of possible contingencies are numerous, there are a few critical contingencies that

may cause instability. Various optimization techniques have been evolved in the last

two decades to solve the Transient Stability Constrained OPF (TSCOPF) problem.

An improved genetic algorithm (GA) was proposed by Chan et al. [219] to solve

multi-contingency TSCOPF problem where generator rotor angle constraints were

additionally considered. An IPM method was introduced by Xia et al. [220] to

efficiently perform the TSCOPF.

If the TSA detects that the system is vulnerable to an anticipated contingency,

preventive Transient Stability Control (TSC) measures such as generation reschedul-

ing should be taken to drive the system to the stable state. TSCOPF is becoming an

effective tool for many problems in power systems since it simultaneously considers

economy and dynamic stability of system operations. Generation rescheduling is a

typical TSCOPF strategy used in [221, 222] to shift power from the most advanced

generator to the least advanced generator so as to cause the system to move to a

stable operating point. In the past, classical optimization techniques such as in-

terior point method [119], and Linear Programming (LP) [120] were employed for

TSCOPF solution. These techniques have many limitations. They need an accept-

able starting point that should be close to the solution in order not to be stuck in

local optimum and have poor convergence. The quality of solution substantially de-

teriorate because it depends on the initial conditions and the number of parameters

in the problem. Additionally, as they have extremely limited capability to solve real-

istic power system problems, the mathematical relationships have to be simplified to

obtain the solution of the problem. They are also weak in processing qualitative con-

straints. Therefore, many heuristic optimization techniques have recently become

more and more attractive in OPF and TSCOPF solution for researchers. Moreover,

in the recent past, various other nature-inspired optimization algorithms have been

also designated and applied to solve the TSCOPF problem of power system. These

includes Particle Swarm Optimization (PSO) [121], Genetic Algorithm (GA) [122],

and Differential Evolution (DE) [123], Artificial Bee Colony (ABC) [124], Chaotic

Artificial Bee Colony (CABC) [124], Whale Optimization Algorithm (WOA) [125]

and Chaotic Whale Optimization Algorithm (CWOA) [125].
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2.3.1 Critical Review

Apart from the assessment part of the power system stability, selection of appropri-

ate control strategy is also a major concern to enhance the power system stability.

From the literature survey it is observed that generation rescheduling is one of the

control strategy for Power system stability enhancement. Research shows the ap-

plication of several meta-heuristic algorithms are available to perform the economic

load dispatch. However, the key factor in rescheduling the generators is the fuel

cost incurred in a particular approach. The objective of security enhancement by

rescheduling the generators with minimum fuel cost can be achieved with the design

of an efficient algorithm. This factor motivated to develop an efficient algorithm for

contingency constrained economic load dispatch for security enhancement.

From the above research background, it is observed that for security assessment

ANN methods have advantage over classical methods. Thus, there is a scope for

modeling neural networks for the prediction of severity of a contingency for static

security and dynamic security assessment. Similarly, the literature review for the

security and stability enhancement & control mechanism shows the use of many

meta-heuristic algorithms for the optimal power flow and the generation reschedul-

ing. But the important aspect which comes into picture in the control scenario is the

cost incurred to perform the task by considering security aspect. This factor mo-

tivated to develop an efficient algorithm, which can reschedule the generators with

minimum fuel cost, considering its static security and transient stability aspects

under contingency scenario.

From the above discussion, it is clear that for the power system static security

assessment, dynamic stability assessment and the enhancement, there is a need

and scope to develop fast and efficient algorithmic techniques. The application of

different algorithmic techniques for solving different aspects of power system stability

is the main source of motivation for the present research work.
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2.4 Research Objectives

After exhaustive literature survey and critical review of the existing methodologies

the following research objectives are attempted in the present thesis work:

1. To develop a supervised learning based real time contingency classification

engine incorporating an efficient method having reduced complexity and com-

putational burden.

i. To carry out comparative study of different contingency screening methods

and develop a deep understanding in context to multi machine power

network.

ii. To develop an advance meta-heuristic algorithm with certain modifications

to improve its optimization performance. Also to validate, the proposed

modifications on different benchmark functions.

iii. To check the applicability of proposed variant for feature selection prob-

lem.

iv. To present a comparative analysis of different approaches employed for

contingency screening on the basis of computational complexity and com-

putation time.

2. To develop an algorithm to detect the critical state of individual generator

on-line and to determine the coherency under varying operating conditions.

3. To develop an efficient online transient security assessment method for evalu-

ating the system security under wide range of operating conditions for a set of

probable contingencies.

i. To develop a deep understanding of existing indices along with their ad-

vantages and limitations.

ii. To propose a new index based on post-fault rotor trajectories for assess-

ment of future state of power system.

4. To test the applicability of on-line transient security assessment method on dif-

ferent small, moderate and large standard power networks and also, to perform

a comparative analysis between proposed index with others.
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5. To develop and implement the meta–heuristic technique based approach for

the transient stability and security constrained load dispatch for stability en-

hancement.

i. To model a combined objective function for the transient stability and

security based constrained optimal power flow.

ii. To test the applicability of proposed method on standard power networks

and to present comparison with other contemporary optimizers on the

basis of fuel cost.

In this chapter literature survey of different methods of assessing static and dy-

namic security of power systems and their enhancement methods are presented. The

critical analysis of literature survey has been carried out related with these aspects

and research objectives have been formulated. The development of Intelligent Grey

Wolf Optimizer (IGWO) and its benchmarking results are presented in following

chapter.





Chapter 3

Development of Intelligent Grey

Wolf Optimizer and Its

Benchmarking

[This chapter describes the development of an improved version of Grey Wolf Op-

timizer (GWO) named as Intelligent Grey Wolf Optimizer (IGWO). The details of

the development along with the benchmarking of the proposed variant on different

type of benchmark functions such as multi-modal, unimodal and fixed dimension are

also presented. ]

3.1 Introduction

The trend of hybridizing and modifying Evolutionary Algorithms (EAs) has been on

rise over the years [223,224]. In the year 2014, a new meta-heuristic algorithm Grey

Wolf Optimizer (GWO) was introduced by S. Mirjalili et.al. [225]. This algorithm is

based on hunting strategy of grey wolf and follows the leadership hierarchy of grey

wolves.

Recently this algorithm and its variants have been applied in many engineering

applications. Ambient air quality classification has been performed with the help

of GWO tuned Support Vector Machine (SVM) for different parts of India [226].

33
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Application of GWO has been explored to solve Automatic Generation Control

(AGC) [227] problem of two area power system. A binary version of GWO has been

employed for unit commitment problem [228]. Binary version of GWO has also been

implemented in feature selection for classification [229]. Hybrid GWO [230] was

proposed to solve economic load dispatch for four different power systems. The au-

thors [229] employed crossover and mutation operators to improve the performance

of the existing version of GWO. From the literature review it is quite evident that

for the solution of real world problems some meaningful modifications are required

in the existing topologies of meta-heuristic algorithms. These modifications can help

the optimizer to reduce computation time and can prove as redemption from the

local minima trap. Many modifications have been suggested in the literature for

improving the performance of GWO [228–233].

In this work, a new variant of GWO named as Intelligent Grey Wolf Opti-

mizer (IGWO) is proposed to select the optimal features for artificial learning

paradigm and to solve the optimal power flow. A sinusoidal truncated function

along with opposition based learning is incorporated with GWO and experimented

it over 22 benchmark functions (unimodal, multi-modal and multi-modal with fixed-

dimension).

3.2 Grey Wolf Optimizer

The classical GWO is inspired by the leadership hierarchy and hunting mechanism

of grey wolf. Three main steps of grey wolves are simulated in the algorithm, which

are 1. Hunting (searching of prey) 2. Encircling prey 3. Attacking prey. This

algorithm is based on the leadership hierarchy and hunting behavior of grey wolf.

Grey wolves live in a pack and a fine example of leadership hierarchy. The pack

is divided into four categories Alpha (dominant wolves) the decision makers, Beta

the subordinate wolves, Delta the scouts, sentinels, elders, hunters, and caretakers

and Omega the space goat or baby sitters. The mathematical analogy of hunting,

encircling and attacking is presented in the following sections.
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3.2.1 Encircling the Prey

The grey wolf encircle the prey and the mathematical equation for the same can be

given as
−→
D =

∣∣∣−→C .−→Xp(t)−
−→
X (t)

∣∣∣ (3.1)

−→
X (t+ 1) =

−→
Xp(t)−

−→
A.
−→
D (3.2)

Where t indicates the current iteration,
−→
D is distance vector between prey and

wolf,
−→
Xp(t) is position vector of the prey and

−→
Xp(t + 1) updation in the position of

grey wolf in next iteration,
−→
A,
−→
C are the coefficient vectors. These coefficient vectors

are defined as
−→
A = 2−→a .−→r1 −−→a and

−→
C = 2−→a .−→r2 , where −→a decreases linearly from

2 to 0 and r1 & r2 are the random vectors in [0 1].

3.2.2 Hunting the Prey

In the search space the exact identification of the prey is not possible hence, the best

three solutions are kept to oblige the social hierarchy (Alpha, Beta and Omega). The

mathematical representation of this fact can be visualized in the Equations 3.3, 3.4

and 3.5.

−→
Dα =

∣∣∣−→C1.
−→
Xα −

−→
X
∣∣∣ , −→Dβ =

∣∣∣−→C2.
−→
Xβ −

−→
X
∣∣∣ , −→Dδ =

∣∣∣−→C3.
−→
Xδ −

−→
X
∣∣∣ (3.3)

−→
X1 =

−→
Xα −

−→
A1.
−−→
(Dα) ,

−→
X2 =

−→
Xβ −

−→
A2.
−−→
(Dβ) ,

−→
X3 =

−→
Xδ −

−→
A3.
−−→
(Dδ) (3.4)

−→
X (t+ 1) =

(
−→
X1 +

−→
X2 +

−→
X3)

3
(3.5)

The equations represent the position updation according to alpha, where
−→
Dα,
−→
Dβ

and
−→
Dδ are the distances of the prey from α, β, δ wolves respectively and

−→
X1,
−→
X2 and

−→
X3 are positions of α, β, δ wolves respectively.

3.2.3 Attacking prey

This phase is responsible for exploitation and is handled by −→a . The linear decrement

in this parameter enables grey wolves to attack the prey while it stops moving.
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Figure 3.1: Block digram presentation of IGWO

Fluctuations in
−→
A is also controlled by −→a i.e. if the value of −→a is higher, then there

are more fluctuations in vector
−→
A .

3.3 Development of Intelligent Grey Wolf Opti-

mizer (IGWO)

In this chapter two major modifications in GWO proposed to enhance the search ca-

pability i.e. better exploration and better convergence. The first modification which

is designated by (GWO-M1) is the incorporation of control parameter variation

through the sinusoidal truncated function for better exploration and exploitation.

The second modification is to inculcate opposition based learning in the existing

algorithm for better exploration. The algorithm with both these modifications is

denoted by Intelligent Grey Wolf Optimizer (IGWO). Figure 3.1 shows the com-

plete overview of the IGWO.

3.3.1 The Update in Control Vector

In the proposed IGWO both position and direction control of −→a have been allowed

to vary in accordance with a truncated sinusoidal function rather than to decrease

linearly as per Equations 3.6 and 3.7. After hunting, the grey wolves stop moving,

this action is mimicked by linear decrement of −→a . In proposed GWO trigonometric

sine function is employed to mimic this behavior in an efficient manner. It can be

observed from Figure 3.2 that during hunting period, at first half the values of −→a
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Figure 3.2: Control parameter variation through sinusoidal truncated function

associated with the modified version are higher and in later half it reduces more

swiftly than the classical version. In a way, this modeling ensures better search

capability with the higher value of −→a during hunting and mimics the behavior in

a more efficient manner. This modification enables IGWO with better exploration

and exploitation capabilities.

θw = π × Current Iteration

MaximumIteration
(3.6)

a = 2×
(

1− sin2

(
θw
2

))
(3.7)

Where θw is indicates the angular change of the wolf movement with respect to

the current iteration (t).

3.3.2 Opposition Based Learning

In metaheuristic algorithms or in approximation problems, the search starts from

a random point or initial guess and if the point is nearby to the optimal solution

the convergence can be achieved faster. However, it is pragmatic to state that if we

begin the search from a point which is very far away from the optimal solution the

optimization routine/ approximation process will take more time and may become

intractable. An opposition based learning approach was introduced by Hamid R.
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Tizoosh in 2005 [234]. The approach states that the search for the solution should

be in every direction simultaneously. A rich review of the application of opposition

based learning in heuristic algorithm was presented in [235]. The popularity of the

opposition based learning motivates the author to incorporate this modification in

GWO algorithm. Basic concepts of opposition based learnings are discussed below.

Definition 1 Let x ∈ [a, b] a real number, then the opposite number of x is defined

by
−
x = a+ b− x (3.8)

Definition 2 Let A = (x1, x2, ..., xQ) be a point in Q dimensional space, where

xi ∈ R, ∀i ∈ {1, 2, ..., Q} and bounded by [a, b], the opposite points matrix can be

given by
−
A = [

−
x1 ,

−
x2 ,

−
x3 ...,

−
xQ ]. Hence

−
xi = [ai + bi − xi] (3.9)

To inculcate opposition based learning in the optimization following steps are

used:

Step 1 Set the population size and maximum no. of iterations.

Step 2 Initialize the positions of grey wolves by randomly considering half of the

population and remaining opposite population as per definition-2 in the

search space.

Step 3 Calculate the fitness of each search agent which represents the distance of

grey wolves from prey.

Step 4 Modify the positions of the grey wolves according to Equation 3.9.

In following section IGWO is benchmarked on unimodal, multi-modal standard

benchmark functions [225,236–240].



Chapter 3. Development of Intelligent GWO and Its Benchmarking 39

Table 3.1: Unimodal benchmark functions

Function Dim. Range Minimum Value

F1(x) =
n∑
i=1

x2i 30 [-100,100] 0

F2(x) =
n∑
i=1
|xi|+

n∏
i=1
|xi| 30 [-10,10] 0

F3(x) =
n∑
i=1

(
i∑

j−1
xj

)2

30 [-100,100] 0

F4(x) = maxi {|xi| 1 ≤ i ≤ n 30 [-100,100] 0

F5(x) =
n−1∑
i=1

[100(xi+1 − x2i )
2

+ (xi − 1)2] 30 [-30,30] 0

F6(x) =
n−1∑
i=1

([xi + 0.5])2 30 [-100,100] 0

F7(x) =
n−1∑
i=1

ix4i + random[0, 1] 30 [-1.28,1.28] 0

Table 3.2: Multi-modal benchmark functions

Function Dim. Range
Minimum

Value

F8(x) =
n∑
i=1

−xi sin
(√
|xi|
)

30 [-500,500] -418.9829×5

F9(x) =
n∑
i=1

[xi
2 − 10 cos (2πxi + 10)] 30 [5.12,5.12] 0

F10(x) = −20 exp

(
−0.2

√
1
n

n∑
i=1

xi2
)
− exp

(
1
n

n∑
i=1

cos(2πxi)

)
+ 20 + e 30 [-32,32] 0

F11(x) = 1
4000

n∑
i=1

xi
2 −

n∏
i=1

cos
(
xi√
i

)
+ 1 30 [-600,600] 0

F12(x) = π
n
{10 sin(πy1) + A}+

n∑
i=1

u(xi, 10, 100, 4)

30 [-50,50] 0

A =
n−1∑
i=1

(yi − 1)2[1 + 10sin2(πyi+1)] + (yn − 1)2

yi = 1 + xi+1

4

u(xi, a, k,m) =


k(xi − a)m xi > a

0 −a < xi < a

k(−xi − a)m xi < −a

F13(x) = 0.1 {sin2(3πx1) + A}+
n∑
i=1

u(xi, 5, 100, 4)
30 [-50,50] 0

A =
n∑
i=1

(xi − 1)2
[
1 + sin2(3πxi + 1)

]
+ (xn − 1)2

[
1 + sin2(2πxn)

]
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Table 3.3: Fixed-dimension multi-modal benchmark functions

Function Dim. Range
Minimum

Value

F14(x) =

 1
500

+
25∑
j=1

1

j+
2∑
i=1

(xi−aij)6

−1 2 [-65,65] 1

F15(x) =
11∑
j=1

[
ai −

x1(b2i+bix2)
b2i+bix3+x4

]2
4 [-5,5] 0.00030

F16(x) = 4x21 − 2.1x41 + 1
3
x61 + x1x2 − 4x22 + 4x42 2 [-5,5] -1.0316

F17(x) =
(
x2 − 5.1

4π2x
2
1 + 5

π
x1 − 6

)2
+ 10

(
1− 1

8π

)
cosx1 + 10 2 [-5,5] 0.398

F18(x) = A(x)×B(x)

A(x) = 1 + (x1 + x2 + 1)2(19− 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22) 2 [-2,2] 3

B(x) = 30 + (2x1 − 3x2)
2 × (18− 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22)

F19(x) = −
4∑
i=1

ci exp

(
−

3∑
j=1

aij(xj − pij)2
)

3 [1,3] -3.86

F20(x) = −
4∑
i=1

ci exp

(
−

6∑
j=1

aij(xj − pij)2
)

6 [0,1] -3.32

F21(x) = −
5∑
i=1

[
(X − ai)(X − ai)T + ci

]−1
4 [0,10] -10.1532

F22(x) = −
7∑
i=1

[
(X − ai)(X − ai)T + ci

]−1
4 [0,10] -10.4028

3.4 Results and Discussions

In this section the proposed IGWO algorithm is tested on 22 benchmark functions.

The functions are divided into three categories namely unimodal (F1-F7), multi-

modal (F8-F16) and fixed dimension multi-modal (F17-F22) functions. The two

variants namely GWO-M1 and IGWO of GWO along with the GWO are made to run

30 times on each benchmark function. For this experiment, the maximum number

of iterations selected is 500, and search agents are 30. The mathematical definitions

of these benchmark functions are given in Tables 3.1, 3.2 and 3.3 where “Dim.”

indicates dimension of the function, “Range” is the boundary of the function’s search

space, and “Minimum Value” is the optimum. These benchmark functions are the

classical functions utilized by many researchers [236,237,241]. Despite the simplicity,

these test functions to be able to compare the obtained results to those of the current

meta-heuristics. The statistical results (mean and standard deviation) obtained from

this experiment are shown in Tables 3.4 – 3.9.
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Table 3.4: Comparison of optimization results obtained for the unimodal bench-
mark functions

GWO [225] GWO-M1 IGWO

F (x) Stdv Mean p-values Stdv Mean p-values Stdv Mean p-values

F1 2.85E-27 1.81E-27 N/A 9.93E-26 4.54E-26 3.86E-30 1.00E-25 5.55E-26 0.3363

F2 5.78E-17 9.66E-17 N/A 4.31E-16 7.19E-16 2.59E-32 7.82E-16 7.75E-16 0.6242

F3 2.09E-05 2.26E-05 N/A 0.001144 0.000186 1.75E-06 0.000763 9.93E-05 0.796

F4 1.63E-06 7.02E-07 0.0083 8.86E-07 8.98E-07 0.82 1.05E-06 1.08E-06 N/A

F5 0.789872 27.04077 0.16 0.664889 27.02188 0.09 0.642515 27.0042 N/A

F6 0.35082 0.801875 2.3E-04 0.350237 0.641103 0.7113 0.313278 0.6677 N/A

F7 0.001154 0.001995 0.07 0.001216 0.001935 0.03 0.001074 0.00182 N/A

3.4.1 Exploration and Exploitation Analysis

Tables 3.4, 3.5 and 3.6 are shown the comparison of the results for Unimodal, Multi-

modal and Fixed dimension Multi-modal Benchmark Functions respectively. As per

Table 3.4, the IGWO gives better results and outperforms GWO and GWO-M1 on

function F5, F6 and F7. It is worth to mention here that unimodal functions are

suitable for benchmarking the exploitation capability of the algorithm. From the

results it can be observed that IGWO is a better choice. In comparison to unimodal

functions, a number of optimal solutions exist in multi-modal functions. This fact

makes the multi-modal functions enabled to benchmark the exploitation capability

[225]. It may be noted that the unimodal functions are suitable for benchmarking

exploitation. Therefore, results in Table 3.4 are show the superior performance of

IGWO in terms of exploiting the optimum.

In contrast to the unimodal functions, multi-modal functions have many local

optima with the number increasing exponentially with dimension. This makes them

suitable for benchmarking the exploration ability of an algorithm. According to

the results of Tables 3.5 and 3.6, IGWO is able to provide very competitive results

on the multi-modal benchmark functions as well. It is observed from these results

IGWO provides outperforming results on unimodal, multi-modal and multi-modal

functions with fixed dimensions.
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3.4.2 Statistical Analysis

To test the efficacy of the proposed variant IGWO a statistical non parametric

Wilcoxon Rank Sum test [242] is performed with 5% significance level. The results

of this test (p-values) along with the mean and standard deviation of the functions

are shown in Tables 3.4, 3.5 and 3.6. ‘N/A’ (Not Applicable) has been written for

the algorithm which has best performance for that particular function as the best

algorithm can not be compared with itself [243]. Results presented in these tables

reveals that IGWO outperforms for 13 out of 22 functions.

For functions F1, F2, F3, F10, F20, F21 and F22 GWO performs normally better

whereas for rest of the functions i.e. F12 and F13 GWO-M1 performs a little better.

Inspecting the results of this test, it is observed that GWO performs marginally

better for functions F1, F2, F3 but the p-values obtained for IGWO are greater than

0.05. This shows that the GWO does not provide significant results as compared

to IGWO on the other hand the p-values of GWO-M1 are much lower than 0.05

Table 3.5: Comparison of optimization results obtained for the multi-modal
benchmark functions

GWO [225] GWO-M1 IGWO

F (x) Stdv Mean p-values Stdv Mean p-values Stdv Mean p-values

F8 777.7582 -5938.526 0.43 1019.180 -5898.140 0.28 950.3293 -5991.231 N/A

F9 7.658998 3.006042 3.4E-08 1.576759 1.321605 0.16 2.734441 1.270284 N/A

F10 1.88E-14 1.03E-13 N/A 4.53E-14 1.49E-13 2.4E-21 4.31E-14 1.64E-13 0.98

F11 0.011029 0.004714 0.40 0.009316 0.00172 0.82 0.005099 0.001994 N/A

F12 0.077122 0.041859 0.55 0.016073 0.039873 N/A 0.052673 0.042402 0.2523

F13 0.218983 0.636368 0.0015 0.204149 0.543674 N/A 0.21782 0.551296 0.52

F14 4.672684 4.258171 5.51E-05 4.515412 4.455777 0.29 3.741593 4.038417 N/A

F15 0.00695 0.004793 0.0164 0.007498 0.003829 0.47 0.00733 0.003662 N/A

F16 2.49E-08 -1.03163 3.76E-34 4.93E-11 -1.03163 0.1021 3.01E-11 -1.03163 N/A

Table 3.6: Comparison of optimization results obtained for the fixed dimension
multi-modal benchmark functions

GWO [225] GWO-M1 IGWO

F (x) Stdv Mean p-values Stdv Mean p-values Stdv Mean p-values

F17 0.00013 0.397912 4.44E-27 0.000248 0.397954 0.4179 8.36E-05 0.397896 N/A

F18 4.71E-05 5.430034 0.1866 5.36E-05 4.620041 0.05 6.78E-05 3.00004 N/A

F19 0.002328 -3.86147 0.39 0.002652 -3.86167 0.79 0.002445 -3.86128 N/A

F20 0.084306 -3.28407 N/A 0.075858 -3.26297 0.05 0.089146 -3.26229 0.35

F21 2.273555 -9.34415 N/A 2.10046 -9.15418 3.48E-19 2.143705 -9.17025 0.97

F22 0.00105 -10.3479 N/A 2.87E-07 -10.0916 1.36E-30 7.45E-01 -10.297 0.70
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Table 3.7: Comparison of IGWO with other algorithms on uni-modal benchmark
functions

IGWO PSO [244] GSA [245] DE [246] EP [236]

Stdv Mean Stdv Mean Stdv Mean Stdv Mean Stdv Mean

F1 1.00E-25 5.55E-26 0.000202 1.36E-04 9.67E-17 2.53E-16 5.90E-14 8.20E-14 1.30E-04 5.70E-04

F2 7.82E-16 7.75E-16 0.045421 4.21E-02 0.194074 0.055655 9.90E-10 1.50E-09 0.00077 0.0081

F3 0.000763 9.93E-05 22.11924 70.1562 318.9559 896.5347 7.40E-11 6.80E-11 0.014 0.016

F4 1.05E-06 1.08E-06 0.317039 1.086481 1.741452 7.35487 0 0 0.5 0.3

F5 0.642515 27.0042 60.11559 96.71832 62.22534 67.54309 0 0 5.87 5.06

F6 0.313278 0.6677 8.22E-05 0.000102 1.74E-16 2.50E-16 0.00E+00 0.00E+00 0.00E+00 0.00E+00

F7 0.001074 0.00182 0.044957 0.122854 0.04339 0.089441 0.0012 0.00463 0.3522 0.1415

for these functions [243]. Similarly, for function F10, F20, F21 and F22 higher

p-values (> 0.05) advocates that significant difference does not exist between the

performance of IGWO and GWO. For function F12 and F13 the p-values associated

with IGWO are again greater than 0.05 on the other hand, p-value of GWO for

F-13 is less than 0.05 which shows that for this function, IGWO and GWO-M1 are

suitable algorithms.

3.4.3 Convergence Analysis

Second column in Figure 3.3 shows the position of wolves around the best solution

in search space over the course of iterations. To investigate the behavior of wolves,

trajectory of first variable out of 30 variables is shown in the third column of the

Figure 3.3. It can be noted from the trajectories that wolves slowly transit from

exploration phase to exploitation phase. By application of opposition concept, half

of the wolves placed randomly in search space and remaining half are placed as per

the opposition rule. This action ensures the effective utilization of the search space

during the exploration phase. This fact can be observed from the abrupt changes

(transients) in the initial steps of iterations. These transients damped out gradually

over the course of iterations. From the convergence analysis in Figure 3.3 (last

column) it can be observed that the IGWO outperforms the GWO and GWO-M1.

Further a comparison of IGWO with PSO [244], Gravitational Search Algorithm

(GSA) [245], Differential Evolution (DE) [246] and Evolutionary Strategies (ES)

[236] have been carried out and it has been observed that the performance of IGWO
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(a) F4

(b) F6

(c) F9

(d) F20

(e) F22

Figure 3.3: Search history and trajectory of the first particle in the first dimen-
sion
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Table 3.8: Comparison of IGWO with other algorithms on multi-modal bench-
mark functions

IGWO PSO [244] GSA [245] DE [246] EP [236]

Stdv Mean Stdv Mean Stdv Mean Stdv Mean Stdv Mean

F8 950.3294 -5991.23 1152.814 -4841.29 493.0375 -2821.07 574.7 -11080.1 52.6 -12554.5

F9 2.734441 1.270284 11.62938 46.70423 7.470068 25.96841 38.8 69.2 0.012 0.046

F10 4.31E-14 1.64E-13 0.50901 0.276015 0.23628 0.062087 4.20E-08 9.70E-08 0.0021 0.018

F11 0.005099 0.001994 0.007724 0.009215 5.040343 27.70154 0 0 0.022 0.016

F12 0.052673 0.042402 0.026301 0.006917 0.95114 1.799617 8.00E-15 7.90E-15 3.60E-06 9.20E-06

F13 0.21782 0.551296 0.008907 0.006675 7.126241 8.899084 4.80E-14 5.10E-14 0.000073 0.00016

Table 3.9: Comparison of IGWO with other algorithms on fixed dimension
multi-modal benchmark functions

IGWO PSO [244] GSA [245] DE [246] EP [236]

Stdv Mean Stdv Mean Stdv Mean Stdv Mean Stdv Mean

F14 3.741593 4.038417 2.560828 3.627168 3.831299 5.859838 3.30E-16 0.998004 0.56 1.22

F15 0.00733 0.003662 0.000222 0.000577 0.001647 0.003673 0.00033 4.50E-14 0.00032 0.0005

F16 3.01E-11 -1.03163 6.25E-16 -1.03163 4.88E-16 -1.03163 3.10E-13 -1.03163 4.90E-07 -1.03

F17 8.36E-05 0.397896 0 0.397887 0 0.397887 9.90E-09 0.397887 1.50E-07 0.398

F18 6.78E-05 3.00004 1.33E-15 3 4.17E-15 3 2.00E-15 3 0.11 3.02

F19 0.002445 -3.86128 2.58E-15 -3.86278 2.29E-15 -3.86278 N/A N/A 0.000014 -3.86

F20 0.089146 -3.26229 6.05E-02 -3.26634 2.31E-02 -3.31778 N/A N/A 0.059 -3.27

F21 2.143705 -9.17025 3.02E+00 -6.8651 3.74E+00 -5.95512 2.5E-06 -10.1532 1.59 -5.52

F22 7.45E-01 -10.297 3.09E+00 -8.45653 2.01E+00 -9.68447 3.90E-07 -10.4029 2.12 -5.53

is competitive. Results of this experiment are shown in Tables 3.7, 3.8 and 3.9 for

Unimodal, Multi-modal and Fixed dimension Multi-modal Benchmark Functions

respectively.

3.5 Summary

In this chapter development of an improved version of GWO named as Intelligent

Grey Wolf Optimizer (IGWO) is discussed in detail. The crisp details of the de-

velopment along with the benchmarking of the proposed variant on different type

of functions such as multimodal, unimodal and fixed dimension are carried out.

Following points, summarize the contributions of this chapter:

1. There is a scope of improvement in existing meta-heuristic techniques for many

complex optimization problems. The developed IGWO perform better than his
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respective standard model and existing meta-heuristic for the standard 22 bench-

mark functions.

2. The modifications suggested for improved algorithm are effectively contributing

towards enhancing the convergence, accuracy and efficiency of the algorithm.

3. Proposed opposition based modification, disperses tentative solutions near the

promising region so virtually reduces the problem search space of meta-heuristics.

This feature makes the algorithms more efficient.

4. An efficient sinusoidal function has been employed to improve the bridging mech-

anism between the exploration and exploitation phase of GWO. Exploration and

exploitation capabilities of GWO get enhanced with this newly developed mecha-

nism. With this modification, the developed variant GWOM1 exhibits improved

performance as compared with GWO.

5. Further, opposition based learning concept has been employed in the initial-

ization phase of the GWO along with this sinusoidal bridging mechanism. The

combined effect of these two modifications is positive and the implication of these

modifications can be observed through the benchmarking results on various func-

tions. The performance of the proposed variant has been validated on standard

22 benchmark functions of different properties and nature.

6. Following standard criterion have been chosen to demonstrate the effectiveness

of the algorithm:

i. Mean values of the objective function obtained from independent runs.

ii. Standard deviation values of the objective function obtained from indepen-

dent runs.

iii. Statistical significance of the results obtained from independent runs.

iv. Convergence characteristics.

7. Following are the major features of the IGWO:

i. The proposed modification in control parameter guarantees the exploration

and exploitation in an effective manner.
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ii. Opposition based learning enables the IGWO, to utilize the search space in

a very effective manner and hence ensures improved exploration.

8. It has been observed that the proposed variant IGWO shows promising results

on majority of the benchmark functions. The superiority of this variant can be

validated by optimal values of standard deviation, mean and p-value less than

the significance level.

In following chapters, the application of the proposed variant on the feature se-

lection and for solving transient stability constrained optimal power flow problem

will be presented.





Chapter 4

Contingency Analysis and Its

Classification

[This chapter presents concept of static security assessment of power system and the

proposed ANN-based approach for contingency ranking and screening. Simulation

results and the performance evaluation of the proposed methodology for various test

systems are presented. ]

4.1 Introduction

With the exponential growth in the power demand, secure operation of grid, con-

gestion management, power quality, frequency, and power regulation etc. are the

new challenges in front of the electricity supply industry [128]. The complexity and

huge grid size, increase the insecurity of power systems. Therefore fast contingency

assessment is of paramount importance in the power network to provide reliable

and secure electricity supply to its customers. Contingency analysis is one of the

most important tasks encountered by the planning and operation engineers of a bulk

power system. Potential harmful disturbances that occur during the steady state

operation of a power system are known as contingencies. The main objective be-

hind the contingency analysis is to assess the post-contingent system health, effect

of specified operating condition & disturbance and to warn the Independent System

49
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Operator (ISO) about the system severe/critical contingencies that violate the equip-

ment permissible operational limits and/or may drive the system towards insecurity

and instability. There are various techniques employed for the contingency analysis

and assess the system security [39–95]. Different algorithms have been developed

for contingency analysis, majority of them are based on AC load flow calculations.

These methods are considered as deterministic methods, which are more accurate

than DC load flow methods. These approaches employed the simulation procedure

instead of the actual change in the modeling. Load flow based methods have high

accuracy but are more time consuming due to high computational burden. Since for

power system planning, contingency analysis is the only tool to identify the possible

insecure or overloading conditions, time and complexity are of paramount consider-

ations. But for on-line contingency identification of large grid high computational

time and complexity are considered pitfalls. Therefore, employing the traditional

methods, on-line contingency analysis becomes a very difficult exercise as it requires

fast solution with high accuracy. Following are the drawbacks and limitations of

traditional power system contingency analysis [43]:

• AC load flow for all operating cases in the contingency set, results in high

computation burden for these methods.

• Complexity is very high due to large amount of data that are used in calcula-

tion, diagnosis and learning.

• Analytical methods due to extensive data handling require large computational

time to find the severity in the power system.

• Accuracy of these methods is also poor and rate of misclassification is high.

Conventional contingency analysis is more difficult for on-line operation hence

there is a need of an advanced tool to solve the problem regarding accuracy, speed

and capability to handle complexity that arises in the areas of the power system

planning and operation. Among these advanced computational tools Artificial Neu-

ral Networks (ANNs) provide efficient computing models with the ability to solve

nonlinear pattern matching problems. In this decade ANN has been employed by

many researchers [39–75] to solve power system problems including the contingency
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analysis and identification. Still this problem requires re-investigation in order to

improve the performance with reduced computational time and burden.

In the following section, power system steady state security assessment and con-

tingency screening & their ranking have been discussed.

4.2 Static Security Assessment

Static security is defined as the ability of the system to reach a state within the

specified secure region following a disturbance (contingency). The Static Security

Assessment (SSA) evaluates the post contingent steady state of the system neglecting

the transient behavior and any other time dependent variations due to the changes

in load generation conditions [35, 53]. SSA employing the load flow equations for

various types of contingencies.

The steady-state load flow solution for evaluation of power system security of the

network can be obtained by the following set of equations [33,54].

Pi = PGi − PDi

Pi = Vi
NB∑
j=1

VjYij cos (θij − δi + δj)

 (4.1)

Qi = QGi −QDi

Qi = −Vi
NB∑
j=1

VjYij sin (θij − δi + δj)

 (4.2)

Where PGi and QGi are the real and reactive power of the generators at bus i; PDi

and QDi are the real and reactive power demands at bus i;Pi and Qi are the real and

reactive power injected at bus i; Vi and δi are voltage magnitude and voltage angle

at bus i; Yij is magnitude of ijth element of bus admittance matrix of the system; θij

is angle of ijth element of bus admittance matrix of the system; NB is the number

of buses in the system. Equations 4.1 and 4.2 are called Static Load Flow Equations

(SLFEs).
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The constraints for generator [33] during normal operating conditions of a power

system as below:
NB∑
i=1

PGi =
NB∑
i=1

PDi + PLoss

NB∑
i=1

QGi =
NB∑
i=1

QDi +QLoss

 (4.3)

Where PLoss and QLoss, are the real and reactive power losses in the transmission

network.

For a secure operation of the power system, it is necessary that, all system vari-

ables must be with in specified security limits. Therefore, some inequality constraints

always be force the system operation toward the secure limits and ensure the system

secure. These constraints like all line MVA must be with in limits, all bus voltages

must be with in limits and line MVA must not more then its maximum limits, all

generator must be with in limits. These inequality constraints are as below:

V min
j < Vj < V max

j for j = 1 toNB

Sl < Smax
l for l = 1 toNL

Pmin
Gi < PGi < Pmax

Gi for i = 1 toNG

Qmin
Gi < QGi < Qmax

Gi for i = 1 toNG

 (4.4)

Where Vj is the voltage at bus j; Sl is the apparent power of line l; NB, NL

and NG are the number of buses, transmission lines, and generators in the system

respectively. Constraints (4.3) and/or (4.4) when referred to the post-contingency

scenarios, are also known as security constraints.

Equation 4.3 corresponds to power balance requirements, while Equation 4.4 cor-

responds to system operation constraints, represented by limits imposed to bus volt-

age magnitudes, thermal limits of transmission lines and real and reactive power

limits of generators.

The operation of the system is classified in two states as “Secure” state, if the

constraints show in (4.3) and/or (4.4) are satisfied for a given operating condition

and also for post-contingency conditions. If constraints (4.3) and/or (4.4) are not

satisfied for at least one of the post contingency condition, the system operation is

classified as “Insecure” state.



Chapter 4. Contingency Analysis and Its Classification 53

4.2.1 Approaches for the Static Security Assessment

The assessment of security is performed based on different approaches. The usage

of specific approach depends on the requirements of the system security. The widely

used approaches for security assessment are 1) contingency ranking approach and

2) classification approach, as shown in Figure 4.1.

In the ranking approach, the contingencies are ranked in descending order based

on the severity. In the classification approach, the system security is classified into

two classes secure and insecure. For appropriate corrective action, the classifica-

tion of the security can be extended to multi-class such as secure, critically secure,

insecure and highly insecure.

4.2.2 Contingency Screening and Ranking

As research done in past indicates that the computational burden faced in per-

forming contingency analysis can be alleviated by performing contingency selection,

screening, filtering and ranking. By simulating a number of probable outages a con-

tingency data set is formed. Some contingencies from this data may lead to exceed

the bus voltage limit or power system line overloads during the operation of power

system. So there is need to identify these type of severe contingencies which may
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different violations or by combining two severities. The Table 1.1 shows the indices which 

are used to compute the severity. 
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status into secure or 

insecure
 

 

Figure 1.2:  Classification of security assessment approaches 

 

Table 1.1:  Indices to compute the severity of a contingency 

S. No. Indices Comment 

1. 
Active power performance index This index computes the active power line flow 

violation 

2. Voltage performance index 
This index computes the voltage violations at 

buses 

3. Composite performance index 
This index computes the line flow and voltage 

violations as a single value 

4. Static Severity index 
This index computes the line flow and voltage 

violations in terms of percentage 

5. Severity Index 
This index computes the MVA line flow 

violations 

  

 The literature reveals the indices with the same name but a variation in the formulation in 

order to compute the severity based on the specific application. The most widely used indices 

are the active power and the voltage performance indices. 

Figure 4.1: Classification of Security Assessment Approaches
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lead system from secure state to insecure state. This identify process is referred

to as contingency selection. After identifying the contingency, sort and rank them

according to their severity is know as contingency ranking. Most of the literature

on contingency ranking are based on analytical methods out of which Performance

Indices (PIs) methods are widely accepted [43–68]. The following section discusses

about various performance indices capable of predicting the severity of contingencies

and the power system security status.

4.2.3 Performance Indices (PIs)

On the basis of literature review it can be observed that, the contingency ranking

is performed by the scalar Performance Indices (PIs), which are used to evaluate

the static security of the power system, help the operators to access the critical

information about vulnerability of the power system components and the entire

power system. In order to evaluate the security and contingency ranking by these

approaches, it is necessary to compute the stress experienced by the system for a

specific contingency which is termed as the severity. The severity is basically com-

puted using the violations of the line flows, bus voltages etc. Over the years, the

severity is referred by different names such as performance indices, the composite

indices, the overall performance indices, the severity indices etc. Though the names

appear different, they all compute the severity of the contingencies, but by consid-

ering different violations or by combining two types of severities. The indices which

used to compute the severity are listed below [43–68].

1. Severity Index: This index computes the MVA line flow violations.

2. Active power performance index: This index computes the active power line

flow violation.

3. Voltage performance index: This index computes the voltage violations at

buses.

4. Composite performance index: This index computes the line flow and voltage

violations as a single value

5. Static Severity index: This index computes the MVA line flow violations.
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The literature reveals the indices with the same name but a variation in the

formulation in order to compute the severity based on the specific application. The

most widely used indices are the active power and the voltage performance indices.

In this chapter, for SSA following two scalar indices are investigated. One is

based on Line MVA flow which is determined to estimate the extent of overload of

lines. It is named as Line MVA Performance Index (PIMVA). Second is used to

scale the system stress in the form of generator reactive power limit violations and

bus voltage limit violations. Its known as Line Voltage-Reactive Performance Index

(PIV Q).

4.2.3.1 Line MVA Performance Index PIMVA

Loading conditions of the system have a high impact of the transmission line power

flow, and its directly affect the network performance. Expression for the PIMVA can

be defined [52] by Equation 4.5.

PIMVA =

NL∑
i=1

(
WLi

M

) [
Sposti

Smax
i

]M
(4.5)

Where Si
post and Smaxi are the post contingency MVA flow and MVA rating of the

ith line respectively. Number of lines represented by NL. Weighting factor WLi = 1

is considered, and the order of the exponent for penalty function is represented

by M(= 2n). The classification of the PIs is directly depends on the value of

the exponent n. Research reveals that if the value of n is higher, the chance for

misclassification in the outages is less. This phenomenon, is known as ‘masking

effect’ and selection of the value of n can be a significant problem. By using optimal

selection of weights for PIs and higher order PIs, masking and mis-ranking effect

can be reduced. The integer value n in this thesis has been taken as 4 [153].

4.2.3.2 Voltage Reactive Performance Index PIV Q

In order to reflect the reactive power cap ability constraints of the generators and bus

voltage limit violation in the contingency selection for voltage analysis, a generalized
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voltage-reactive power performance index (PIV Q) is employed. PIV Q corresponding

to each load pattern and for each single line outage indicating voltage deviation

from the scheduled voltage at the load buses and reactive power violations at the

generator buses, consists summation of two terms as defined [43] by Equation 4.6.

PIV Q =

NB∑
i=1

(
WV i

M

) [
Vi − V sp

i

∆V Lim
i

]M
+

NG∑
i=1

(
WGi

M

) [
Qi

Qmax
i

]M
(4.6)

Where

∆V Lim
i =

V max
i − V min

i

2
M = 2n

WV i & WGi are the real non-negative weighting factors (= 1) and M(= 2n) is the

order of the exponent for penalty function. Qi
max is the maximum limit for reactive

power production of ith generating unit NG the number of generating units. In this

study, the value of n was taken as 4 [153].

4.2.4 PIs Calculation for IEEE 30-Bus Power System using

NR Load Flow

Table 4.1 shows the results of indices values for corresponding N-1 contingency out-

ages for IEEE 30 bus system. The first column of table shows location of line outages.

Similarly, the results associated with this line outage in terms of the PIMVA and

PIV Q values are shown in adjacent column. For this study each possible contingency

can be simulated and both the indices can be calculated. For the ranking purpose,

both indices can be sorted. The entry which is having high numerical value of index

is identified as critical one. Figure 4.2 shows contingency ranking according to the

values of PIMVA index. According to this analysis, outage of Line 6-8 is found to

be the most critical as compared to other line outages at base case loading condi-

tion. For further investigation MVA line flow of all system line after the contingency

outage of Line 6-8 are shown in Figure 4.3. This figure shows the plot of maximum

MVA capacity and MVA line flow after the Line 6-8 outage. From this figure, it is

observed that due to the contingency condition line MVA transmitting through Line

6-28 and Line 8-28 is found to be more than their respective maximum permissible
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Table 4.1: PIs calculation for contingency ranking of IEEE 30-Bus System (Base
load condition)

Line Outage
Line MVA Performance

Index by NRLF
Line Outage

Voltage Reactive Performance

Index by NRLF

L 6-8 2.3769 L 27-29 268.7099

L 8-28 1.4267 L 27-30 228.7603

L 10-22 0.5965 L 25-27 33.7834

L 15-23 0.5949 L 6-8 31.2691

L 27-28 0.5719 L 29-30 29.8197

L 10-20 0.4594 L 10-20 27.0174

L 23-24 0.4530 L 10-17 24.6846

L 15-18 0.3913 L 21-22 24.2273

L 27-30 0.3797 L 19-20 22.5485

L 12-16 0.3771 L 15-23 22.3476

L 4-6 0.3716 L22-24 22.3007

L 27-29 0.3653 L 12-14 22.0977

L 18-19 0.3569 L 15-18 21.9278

L 2-6 0.3555 L 23-24 21.8269

L 12-15 0.3554 L 10-21 21.4198

L 19-20 0.3515 L 12-15 21.3456

L 1-3 0.3513 L 5-7 21.3315

L 3-4 0.3478 L 10-22 21.3193

L 29-30 0.3407 L 27-28 21.3154

L 16-17 0.3405 L 2-4 21.3099

L 5-7 0.3396 L 2-6 21.3015

L 12-14 0.3387 L 1-3 21.2962

L 2-5 0.3371 L 3-4 21.2822

L 2-4 0.3361 L 14-15 21.2692

L 9-11 0.3352 L 2-5 21.2629

L1-2 0.3349 L 12-16 21.2261

L 14-15 0.3347 L 8-28 21.2229

L 4-12 0.3338 L 6-28 21.2173

L 9-10 0.3332 L 16-17 21.2167

L 6-9 0.3332 L 9-11 21.2097

L 6-10 0.3312 L1-2 21.2047

L 6-7 0.3271 L 6-10 21.1954

L22-24 0.3229 L 6-7 21.1842

L 21-22 0.3024 L 9-10 21.1802

L 10-17 0.2975 L 6-9 21.1801

L 24-25 0.2868 L 18-19 21.1599

L 6-28 0.2620 L 4-12 21.1359

L 10-21 0.2551 L 4-6 21.1052

L 25-27 0.2525 L 24-25 21.0823
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Figure 4.2: Contingency ranking of IEEE-30 bus system for PIMVA
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Figure 4.3: Line MVA of IEEE-30 bus system after the outage of line between
buses 6-8

Figure 4.4: Contingency ranking of IEEE-30 bus system for PIV Q

MVA transmission capability. This fact advocates line 6-8 is critical as far as line

congestion point of view.

Figure 4.4 shows contingency ranking according to the values of PIV Q index.

According to this analysis, outage of Line 27-29 is found to be the most critical as
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Figure 4.5: Bus voltages of IEEE-30 bus system after outage of line between
buses 27-29

compared to other line outages at base case loading condition. For further inves-

tigation voltage at all buses after the contingency outage of Line 27-29 are shown

in Figure 4.5. This figure shows the voltages at all bus terminals after the Line

27-29 outage. From this figure, it is observed that due to the contingency condition

voltages at buses 29 and 30 are found to be less than their respective minimum

permissible limit. This fact advocates line 27-29 is critical as far as voltage drop

point of view.

4.2.5 PIs calculation for IEEE 39-Bus Power System using

NR Load Flow

Table 4.2 shows the results of indices values for corresponding N-1 contingency

outages for IEEE 39 bus system. The first column of table shows location of line

outages. Similarly, the results associated with this line outage in terms of the PIMVA

and PIV Q values are shown in adjacent column. For this study each possible con-

tingency can be simulated and both the indices can be calculated. For the ranking

purpose, both indices can be sorted. The entry which is having high numerical value

of index is identified as critical one. Figure 4.6 shows contingency ranking according

to the values of PIMVA index. According to this analysis, outage of Line 21-22 is

found to be most critical as compared to other line outages at base case loading
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Table 4.2: PIs calculation for contingency ranking of IEEE 39-Bus System (Base
load condition)

Line Outage
Line MVA Performance

Index by NRLF
Line Outage

Voltage Reactive Performance

Index by NRLF

L 21-22 6.2294 L 15-16 35.0169

L 13-14 1.5398 L 8-9 3.1679

L 10-13 0.6765 L 21-22 2.7237

L 23-24 0.6707 L 3-4 2.3233

L 6-11 0.6500 L 6-7 1.9899

L 26-27 0.5093 L 12-13 1.8266

L 10-11 0.4351 L 2-3 1.8227

L 16-21 0.4306 L 12-11 1.6717

L 4-14 0.2924 L 10-11 1.6086

L 5-6 0.2269 L 26-27 1.3716

L 16-17 0.1819 L 10-13 1.3710

L 1-2 0.1793 L 5-6 1.2693

L 4-5 0.1563 L 13-14 1.2372

L 17-18 0.1480 L 5-8 1.2050

L 26-29 0.1479 L 6-11 1.1635

L 28-29 0.1468 L 23-24 1.1560

L 6-7 0.1440 L 14-15 1.1307

L 15-16 0.1411 L 16-17 1.1161

L 2-25 0.1277 L 16-21 1.0985

L 5-8 0.1265 L 1-2 1.0952

L 2-3 0.1153 L 16-24 1.0948

L 1-39 0.1101 L 4-14 1.0834

L 25-26 0.1061 L 9-39 1.0717

L 16-24 0.0991 L 17-18 1.0383

L 3-18 0.0972 L 28-29 1.0376

L 14-15 0.0972 L 4-5 1.0193

L 22-23 0.0964 L 26-29 1.0150

L 3-4 0.0957 L 17-27 1.0021

L 8-9 0.0940 L 26-28 0.9935

L 7-8 0.0937 L 7-8 0.9903

L 26-28 0.0924 L 25-26 0.9876

L 12-11 0.0919 L 2-25 0.9836

L 12-13 0.0915 L 3-18 0.9750

L 17-27 0.0915 L 1-39 0.9675

L 9-39 0.0895 L 22-23 0.9470
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Figure 4.6: Contingency ranking of IEEE-39 bus system for PIMVA
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Figure 4.7: Line MVA of IEEE-39 bus system after the line outage of line
between buses 21-22

condition. For further investigation MVA line flow of all system line after the con-

tingency outage of Line 21-22 are shown in Figure 4.7. This figure shows the plot of

maximum MVA capacity and MVA line flow after the Line 21-22 outage. From this

figure, it is observed that due to the contingency condition line MVA transmitting

through Lines 16-24, 22-35, 23-24 and 29-38 are found to be more than their respec-

tive maximum permissible MVA transmission capabilities. This fact advocates that

Line 21-22 is critical as far as line congestion is concerned.

Figure 4.8 shows contingency ranking according to the values of PIV Q index.

According to this analysis, outage of Line 15-16 is found to be most critical as com-

pared to other line outages at base case loading condition. For further investigation

voltage at all buses after the contingency outage of Line 15-16 are shown in Figure

4.9. From this figure, it is observed that due to the contingency condition voltage

at bus-15 is found to be less than their respective minimum permissible limit and
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Figure 4.8: Contingency ranking of IEEE-39 Bus System for PIV Q

Figure 4.9: Bus voltages of IEEE-39 bus system after outage of line between
buses 15-16

voltages at buses 19, 22, 25, 26 and 36 are found more than their respective max-

imum permissible limit. This fact advocates line 15-16 is critical as far as voltage

point of view.

4.3 Proposed Methodology for Contingency Anal-

ysis using ANN

For contingency analysis Artificial Neural Network (ANN) has been highly used as

discussed in [43–75]. The development of ANN, that is able to estimate the post-

contingency severity from a series of pre-contingency data for contingency analysis

is proposed in this chapter. The design of classification scheme using proposed

ANN-based methods undergoes following sequence of operation [43]:

(i) Generation of the data for training and testing of the neural network.
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(ii) Feature selection for selecting important attributes from the data.

(iii) Design of different Neural networks employing different architectures.

4.3.1 Data Generation

The data set should ideally represent all possible operating conditions and should

be reliable. Reliable data generation is the most important step for the success of a

neural network. Therefore, data is generated using the methodology proposed in the

flowchart shown in Figure 4.10. The steps followed for data generation for security

assessment and contingency analysis are:

Step 1 A large number of load patterns have been generated by randomly distribut-

ing the real and reactive loads on all the load buses. This exercise ensures

that the data set is a representative of all possible operating conditions.

Step 2 During simulation, the system load has been changed from 1.0 (base case)

per unit to 1.0± 0.05 per unit of base case.

Step 3 A contingency set consisting of all credible contingencies is considered. For

each operating condition, a contingency is simulated. Single line outage is

the most common event in a power system and hence, only one line outage

at a time is considered here forming a set of NL − 1 contingency, where NL

is the number of lines.

Step 4 Single line outage corresponding to each load pattern are simulated by AC

load flow (Newton Raphson Power Flow) and the violation of operating limits

of various components are checked. Keeping the load level constant, each

contingency is simulated several times to obtain a wide range of operating

scenarios. For this study each contingency is simulated 15 times for a selected

load level.

Step 5 The post-contingency state of the system is stored for each contingency to

calculate the performance indices, PIV Q and PIMVA. The obtained values

are normalized between 0 and 1 for each contingent case.
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Figure 4.10: Flowchart of data generation for static security assessment and
contingency analysis
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Step 6 The system state, contingency type, and the corresponding security are noted

for every operating point and for all the contingencies of a credible contin-

gency set.

Step 7 The whole data set is suitably divided into training set and test set for

performance evaluation purpose.

4.3.2 Data Normalization

The input/output training and testing set data are scaled in the range of 0 to 1 for

each load pattern. In this thesis, each input or output parameter of x is normalized

as xn before being applied to the neural network as

xn =
0.8× (x− xmin)

xmax − xmin

+ 0.1 (4.7)

Where xmax and xmin are the maximum and minimum values of data parameter x.

4.3.3 Feature Selection Using IGWO

Feature selection is a binary optimization problem. For the Intelligent Grey Wolf

Optimizer (IGWO) based feature selection method, a binary version should be de-

veloped. In this work, a solution is represented as a one dimensional vector, where

the length of the vector is based on the number of attributes of the original dataset.

Each value in the vector (cell) is represented by ‘1’ or ‘0’. Value ‘1’ shows that the

corresponding attribute is selected; otherwise the value is set to ‘0’.

Feature selection can be considered as a multi objective optimization problem

where two contradictory objectives are to be achieved with minimal number of se-

lected features and higher classification accuracy. The smaller is the number of

features in the solution and the higher the classification accuracy. Each solution is

evaluated according to the fitness function [247], which depends on the k-Nearest

Neighbors (KNN) classifier [248] to get the classification accuracy of the solution

and on the number of selected features in the solution. In order to balance between
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the number of selected features in each solution (minimum) and the classification ac-

curacy (maximum), the fitness function in Equation 4.8 is used in IGWO algorithm

to evaluate search agents.

Fitness = λ1γR (D) + λ2
|R|
|N |

(4.8)

Where γR (D) represents the classification error rate of a given classier (the K-

nearest neighbor (KNN) classifier is used here). Furthermore, |R| is the cardinality

of the selected subset and |N | is the total number of features in the dataset, λ1

and λ2 are two parameters corresponding to the importance of classification quality

and subset length, λ1 ∈ [0, 1] and λ2 = (1–λ1) adopted from [229]. Generally, the

monetary gain is the supreme motivation behind any investment along with the

improvement of system performance.

4.3.4 Training and Testing Pattern

Off-line power flow calculation results corresponding to each contingent case are used

to construct the training patterns. The load patterns were generated by randomly

changing the load at each bus. Single line outage contingencies are considered in

this work for online ranking, as these occur more frequently. Input features for

ANN consists of pre-contingent variable and the PI values will be used as targets

to perform contingency analysis. For this study, data consists of a large number of

patterns that is normalized, shuffled and divided in two groups; one for training and

the other for testing.

4.3.5 Selection of Neural Network Architecture

The neural network architecture selected for online security evaluation are Feed For-

ward Neural Network (FFNN) and Radial Basis Function Neural Network (RBFNN).

The applicability of these two ANN-based methods has been investigated under

different operating and contingency condition with IGWO based feature selection

method. Initially these neural networks have been trained for estimation of PI value.
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Table 4.3: PI based contingency classification for screening and ranking

Class/Rank PI Range Static Security Status

I: Most Critical >0.8 Insecure (0)

II: Critical 0.4-0.8 Insecure (0)

III: Less Critical 0.2-0.4 Insecure (0)

IV: Non Critical <0.2 Secure (1)

The neural network which gives the best results will further employed for contin-

gency classification.

4.3.6 Contingency Classification States

First, the values of PI are determined, after this classification of the contingency

on the basis of their PI values. Neural Network classification task is completed by

classifying the contingencies either as secure or insecure in accordance with Table

4.3, that finally gives the ranking for all the contingencies on the basis of their PI

values.

Class-I contingencies indicate that they are never safe under any operating condi-

tion and require immediate attention. Presence of these contingency causes major

violations grenerator’s active and reactive power limits, voltage limits of buses and

the thermal limits of transmission lines.

Class-II contingencies indicate that they are not safe since there is major violation

of all or some operating constraints respectively depending upon the operating con-

dition and these contingencies require proper preventive control measures such as

generator rescheduling or load shedding.

Class-III contingencies indicate that they are less critical but there are minor vi-

olations of some system constraints depending upon the operating conditions and

these contingencies become safe with proper control measures.

Class-IV contingencies indicate non-critical contingencies that never drives the power

system into insecure state. Here, all the critical contingencies (Class I to III) are

indicated by ‘0’ and Non critical contingencies (Class-IV) are indicated by ‘1’.
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4.4 Simulation and Results

The proposed strategy is tested over two standard power systems namely IEEE 30-

bus 6-generator and IEEE 39-bus 10-generator systems. IEEE 30-bus test system has

6-generators and 41-transmission lines. Bus number 1 is taken as slack bus for this

system. Whereas, IEEE 39-bus test system has 10-generators and 46-transmission

lines. Bus number 39 is taken as slack bus for this system. The line and bus data of

the systems are given in the Appendix A. All the simulations are carried out using

MATLAB [249], MatPower [250] with Intel Core i3, 2.5 GHz, 6 GB RAM.

4.4.1 Data Generation

To analyses the line contingency and ranking for IEEE 30-bus test system 4305

patterns were generated from 7 operating cases by varying the loads at all the buses

and generation randomly in the range of 94% − 106% of their base case values (in

steps of the 2%). For each system topology, corresponding to 7 operating cases and

41 single line outage are simulated 15 times to obtain different operating conditions

resulting in total 4305 (7× 41× 15) patterns.

For IEEE 39-bus test system 4830 patterns were generated from 7 operating

cases by varying the loads at all the buses and generation randomly in the range of

94%−106% of their base case values (in steps of the 2%). For each system topology,

corresponding to 7 operating cases and 46 single line outage are simulated 15 times

to obtain different operating conditions resulting in total 4830 (7×46×15) patterns.

Contingency analysis has been performed by utilizing the pre-outage data to

determine the PIs for each loading case corresponding to each outage at a time.

Out of total samples, 135 samples and 285 samples are excluded from the training

data where Newton Raphson (NR) power flow solution failed to converge for 30-bus

system and 39-bus system respectively. A total of 4170 and 4545 samples have been

taken to analyze the performance (training and testing) of the proposed ANN-based

methods for 30-bus test system and 39-bus test system respectively.
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4.4.2 Feature Selection

The input attributes selected are normally measured and processed in real time using

state estimator results and PMUs. The selected features should contain adequate

information about the health of power system from security point of view. Therefore,

pre-contingent active and reactive power generation of all generators: PG(1:NG) and

QG(1:NG), real and reactive load at buses PD(1:NB) and QD(1:NB) are considered as

input features. Here NG is the number of generators and NB is the number of load

buses in the system.

For IEEE 30-bus system, the number of generators are 6 and the number of

dispatched loads are 20 (Total Variables: 52). Whereas, for IEEE 39-bus system,

the number of generators are 10 and the number of dispatched loads are 21 (Total

Variables: 62). Now it is required to select adequate features, out of these total

variables i.e 52 and 62 for IEEE 30-bus and 39-bus systems respectively. The initial

feature sets for IEEE 30-bus test system and IEEE 39-bus test system are shown in

Equations 4.9 and 4.10 respectively.

FSi = [PG1:6, QG1:6, PD1:20, QD1:20] (Total 52 features) (4.9)

FSi = [PG1:10, QG1:10, PD1:21, QD1:21] (Total 62 features) (4.10)

Generally, the monetary gain is the supreme motivation behind any investment

along with the improvement of system performance. IGWO is employed to select

the minimum number of features with highest accuracy. To obtain results of feature

selection, 30 independent runs are performed for this approach. The maximum

number of iterations is set to 100. During this feature selection method, the k-

NN classifier (where k=5 [229]) is used as evaluator in the wrapper FS approach.

Total dataset is randomly divided into two sets, 80% of the samples are used for

training and the remaining 20% samples are employed for the tasting purpose. We

also experimented the effect of the population size on performance and accuracy

of the IGWO for prediction with high accuracy. So the IGWO is tested over the

different population sizes (i.e. 10, 20, 30, 40, 50). Accuracy results of IGWO with

different population sizes for PIMVA and PIV Q represented in Figures 4.11 and 4.12

respectively.
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Figure 4.11: Accuracy results of IGWO with different population sizes for IEEE
30-bus and 39-bus systems (PIMVA)

Table 4.4: Comparison between the proposed approaches based on average clas-
sification accuracy (PIMVA)

Algorithm
IEEE 30 Bus System IEEE 39 Bus System

Average Accuracy StdDev Average Accuracy StdDev

GA [251] 0.8974 0.0088 0.8854 0.0036

PSO [244] 0.9567 0.0053 0.9498 0.0031

GWO [225] 0.9505 0.0064 0.9518 0.0056

BGWO [229] 0.9480 0.0040 0.9513 0.0183

IGWO 0.9685 0.0006 0.9616 0.0011
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Figure 4.12: Accuracy results of IGWO with different population sizes for IEEE
30-bus and 39-bus Systems (PIV Q)

Table 4.5: Comparison between the proposed approaches based on average clas-
sification accuracy (PIV Q)

Algorithm
IEEE 30 Bus System IEEE 39 Bus System

Average Accuracy StdDev Average Accuracy StdDev

GA [251] 0.8754 0.0041 0.9014 0.0054

PSO [244] 0.9422 0.0084 0.9407 0.0046

GWO [225] 0.9274 0.0023 0.9312 0.0074

BGWO [229] 0.9317 0.0064 0.9211 0.0121

IGWO 0.9564 0.0012 0.9716 0.0020
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Table 4.6: Best obtained results of GA, PSO, GWO and it’s variants concerning
fitness values, classification Accuracy (Acc), and Number of selected Features

(NF) (PIMVA)

Algorithm
IEEE 30 Bus System IEEE 39 Bus System

Fitness Value Acc NF Fitness Value Acc NF

GA [251] 0.0179 0.9671 13 0.1275 0.9517 17

PSO [244] 0.1461 0.9711 17 0.0157 0.9814 21

GWO [225] 0.0597 0.9703 6 0.0332 0.9762 10

BGWO [229] 0.1812 0.9785 10 0.0943 0.9629 15

IGWO 0.0042 0.989 9 0.0076 0.974 10

Table 4.7: Best obtained results of GA, PSO, GWO and it’s variants concerning
fitness values, classification Accuracy (Acc), and Number of selected Features

(NF) (PIV Q)

Algorithm
IEEE 30 Bus System IEEE 39 Bus System

Fitness Value Acc NF Fitness Value Acc NF

GA [251] 0.0179 0.9471 13 0.1275 0.9517 17

PSO [244] 0.1461 0.9611 17 0.0157 0.9844 21

GWO [225] 0.0597 0.9603 6 0.0332 0.9762 10

BGWO [229] 0.1812 0.9685 10 0.0943 0.9629 15

IGWO 0.0042 0.974 8 0.0076 0.982 11

Table 4.8: Feature selected using IGWO for contingency analysis using PIMVA

System
Initial Feature Set

FSi

Final Selected Feature Set

FSf1

Dimensionality

Reduction (%)

IEEE 30 Bus System

PG1:6, QG1:6,

PD1:20, QD1:20

(Total:52 features)

PG1, QG3, QG4, QG5,

QG6, PD1, PD5, QD2,

QD3

(Total:9 features)

82.69

IEEE 39 Bus System

PG1:10, QG1:10

PD1:21, QD1:21

(Total:62 features)

PG10, QG1, QG2, QG4

QG6, QG7, QG10, PD1,

PD6, QD21

(Total:10 features)

83.87
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Table 4.9: Feature selected using IGWO for contingency analysis using PIV Q

System
Initial Feature Set

FSi

Final Selected Feature Set

FSf1

Dimensionality

Reduction (%)

IEEE 30-Bus System

PG1:6, QG1:6,

PD1:20, QD1:20

(Total: 52 features)

PG1, QG3, QG4, QG5,

QG6, PD3, PD5, QD4

(Total: 8 features)

84.6

IEEE 39-Bus System

PG1:10, QG1:10

PD1:21, QD1:21

(Total: 62 features)

PG10, QG1, QG3, QG4,

QG6, QG8, QG10, PD3,

PD8, QD19, QD23

(Total: 11 features)

82.25

k-Nearest Neighbor (KNN) [252], a common and simple method is used for classi-

fication. KNN is a supervised learning algorithm that classifies an unknown sample

based on the majority of the k-nearest neighbor category. Classifiers do not use any

model for k-nearest neighbors and are determined solely based on the minimum dis-

tance from the query instance to the training samples. The KNN method is simple

and easy to implement hence it is used for a classification and to ensure the goodness

of the selected features.

4.4.3 Determination of Performance Indices

In order to investigate the performance of FFNN and RBFNN, diiferent architectures

of the both networks have been trained using the stored data set with selected

features. Following different networks have been investigated for the both IEEE

30-bus power system and IEEE 39 bus power system.

(A) IEEE 30-bus 6-generator power system

(A.1) FFNN-1 for PIMVA determination using data set with IGWO based fea-

ture selection.

(A.2) FFNN-2 for PIV Q determination using data set with IGWO based feature

selection.

(A.3) RBFNN-1 for PIMVA determination using data set with IGWO based

feature selection.
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(A.4) RBFNN-2 for PIV Q determination using data set with IGWO based fea-

ture selection.

(B) IEEE 39-bus 10-generator power system

(B.1) FFNN-1 for PIMVA determination using data set with IGWO based fea-

ture selection.

(B.2) FFNN-2 for PIV Q determination using data set with IGWO based feature

selection.

(B.3) RBFNN-1 for PIMVA determination using data set with IGWO based

feature selection.

(B.4) RBFNN-2 for PIV Q determination using data set with IGWO based fea-

ture selection.

For the above mentioned FFNN-1 and RBFNN-1 networks, the number of inputs

is same as the number of the features in the selected feature set as per Table 4.8 and

for FFNN-2 and RBFNN-2 networks, the number of inputs is same as the number of

the features in the selected feature set as per Table 4.9 for IEEE 30-bus power system

and IEEE 39-bus power system. The value of PIs are output of ANNs. Different

type of FFNNs combinations have been investigated with different combination of

the hidden layers and trained using Levenberg-Marquardt Algorithm (LMA). Several

RBFNNs have been investigated with different values of Gaussian spread parameter.

The results of the investigation for FFNN and RBFNN are summarized in Tables

4.10, 4.12 and Tables 4.11, 4.13 respectively. After the determination of the PI value,

the next step to find out the contingency class on the basis of their PI values.

The average error of test results obtained for IEEE 30-bus system from the FFNN

and RBFNN for PIMVA and PIV Q respectively are shown in Tables 4.10 and 4.11.

From these tables, following observations can be made for the 30-bus test system.

• For PIMVA determination the average training error and average testing er-

ror of FFNN are 1.8126% and 2.6184% respectively. Whereas the average

training error and average testing error of RBFNN are 1.0277% and 1.3751%

respectively.
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Table 4.10: Average error of test results proposed from FFNN classifier for
PIMVA and PIV Q with IGWO based feature selection (IEEE 30-Bus Test System)

Sr. No.

Architecture

h1-h2-h3-o

or h1-h2-o

Number of

features

selected

Total

Number

of Sample

Number of Sample Error (%)

Train Set Test Set Train Set Test Set

A.1

(PIMVA)

30-15-10-1 9 4170 3500 670 1.2412 1.9451

30-15-10-1 9 4170 3000 1170 2.3142 3.0145

30-10-10-1 9 4170 3500 670 1.0241 2.0941

30-10-10-1 9 4170 3000 1170 2.6712 3.420

Average Error (%) 1.8126 2.6184

A.2

(PIV Q)

30-15-10-1 8 4170 3500 670 2.4147 2.6411

30-15-10-1 8 4170 3000 1170 2.1434 2.6524

30-10-10-1 8 4170 3500 670 1.2457 1.9876

30-10-10-1 8 4170 3000 1170 2.0142 2.6521

Average Error (%) 1.9545 2.4833

Table 4.11: Average error of test results proposed from RBFNN classifier for
PIMVA and PIV Q with IGWO based feature selection (IEEE 30-Bus Test System)

Sr. No.

Network

(Spread

Constant)

Number of

features

selected

Total

Number

of Sample

Number of Sample Error (%)

Train Set Test Set Train Set Test Set

A.3

(PIMVA)

N1(8) 9 4170 3500 670 1.1103 1.8465

N2(9) 9 4170 3000 1170 1.0120 1.3451

N3(7) 9 4170 3500 670 1.0314 1.2147

N4(9) 9 4170 3000 1170 0.9571 1.0942

Average Error (%) 1.0277 1.3751

A.4

(PIV Q)

N5(10) 8 4170 3500 670 1.0245 1.1278

N6(8) 8 4170 3000 1170 1.3256 1.4547

N7(9) 8 4170 3500 670 1.9854 1.9949

N8(7) 8 4170 3000 1170 1.4512 1.9875

Average Error (%) 1.4466 1.6412

• For PIV Q determination the average training error and average testing error

of FFNN are 1.9545% and 2.4833% respectively. Whereas the average training

error and average testing error of RBFNN are 1.4466% and 1.6412% respec-

tively.

The average error of test results obtained for IEEE 39-bus system from the FFNN

and RBFNN for PIMVA and PIV Q respectively are shown in Tables 4.12 and 4.13.

From these tables, following observations can be made for the 39-bus test system.
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Table 4.12: Average error of test results proposed from FFNN classifier for
PIMVA and PIV Q with IGWO based feature selection (IEEE 39-Bus Test System)

Sr. No.

Architecture

h1-h2-h3-o

or h1-h2-o

Number of

features

selected

Total

Number

of Sample

Number of Sample Error (%)

Train Set Test Set Train Set Test Set

B.1

(PIMVA)

30-15-10-1 10 4545 3500 1045 1.1142 1.7412

30-15-10-1 10 4545 3000 1545 1.2273 2.5332

30-10-10-1 10 4545 3500 1045 1.1556 2.7423

30-10-10-1 10 4545 3000 1545 2.2547 2.3451

Average Error (%) 1.4379 2.3404

B.2

(PIV Q)

30-15-10-1 11 4545 3500 1045 1.4124 1.7852

30-15-10-1 11 4545 3000 1545 2.3712 2.5423

30-10-10-1 11 4545 3500 1045 1.4278 1.9854

30-10-10-1 11 4545 3000 1545 2.2123 2.4258

Average Error (%) 1.8560 2.1846

• For PIMVA determination the average training error and average testing er-

ror of FFNN are 1.4379% and 2.3404% respectively. Whereas the average

training error and average testing error of RBFNN are 1.1118% and 1.1604%

respectively.

• For PIV Q determination the average training error and average testing error

of FFNN are 1.8560% and 2.1846% respectively. Whereas the average training

error and average testing error of RBFNN are 1.1042% and 1.1873% respec-

tively.

First, the values of PI are determined, after this classification of the contingency

on the basis of their PI values. Neural Network classification task is performed by

classifying the contingencies either as secure or insecure in accordance with Table

4.3, that finally gives the ranking for all the contingencies on the basis of their PI

values. On the basis of PI values , three different severity levels have been considered

that also provides the ranking of the contingencies; Class-I (Highly Critical Contin-

gencies), Class-II(Critical Contingencies) and class-III (Non-Critical contingencies).

The output determines whether a pattern belongs to a particular Class: I to III

indicating the ranking of contingencies and the system security status. For some

line outage, load flow solution failed to converge at some loading condition. Such

line outage are placed at the top of the ranking list. Thus contingency screening,

ranking and security assessment are performed at the same time.
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Table 4.13: Average error of test results proposed from RBFNN classifier for
PIMVA and PIV Q with IGWO based feature selection (IEEE 39-Bus Test System)

Sr. No.

Network

(Spread

Constant)

Number of

features

selected

Total

Number

of Sample

Number of Sample Error (%)

Train Set Test Set Train Set Test Set

B.3

(PIMVA)

N1(8) 10 4545 3500 1045 0.9410 1.0345

N2(10) 10 4545 3000 1545 1.1321 1.0514

N3(14) 10 4545 3500 1045 1.0174 1.2143

N4(12) 10 4545 3000 1545 1.3567 1.3415

Average Error (%) 1.1118 1.1604

B.4

(PIV Q)

N5(12) 11 4545 3500 1045 1.0041 1.0249

N6(8) 11 4545 3000 1545 1.0347 1.0894

N7(8) 11 4545 3500 1045 1.1241 1.3210

N8(10) 11 4545 3000 1545 1.2541 1.3142

Average Error (%) 1.1042 1.1873

It is found from the results shown in Table 4.10 to Table 4.13 that RBFNN is

better suited for the classification of contingencies as compared with FFNN for both

39-bus and 30-bus power system. So in next step for the classification only RBFNN

has been proposed for the contingency analysis.

The RBFNN is selected for on-line contingency assessment and ranking. The

normalized values of IGWO based selected features from pre contingent real and

reactive power output of generators (PG & QG)and real and reactive demand at

all the load buses (PD & QD) are considered as input features for training of the

RBFNN. The PIs of the system PIMVA and PIV Q are taken as the output features.

Single line outage contingencies are considered in this work for online ranking, as

they are most frequent in occurrence.

The number of inputs to the network is equal to the number of training features

the input feature set FSf obtained using IGWO for determining PIMVA and PIV Q.

Once the training of the neural network is successfully accomplished, the estimation

of PI for unknown load patterns is almost instantaneous.

Each input vector [yi] is of the following form:

[yi] = Selected Final Input Feature Set, FSf1 or FSf2 (4.11)
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The output vector [yo] of the proposed model determine PIs, as

[yo1] = [PIMVA] from RBFNN-1

[yo2] = [PIV Q] from RBFNN-2

}
(4.12)

Since the same contingency, some cases may be critical from PIV Q point of

view and non-critical from index PIMVA is used to assess security and similarly

for some other cases security margin is found to critical from PIMVA point of view

and non0critical from index PIV Q. Therefore,separate ranking is obtained for both

indices PIMVA and PIV Q employing two RBFNNs as shown in . For each case, the

performance indices are obtained off-line by AC load flow calculation.

4.4.4 Performance Evaluation of Proposed Radial Basis Func-

tion Neural Network for Contingency Analysis

With selected features employing IGWO method, contingency analysis is performed

for the IEEE 30-bus system and IEEE 39-bus system. The performance evaluation

of the proposed RBFNN-based method for contingency analysis of both systems is

indicated in Tables 4.14, 4.15, 4.16 and 4.17 with different RBFNN architectures and

different size of input patterns. The value of various training parameters have been

taken as the default values provided by the available software [249]. The classifier

performance is evaluated by classifying the patterns in test set, which generated

randomly. The accuracy of system operating state classifications can be evaluated

by determining the following measures [76,95].

• False Alrms (%)-cases in which system operating state is classified as insecure,

when it is a secure state.

False Alarms (%) =
Number of 1’s classified as 0

Total number of secure samples
× 100

• Missed Alrms (%)-cases in which system operating state is classified as secure,

when it is an insecure state.

Missed Alarms (%) =
Number of 0’s classified as 1

Total number of insecure samples
× 100
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• Classification Accuracy (%)-percentage of samples classified correctly.

Classification Accuracy (%) =
Number of samples classified correctly

Total number of samples
× 100

In power system security evaluation, the false alarms do not bring any harm to

power system operation. While in case of missed alarms, effects of system operation

become unknown leading to the failure of control actions [76,95,253]. Therefore, the

classification system must be efficiently designed to meet this requirement that the

missed alarms are kept as minimum as possible.

The performance evaluation and classification results of the proposed RBFNN

model for PIMVA for IEEE 30-bus test system and IEEE 39-bus test system with

feature selection based on IGWO is shown in Table 4.14 and Table 4.16 respectively.

The Classification Accuracy, False Alarms and Missed Alarms percentage are calcu-

lated on the basis of total samples falling in the secure or in secure class. The given

contingencies falling in I, II, III and IV on the basis of PI value are ’static insecure’,

and those in class IV are ’static secure’.

The performance evaluation and classification results of the proposed RBFNN

model for PIV Q for IEEE 30-bus test system and IEEE 39-bus test system with

feature selection based on IGWO is shown in Tables 4.15 and 4.17 respectively.

For Tables 4.14, 4.16, 4.15 and 4.17, it may be observed that of all the trained

RBFNNs give excellent classification accuracy of is nearly 99% with very less contin-

gency classification time. It is important to note that this classification accuracy is

Table 4.14: Performance evaluation of proposed RBFNN-1 classifier for PIMVA

(IEEE 30-Bus Test System)

Network/

(Spread

Constant)

Number of Samples
Classification

Accuracy

(%)

False

Alarms

(%)

Missed

Alarms

(%)

Total

Training

Time (sec)

Testing

Time/Sample

(sec)Train Set Test Set

N1(10) 3500 670 99.104 0.969 0.649 11.4313 1.273×10−4

N2(10) 3000 1170 99.230 0.661 1.140 10.6512 1.744×10−4

N3(12) 3500 670 98.805 1.162 1.298 11.2146 1.291×10−4

N4(8) 3000 1170 99.487 0.441 0.760 10.7714 1.341×10−4

Number of Features Selected=9 Total Number of Sample=4170
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obtained on unseen samples. Therefore, proposed RBFNN-based method may serve

as promising tool for online contingency classification.

Some the sample results of contingency classification based on PIMVA and PIV Q

obtained from proposed best RBFNN models with IGWO based selected features for

IEEE 30-bus test system and IEEE 39-bus test system are shown in Tables 4.18, 4.19

and Tables 4.20, 4.21 respectively. As shown in these Tables 4.18, 4.19, 4.20, and

Table 4.15: Performance evaluation of proposed RBFNN-2 classifier for PIV Q
(IEEE 30-Bus Test System)

Network/

(Spread

Constant)

Number of Samples
Classification

Accuracy

(%)

False

Alarms

(%)

Missed

Alarms

(%)

Total

Training

Time (sec)

Testing

Time/Sample

(sec)Train Set Test Set

N5(9) 3500 670 99.253 0.749 0.735 11.5314 1.743×10−4

N6(8) 3000 1170 99.316 0.648 0.816 11.2452 1.324×10−4

N7(10) 3500 670 98.656 1.310 1.470 11.4512 1.451×10−4

N8(9) 3000 1170 99.401 0.432 0.816 10.7314 1.244×10−4

Number of Features Selected=8 Total Number of Sample=4170

Table 4.16: Performance evaluation of proposed RBFNN-3 classifier for PIMVA

(IEEE 39-Bus Test System)

Network/

(Spread

Constant)

Number of Samples
Classification

Accuracy

(%)

False

Alarms

(%)

Missed

Alarms

(%)

Total

Training

Time (sec)

Testing

Time/Sample

(sec)Train Set Test Set

N1(9) 3500 1045 98.947 0.868 1.412 12.5213 1.732×10−4

N2(10) 3000 1545 99.805 0.208 0.170 11.4714 1.414×10−4

N3(12) 3500 1045 99.043 1.103 0.847 11.6142 1.351×10−4

N4(8) 3000 1545 99.093 0.939 0.851 11.4512 1.984×10−4

Number of Features Selected=10 Total Number of Sample=4545

Table 4.17: Performance evaluation of proposed RBFNN-4 classifier for PIV Q
(IEEE 39-Bus Test System)

Network/

(Spread

Constant)

Number of Samples
Classification

Accuracy

(%)

False

Alarms

(%)

Missed

Alarms

(%)

Total

Training

Time (sec)

Testing

Time/Sample

(sec)Train Set Test Set

N5(9) 3500 1045 99.043 0.814 1.298 11.9562 1.411×10−4

N6(12) 3000 1545 98.964 1.002 1.096 10.8541 1.247×10−4

N7(12) 3500 1045 99.138 0.814 0.974 11.4256 1.325×10−4

N8(8) 3000 1545 99.158 0.901 0.731 11.8742 1.741×10−4

Number of Features Selected=11 Total Number of Sample=4545
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4.21 , the classification of PIs in a particular class indicates its ranking considered

in Table 4.3.

The conclusion for sample results of IEEE 30-bus system shown in the Table 4.18

can be summarized as:

1. For line outage 15-18, it is found that system is always insecure at 98% of

base case, 104% of base case, and 106% of base case. This indicates that the

occurrence of this contingency with the above loading conditions, results in

system insecurity due to the major violations of the operational constraints.

In the event of this outage line flows are affected on a number of lines. The

contingency ranking for this line outage varies from class I to III depending

upon the loading condition.

2. For line outage 10-20, it is found that system is insecure at base case, 102% of

base case, and 106% of base case. Due to the occurrence of this line outage,

there is overloading of some transmission lines resulting in system thermal

limit violations. The severity rank of this contingency varies from class I to

III depending upon the loading condition.

3. Similar interpretation can be drwan for other line outages on the basis of

system operational limit violations considered for PIMVA determination.

Some other conclusions for the sample results for the cases of IEEE 30-bus system

are shown in the Tables 4.18 and 4.19 can be summarized as:

1. For sample result for 106%, base case, and 104% of base case, it is found that

operational constraints are violated for outage of line 10-20, resulting in system

insecurity as both the PIs are in insecure classes.

2. The classification of both PIs in a particular class indicates its ranking. The

sample contingent case corresponding to 96% of base case with line outage

27-29 having rank-III (PIMVA), the system is found to be less critical from

overloading point of view. However it is critical from bus voltage limit violation

point of view having rank-II (PIV Q). The power system is insecure for this

case and therefore, overload capabilities of transmission lines must be taken
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Table 4.18: Sample results for PIMVA estimation from proposed RBFNN
method with IGWO based selected features for IEEE 30-Bus System

PIMVA Class/Rank
Pattern No.

System Load

(% of base

case load)

Outage No.

NR RBFNN-1 NR RBFNN-1

95 94 1-3 0.7455 0.7345 II II

1013 98 15-18 0.5675 0.5843 II II

1248 102 10-20 0.2827 0.2889 III III

1861 106 15-18 0.3675 0.3715 III III

2025 102 12-16 0.6523 0.6712 II II

2247 96 24-25 0.1241 0.1284 IV IV

2653 104 15-23 0.8612 0.8741 I I

2849 106 10-20 0.6472 0.6361 II II

3254 96 27-29 0.3324 0.3289 III III

3341 104 15-18 0.8112 0.8069 I I

3556 104 16-17 0.4587 0.4642 II II

4124 100 10-20 0.8412 0.8581 I I

Table 4.19: Sample results for PIV Q estimation from proposed RBFNN method
with IGWO based selected features for IEEE 30-Bus System

PIV Q Class/Rank
Pattern No.

System Load

(% of base

case load)

Outage No.

NR RBFNN-2 NR RBFNN-2

452 96 27-29 0.6174 0.6231 II II

1152 106 10-20 0.8148 0.8204 I I

1454 98 1-3 0.5641 0.5708 II II

1920 100 10-20 0.3241 0.3312 III III

2141 100 27-29 0.1247 0.1189 IV IV

2465 102 16-17 0.7754 0.7605 II II

2747 106 10-20 0.6632 0.6698 II II

3014 104 27-29 0.1847 0.1963 IV IV

3266 102 16-17 0.1434 0.1393 IV IV

3458 104 23-24 0.5541 0.5423 II II

3742 94 24-25 0.2364 0.2319 III III

4136 102 10-20 0.6745 0.6614 II II
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in to account during the operation and planning stages in order to avoid such

critical incidents.

The conclusions for sample results of IEEE 39-bus system are shown in the Table

4.20 can be summarized as:

1. For line outage 21-22, it is found that system is always insecure at 98% of

base case, 102% of base case, and 106% of base case. This indicates that the

occurrence of this contingency with the above loading conditions, results in

system insecurity due to the major violations of the operational constraints.

In the event of this outage line flows are affected on a number of lines. The

contingency ranking for this line outage varies from class I to III depending

upon the loading condition.

2. For line outage 1-2, it is found that system is insecure at base case, 102% of base

case, and 106% of base case. Due to the occurrence of this line outage, there

is overloading of some transmission lines resulting in system thermal limit vio-

lations during insecure operating cases. The severity rank of this contingency

is either insecure class II or III depending upon the loading condition.

3. Similar interpretation can be drawn for other line outages on the basis of

system operational limit violations considered for PIV Q determination.

Some other the conclusion for the sample results for the cases of IEEE 39-bus

system shown in the Tables 4.20 and 4.21 can be summarized as:

1. For sample result for base case, 102% of base case and 106% of base case, it is

found that operational constraints are violated for outage of line 1-2, resulting

in system insecurity as both the PIs are in insecure classes.

2. The classification of both PIs in a particular class indicates its ranking. The

sample contingent case corresponding to 104% of base case with line outage

16-17 having rank-I (PIMVA), the system is found to be most critical from

overloading point of view. However it is not critical from bus voltage limit

violation point of view having rank-IV (PIV Q). The power system is insecure

for this case and therefore, overload capabilities of transmission lines must be
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Table 4.20: Sample results for PIMVA estimation from proposed RBFNN
method with IGWO based selected features for IEEE 39-Bus System

PIMVA Class/Rank
Pattern No.

System Load

(% of base

case load)

Outage No.

NR RBFNN-3 NR RBFNN-3

4394 98 21-22 0.6457 0.6341 II II

46 104 22-35 0.1245 0.1189 IV IV

847 106 21-22 0.2925 0.2853 III III

4015 106 1-2 0.2235 0.2354 III III

3549 98 1-39 0.8575 0.8412 I I

3840 102 19-33 0.1834 0.1778 IV IV

3181 100 1-2 0.7451 0.7345 II II

490 100 4-14 0.2143 0.2236 III III

788 102 21-22 0.8841 0.8795 I I

1493 102 1-2 0.3928 0.3855 III III

1986 104 16-17 0.8345 0.8445 I I

1078 102 10-32 0.1542 0.1625 IV IV

Table 4.21: Sample results for PIV Q estimation from proposed RBFNN method
with IGWO based selected features for IEEE 39-Bus System

PIV Q Class/Rank
Pattern No.

System Load

(% of base

case load)

Outage No.

NR RBFNN-4 NR RBFNN-4

4394 106 21-22 0.4612 0.4712 II II

1013 100 1-2 0.8341 0.8245 I I

1248 104 16-17 0.1480 0.1556 IV IV

1861 104 19-33 0.1741 0.8621 I I

2025 102 1-2 0.2365 0.2478 III III

2247 96 13-14 0.4512 0.4635 II II

2641 106 1-2 0.3265 0.3345 III III

2849 98 4-14 0.5238 0.5347 II II

3254 100 16-17 0.8623 0.8574 I I

3341 100 21-22 0.7453 0.7389 II II

3556 104 16-17 0.2350 0.2459 III III

4124 94 10-32 0.1128 0.1356 IV IV
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taken in to account during the operation and planning stages in order to avoid

such critical incidents.

3. It is observed that PI predicted by the proposed RBFNNs are very near to

required values of PI obtained from the NR method. The contingency ranking

results reveals that rank predicted by both proposed RBFNNs and the NR

method are almost same.

4. The verification of the results with conventional NR method indicates the

effectiveness of the proposed RBFNN method for contingency screening and

ranking.

5. The ranking results obtained with the proposed RBFNN-based methods may

alert the power system operaters of potential overloads and voltage violations

at any instant.

4.5 Comparison of the Proposed Method with Ex-

isting ANN-based Methods

The results of proposed method are compared with other existing methods in Tables

4.22 and 4.23. These tables show the comparative results for IEEE 30-bus system

and 39-bus system in terms of number of input features, testing time, number of test

samples, classification error and classification accuracy. It is evident that the clas-

sification accuracy obtained with the proposed method is higher than the existing

ANN-based methods [95, 153, 254, 255]. The proposed approach provides fast com-

putation of voltage reactive performance index, and MVA performance index and

Table 4.22: Comparison results for contingency analysis of IEEE 30-Bus Test
System

Type of ANN
Feature Selection

Method

No. of Input

Features

Testing Time/

Sample (sec)

Classification

Error (%)

Classification

Accuracy (%)

RBFNN [254] - - - 11.12 88.88

RBFNN

[Proposed Method]
IGWO 9 1.341×10−4 0.513 99.487
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Table 4.23: Comparison results for contingency analysis of IEEE 39-Bus Test
System

Type of ANN
Feature Selection

Method

No. of Input

Features

Testing Time/

Sample (sec)

Classification

Error (%)

Classification

Accuracy (%)

MLP [255]
Sequential Forward

Selection
20 2.3×10−4 16.49 83.51

MSVM [95]
Sequential Forward

Selection
17 - 9.42 90.58

FFNN [153] Divergence 18 1.67×10−4 0.60 99.40

FFNN [153]
Fisher’s Class Separability

& Correlation Analysis
35 1.259×10−4 0.32 99.68

RBFNN

[Proposed Method]
IGWO 10 1.414×10−4 0.20 99.80

MLP: Multi Layer Perceptron; MSVM: Multiclass Support Vector Machine

Once the network is trained and evaluated, this method can provide a fast contin-

gency screening and requires much less calculations as compared to the traditional

methods.

4.6 Summary

In this chapter an attempt has been done to employ supervised learning architecture

for ranking and classification of the probable contingencies. In supervised learning

approaches feature selection process is very critical because these approaches are

employed for online applications considering this fact in mind meta-heuristic based

distinct feature selection approach has been proposed in this chapter and the ap-

plication results are presented for two systems as IEEE 30-bus system and IEEE

39-bus system. Based on this chapter following conclusions may be drawn:

1. For feature selection task, new version of GWO algorithm named as IGWO has

been proposed and employed for performing feature selection task. It has been

observed that proposed IGWO based feature selection technique shows promising

results, when it is compared with previously published approaches.

2. The efficacy of proposed feature selection mechanism has been tested on two

standard IEEE power networks. The supervised architecture is framed with two

standard neural network topologies that are FFNN and RBFNN. It is observed
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that with the help of proposed feature selection method both networks perform

well in prediction of PIs. It has also been observed that RBFNN obtains better

accuracy hence it has been further used for classification of the contingency.

3. With the help of proposed supervised architecture the computational complexity

has been drastically reduced, it has also been observed that the proposed method

is also helpful in dimensionally reduction. This fact is supported by the entries

with less value of execution time for training, testing and validation.

4. Proposed supervised architecture has been tested over unseen critical contingen-

cies. The results of simulations have been expressed in terms of missed, false

alarms and classification accuracy. It has been observed that proposed RBFNN

based method exhibit superior performance with high accuracy and very less

number of false alarms. These results make this sup arch for online applications.

5. The proposed RBFNN methods gives excellent contingency classification of more

than 99% even with a very small feature subset. Therefore, proposed RBFNN-

based method may serve as a promising tool for online contingency classification.

In the next chapter assessment of transient stability with the help of a supervised

learning method (RBFNN) will be discuss in details.





Chapter 5

Identification of Generator

Criticality and Transient

Instability

[This chapter describes the RBFNN based method for the real-time transient stability

assessment. It also presents the proposed method for coherency identification, and

coherency based identification of members for preventive control technique. Applica-

bility or proposed methods on standard IEEE test systems are also discussed.]

5.1 Introduction

The transient stability is one of the most important issue at Energy Management

System (EMS) to maintain reliable & uninterrupted operation, prevent cascading

failures, avoid power system instability and large-area blackouts. Due to the dereg-

ulation, limited investment in the generation and transmission, and competitive

business environment, the transmission lines are operating near their permissible

limits. With this cropped up concern, planning of foolproof system is a prerequisite.

In recent years several cases of grid failure have been experienced throughout the

world. Tables 1.1 and 1.2 list some notable wide-scale power outages and cascad-

ing events [34]. There is a pressing need to develop fast and more accurate online

89
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stability evaluation methods which could analyze the level of stability and suggest

appropriate control action well in time to ensure power system transient stability

under all operating conditions. However operating condition is found to be unsta-

ble, then system stability takes over system economy. and preventive action may be

taken to bring the state in secure operating state even if cause some loss of economy.

Power system Transient Stability Assessment (TSA) has become a major concern

for modern electric utilities which are operating closer to their security limits due

to deregulation, competitive business environment, economic and operational con-

straints. Modern power systems are dynamic in nature, where the network topology

is changing continuously with varying load demand. With increase in load, the power

system is loaded to its limit leading to loss of synchronism and system collapse even

under minor disturbance [35]. In real time operation, the operating conditions, load-

ing conditions are quite different from those assumed at planning stage. Thus, to

prevent system from failure due to any possible hard contingency the operator access

and monitor the health of power system by simulating different contingencies in ad-

vance and keep the preventive control action in mind. This whole process is called

Transient Stability Assessment (TSA) and preventive control. The TSA involves

monitoring and assessment of the rotor angles of the generators under abnormal

operating conditions. The dynamic behavior of the power system under probable

contingency is studied based on these rotor angle behavior.

In the past, various methods based on energy functions [35,38,104–106,158–165],

Time-Domain Simulations (TDS) [96–103,157] and hybrid methods have been pro-

posed by various researchers for TSA. TDS based methods consists of simulating

during and post-fault behaviors of the system for a given disturbance and observ-

ing the angular swings of the machines to estimate security status [103]. However,

this method is difficult to implement for on-line TSA mainly due to heavy com-

putational burden. Another conventional method for stability analysis of power

systems by Lyapunov’s direct method has been addressed by M.A. Pai et.al. [35,38].

Direct methods are based on the post-fault system equations by a stability crite-

rion [35, 38, 102–106]. But this method suffers from computational in accuracy for

multi-machine power systems. A method based on Wide Area Management System

(WAMS), Energy function and Ad-joint Power system (APS) model was presented

in [107], the method was based on trajectory prediction by employing curve fitting
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technique. A corrected transient energy function based strategy for probabilistic

TSA of power systems was proposed in [108]. An interval Taylor expansion based

method was proposed to assess the transient stability in the presence of uncertainties

in [109]. A stochastic power system model based on stochastic differential equations

(SDEs) was proposed to take into account the uncertain factors [256]. A modified

form of swing equations and DC link dynamic equations to compute the critical

clearing time for a given fault based on the center of angle evaluation was proposed

in [110]. Employment of energy function based approaches enables the system op-

erator to get information regarding degree of stability. Moreover, these approaches

are fast and provide important information for selecting appropriate preventive con-

trol strategy. However, the bottlenecks in the energy function based approaches are

characterization of stability boundary and definition of fault dependent region of at-

traction locally around controlling unstable equilibrium points. The major difficulty

in energy function based approaches is that they are applicable only for first swing

instability [111].Therefore due to the limitations of these methods, there have been

great interests in applying artificial intelligence and machine learning based meth-

ods, which are promising for online application. Extensive research have been made

for assessment of power system health using ANNs due to its excellent classification

capability and speed [72,91,112–118].

The ANN based TSA methods requires generation of reliable data set using most

accurate TDS techniques. So TDS based approaches along with the application of

supervised framework are still preferred over other approaches. Following are the

advantages of TDS based methods.

• These approaches are simple and are applicable to general power system mod-

els.

• The time domain response of all state variables can be obtained in post, pre

and during fault states. This information is beneficial for both planning and

operating states. The operator can interpret the simulation results at any

point of time.

TDS provide the details about the generators rotor angles’ deviation during the

post, pre and during fault states. However, interpretation of these information for
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the purpose of the assessment is a complicated task. The ANN based assessment

methods needs the transient stability status in the form of some numerical values

and therefore, one of the purpose of online TSA is to compute an index which

provide the numerical values which are replica of the transient stability of the power

system under contingencies. This index is helpful for power engineer to gain insight

into stability related problems and to take proper operational decisions. In the

current decade, many researchers have proposed different severity indices for online

assessment of dynamic security of the large power systems [97, 118, 199, 257–261].

Rotor Trajectory Index (RTI) has been employed in approaches for ranking and re-

dispatching generation of the generating machines [199,257]. In [261] a small signal

stability index is proposed for power network dynamic assessment by employing

TDS. The value of this index is calculated by the system’s eigenvalues. This is

determined using dynamic simulation. An index is proposed in [260] for Dynamic

Security Assessment (DSA). In [260], a practical and heuristic index is proposed for

fast contingency ranking. These indices are based on transient stability status in

large power systems. Some limitation of these methods as under:

• Due to the usage of rotor angle values directly, the method put heavy compu-

tational burden.

• The prediction of the real time transient state of the power can be done suc-

cessfully by published methods, but these methods are used only as a classifier.

• The stability status of the individual generator for any contingency cannot be

determined by these methods.

• For the control action like generator rescheduling, the knowledge of the individ-

ual generator state (either stable or unstable) with high accuracy is mandatory.

• For large power systems large simulation time is required for monitoring the

system health [35].

• Due to first swing instability [35] wrong assessment of transient stability has

been observed.



Chapter 5. Identification of Generator Criticality and Transient Instability 93

• However, there is still one major limitation in machine learning-based TSA

techniques, existing work tends to employ a fix time frame data and a par-

ticular fix instant value of dynamic data for modeling the supervised learning

engine.

From the literature, it is evident that a numerical indicator which is composed of

major state variables of the power system is able to indicate the stability status of

the power system. This fact has become major motivation to derive a new indicator

for stability status. For determination of stability status a bulk power system is

segregated into small equivalent groups of generators. To overcome the above said

limitations in previous proposed approaches, these approaches need improvements

for accurate identification of the generator criticality and transient instability of the

system.

Cascading outages are major threats to the secure and stable operation of power

systems. During cascading failures, the interconnection between different electric

areas is weakened and the system working generators are divided in several groups

according to their behavior [262]. These groups are known as coherent groups of

generators. Some groups are very sensitive to the disturbance and some are unaf-

fected by the disturbance. To initiate a preventive control action for enhance the

power system stability under disturbance, information about the generator coherent

group are primarily required.

As stated, generator coherency has a considerable application in power system

operation and control. The concept of coherent groups of generators is based on the

similar behavior of TDS responses of generators when they are subjected to a pertur-

bation [33]. This phenomenon is called coherency. In this consideration, generators

that have the similar post-disturbance rotor angle deviation or speed variation char-

acteristics are called coherent and are placed in the same group. The generator’s

dynamic response under disturbances can also be recognized by the deviations in

phase angles of voltage or/and current phasor of the system. Hence, it is required to

monitor and examine the relationship or similarity of rotor angle deviation to find

coherent nature of the power system components.

Several methods have been introduced in the literature for identification of coher-

ent behavior of generators and their classification, according to their similar behavior
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(TDS characteristics). After identification of the coherent groups, control strategies

can be applied on them. In order to initiate any preventive control under stressed

condition, it is desirable to discover the coherency between generators [198]. In

general, coherency classification techniques can be divided mainly into two types.

The techniques that are placed in the first type are based on model reduction and

required computation of the eigenvalues and eigenvectors of power system [197]. For

example, a Syn-chronic Modal Equivalencing (SME) was proposed in [197] for struc-

ture preserving dynamic equivalencing of large power system models. Techniques

that are placed in the second type are based on disturbances and use TDS to find co-

herent groups of generators. For example, several studies have used Rotor Trajectory

Index (RTI) [199] has been used. Fourier spectrum [200] or fast Fourier dominant

inter-area mode [201], principal component analysis [202], independent component

analysis [203], hierarchical clustering methods [204–206] and [207], Fuzzy c-medoids

algorithm [208, 209], wavelet [210], and Hilbert-Huang transform [211] to identify

coherent generators.

Generally, real time TSA is an approach to find the fast and accurate prediction

of the system stability status (either stable or unstable) in real time by considering

the future behavior of the generator under the disturbed operating condition. In the

literature various topologies were proposed to forecast the system stability status

by using different types of artificial intelligence based techniques [154, 263–267].

The coherency and stability state prediction were carried out by using rotor angle

values through RBFNN in [263]. Due to the usage of rotor angle values directly,

the method put heavy computational burden. Hashiesh et. al. [264] proposed a

supervised learning technique for transient stability state prediction by ANN. The

prediction of the real time transient state of the power can be done successfully

by the above discussed methods, but these methods are used only as classifier. The

stability status of the individual generator for any contingency cannot be determined

by these methods. For the control action like generator rescheduling, the knowledge

of the individual generator state (either stable or unstable) with high accuracy is

mandatory. However, there is still one major research gap in machine learning-based

TSA techniques. The existing work tends to employ a fix time frame data and a

particular fix instant value of dynamic data for modeling the supervised learning

engine. On the basis of the critical review, authors are motivated to propose a new

severity index which can normalize the values of post fault rotor angle deviations in
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a specified range for precise classification of coherent groups and transient stability

status with low computation burden.

The main requirement of real time TSA is that it should be fast enough to al-

low timely initiation and implementation of appropriate preventive and emergency

control action [263] to prevent possible loss of stability. It is desired that future sta-

bility status should be known with in few cycles from Fault Clearing Time (FCT)

after the fault. It is reasonable to believe that initial variations of rotor angles of

generators carry sufficient information about prospective stability status of power

system. Therefore, by observing the initial rotor trajectory it is possible to predict

the prospective stability status. However. larger the period of initial observation

better is the success rate of prediction.

In this chapter an RBFNN based method is proposed for online TSA of power

system for a probable set of contingency. An new Transient Stability Index (TSI)

is proposed to scaling the severity of the transient instability and identifying the

stability status of each generator in term of their synchronism. The proposed TSI is

based on time domain solution of the swing equation that is used for the assessing

the transient stability of the power system. The online stability under varying

operating condition is determined through RBFNN based approach predicting the

TSI values for all the generators for given operating conditions and then evaluating

the transient stability state. The input of the proposed RBFNN are the variation

of rotor angle values of all the generators (available through PMUs installed at high

side of generating bus) with respect to δCOI from FCT+0.01s to FCT+0.05s. The

rotor angles after a large disturbance gives the information of transient stability state

of the system. If any generator goes “out of step”, the operating state is declared

“unstable” state, else “stable”. The predicted output of RBFNN is employed to

determine stability status of system, coherent group, criticality rank of generator

and preventive control action, when system following a large perturbation or fault.

The proposed method is independent of the fault location and the type of fault

and depend only upon the post-fault data obtained through PMUs in real time at

centralized control center. The applicability of comprehensive scheme of TSA has

been tested on IEEE 39-bus, 10-generator, IEEE 68-bus, 16 generator and 145-bus,

50-generator systems under wide operating conditions and application results are

presented. In the following section mathematical formulation for TSA is presented.
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5.2 Problem Formulation for Transient Stability

Assessment

The main objective of the transient stability analysis is to identify the ability of

a power system to remain in equilibrium after the severe disturbance. The aim of

TSA to assess the dynamic behavior of a power system accurately and efficiently.

5.2.1 Power System Dynamics

TDS method is used to solve the differential equations involved in power system

stability analysis. The Overall system model of TDS is shown in Figure 5.1. TDS

of power system with dynamic disturbance is required for TSA to find whether

system maintains synchronism during disturbance or not. This decision is taken

by monitoring the movement of trajectories of rotor angles during a perturbation

period. The swing equation shows the transient behavior of the system [33, 102].

If the trajectories of rotor angle of either single generator or a group of generators

are found to increase without limit with reference to remaining machines, then the

system is unstable. Another phenomenon, if rotor angles of all working system

generators remain bounded within their respective permissible limits, then system is

considered as stable [102]. Vahdati et al. [268] describe mathematical representation

of the detailed system dynamics. In this study, the multi machine classical model

for transient stability analysis is used.

dδj
dt

= ∆ωj j = 1, 2, ..., NG (5.1)

d∆ωj
dt

=
1

Mj

(Pmj − Pej −Dj∆ωj) (5.2)

Pej = GjjE
2
j +

n∑
k=1, k 6=j

EjEk {Gjk cos (δj − δk) + Bjk sin (δj − δk)} (5.3)

where, Gjk + jBjk is transfer admittance between the jth and kth generators, Mj

is moment of inertia, Pej is electrical power output, Dj is damping coefficient, Pmj

is mechanical power input, ∆ωj is rotor speed deviation, δj is rotor angle for jth
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Figure 5.1: The overall system model of TDS

generator, δk is rotor angle of kth generator. The deviation between generator rotor

angles with reference to time t can be found by using the set of swing Equations 5.1,

5.2 and 5.3.

In the projectile transient phenomena, inertial center of system is taken as reference

frame for calculations. The generators’ rotor angles with respect to center of inertia

(COI) [269] are used to detect whether the system is stable or not. For a system

having NG-generators with inertia constant Mj and rotor angles δj of jth generator

then the inertial center δCOI is determined by Equation 5.4.

δCOI (t) =
1

Mtotal

NG∑
j=1

Mjδj (t) (5.4)

5.2.2 Proposed Transient Stability Assessment

With the wide application of the Phasor Measurement Units (PMU) and Wide

Area Measurement System (WAMS) in power system, TSA is possible in real time.

The real time measurements based transient instability detection methods used to

employ the post fault power angle trajectories for many decades [263]. The power

angle deviation is used as transient stability indicator. If it increases monotonically

and cross the predefined threshold value, then power system is transiently unstable.
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Figure 5.2: Proposed transient stability assessment model

The frame structure of real time power system TSA model mainly consists of

two systems, viz. hardware system and software system as shown in Figure 5.2.

Hardware includes the master server, the visual work station and communication

interface as well as control action actuating devices. Software system includes the

data acquisition system, the power system monitoring system, the generator rotor

angle prediction system, the transient instability identifier system and the preven-

tive/emergency control action system.

A numerical integration technique such as Runge-Kutta method can be used to

solve swing equation. The T/S status is determined by monitoring the swing in

rotor angle trajectories and deviation in rotor angle with respect to the constraint

for transient instability is given as Equation 5.5.

∆δj, COI = |δj − δCOI | ≤ δmax j = 1, 2, . . ., NG (5.5)

Here δmax is maximum allowable value of relative rotor angle for secure operation.

The PMUs are installed on the high side of generating buses to monitor generator

rotor angles [270]. The data are transferred to the central control location every cycle

with 1-µs accuracy and is utilized for real-time calculations for this study. During

the case of disturbance if relative rotor angle ∆δj, COI violates ∆δj,COI (≥ δmax) in

a time interval [0, tmax], the system is considered as insecure (1) else is considered
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secure (0). For this work maximum allowable value of relative rotor angle for secure

operation δmax is taken as 1200 [271–273].

5.2.3 Proposed Transient Stability Index

Rotor angle trajectory of any generator is a replica of transient behavior of that

generating unit. Application of PMUs and WAMS makes it possible to determine

rotor angle values which can be used to detect the synchronism state of a generating

unit in real time. The synchronism status of the generating machines for every inse-

cure contingency needs to be discovered with less computational burden and time.

Therefore, the rotor angle trajectory based severity index, called Transient Stability

Index (TSI) is proposed in this chapter to assess the severity of any operating con-

dition following a disturbance. TSI is determined from TDS and defined for any jth

generator as:

TSIj = 1− δmax −∆δj,COI (τ)

|δmax + ∆δj,COI (τ)|
(5.6)

Where, ∆δj,COI(τ) is the final value of rotor angle deviation in degrees at the end

of simulation time.

TSI can be used to assess the stability of power system, to rank the criticality and

individual stability status of the generators and coherency among generators. Hence,

it indicates the synchronizing condition of the system for a given hard contingency.

The numerical value of TSI is an indicator of the unstable or stable system state of

the power system respectively.

Generator Stability Status =

{
Unstable if TSI ≥ 1

Stable if TSI < 1
(5.7)

5.2.4 Proposed Methodology for Online TSA using ANN

TDS is the well established and accurate method for TSA. It can handle detailed

modeling of the system and provides most accurate information of power system

variables in post-disturbance scenarios but it is computationally very demanding.

Moreover, the TDS methods requires complete information about all the dynamic
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and static variables of power system to predict the security status of a current oper-

ating state. Modern power systems are large and complex therefore, it is not possible

to keep a track of all minor changes occurring in topology and control variables and

therefore TDS methods are not suitable for on-line applications. However, these

methods can be used to generate accurate off-line data covering wide range of op-

erating scenarios for training ANN. ANN has widely used for the TSA as reported

in the literature. The proposed method is used an predictor, which predict the

TSI values. These predicted TSI values employed to classifies the operating states

of a power system into secure and insecure classes. In this thesis, a more efficient

TSA scheme is proposed which determines the on-line transient stability state of

the system for probable disturbance through Transient Stability Index (TSI), which

is based on the rotor angle deviations using Radial basis function Neural Network

(RBFNN). The development of RBFNN topology capable of predicting the post-

disturbance severity from pre-contingent data for TSA is proposed in this section.

The method can be used on-line for the unseen operating scenarios when the system

is still in secure state and rank the possible contingencies for particular operating

conditions in decreasing order of the severity through predicted values of the TSI.

5.2.5 Data Generation

The primary objective of data generation is to obtain all possible operating states

of the power system. The off-line database consists of large number of randomly

varied load patterns covering wide range of scenarios for credible contingencies.

The selection of critical contingencies depends upon the knowledge of the operator

about the probability of their occurrence and severity. The rotor angle values of the

generator after fault clearing time i.e. (FCT+0.01s to FCT+0.05s) are considered as

input features of the neural network and the values of TSI at the end of the simulation

and out of step time are taken as output targets. The steps for generating offline

data using TDS for online TSA are as follows:

Step 1 Run Optimal Power Flow (OPF) on the given test system at base case,

obtain and set the optimal generation.

Step 2 Set random total load of the system between 95%-105% of the base case.
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Step 3 Set pattern I = 1.

Step 4 Randomly vary the real and reactive load of each bus of the system.

Step 5 Create a thre phase fault, perform TDS for given load pattern.

Step 6 Record the rotor angles with respect to COI, δj, COI(t)(g = 1, 2, ..., NG) at

each time step during simulation.

Step 7 According to the δj, COI(t) TSI is calculated.

Step 8 Is δj, COI(t) > 1200 or TSI > 1, the system for the given operating conditions

contingency J is transient unstable (1) otherwise transient stable (0).

Step 9 Is pattern count = max? Yes, go to next step (x) else I = I + 1 and go to

step (iv).

Step 10 All cases simulated? Yes, divided the total patterns into train set and test

set for RBFNN otherwise, Increase the total load by 2.5% and go to step 3.

5.3 Proposed Radial basis Function Neural Net-

work

Radial basis Function Neural Network (RBFNN) architecture is proposed for on-

line TSA of power system. RBFNN is used due to its nonlinear mapping capabil-

ity, structural simplicity and better training efficiency can be effectively used for

predicting the post-disturbance TSI values with pre-disturbance data. Radial basis

function (RBF) networks were introduced into the neural network literature by Lowe

et.al [274]. RBFNN is the class of single nonlinear hidden layer feed forward neural

networks which have nonlinear mapping capability and use radial basis function as

activation function. The output of the network is a linear combination of radial

basis functions of the inputs and neuron parameters.

An RBFNN with a supervised learning mechanism is made up of a set of neurons

configured in a connected network consisting of three layers, namely, input layer,

hidden layer and output layer. The input layer is actually an input vector with
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Figure 5.3: Proposed Radial Basis Function Neural Network (RBFNN)

each element representing a feature, while the hidden layer consists of Radial Basis

Function Neurons (RBFNs) and the output layer consists of Linear Neurons (LNs).

The structure of RBFNN includes X = (x1, x2, x3, . . . , xd)
T a d-dimensional input

vector. C = (c1, c2, c3, . . . , cd)
T a center vector, ‖X − C‖ distance between X and

C, ϕ (X,C, σ) a Gaussian basis function with input X as variable and center C

and width σ as parameters, and y the output of the neuron. The Gaussian basis

function [47] is of the form:

ϕ (X,C, σ) = exp

(
−‖X − C‖

2

2σ2

)
(5.8)

where ‖X − C‖ is the Euclidean distance expressed as:

‖X − C‖ =

√√√√ d∑
i=1

(xi − ci)2 (5.9)

Figure 5.3 shows the architecture of the proposed RBFNN, in which neurons

are linked together to form a 3-layer network. In the network, all the neurons in

the hidden layer are linked with the input layer and also to the every neuron in the

output layer. Links exist between two adjacent layers only, and there is no link in

the same layer and between any two non-adjacent layers. The working process of

the network can be divided into three phases. At first, an external input X being
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Figure 5.4: Flow chart of the proposed scheme
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a vector of features’ values is fed into each of k-neurons in the hidden layer, then

the output yielded by each hidden neuron is fed into all neurons in the output layer,

and finally all outputs of output neurons are the network’s output Y with the jth

element being computed by

yj =
k∑
i=1

wji exp

(
−‖X − C‖

2

2σ2

)
+ wj0 j = 1, 2, . . . , N (5.10)

Where k is the number of hidden neuron, wji is the connection weight linking the

ith hidden neuron to the jth output neuron, wj0 is the bias of the jth output neuron,

and Ci and δi are the ith hidden neuron’s center and its activation function’s width

respectively.

For on-line TSA, the off-line data is generated for the given set of credible con-

tingencies by randomly varying the real and reactive loads, the real and reactive

power generations of all the generators are set to optimal point of the base case. In

this thesis, we propose a supervised architecture that is based on the rotor angle

values of the generator after fault clearing time i.e. (FCT+0.01s to FCT+0.05s) and

predict the values of TSI and out of step time for different cases. The dimension

of feature vector for this approach is 5 × NG and output vector is NG + 1 i.e. the

time and the values of TSI of each generator. Radial basis function is used to build

ANN. The transfer function of RBFNN is shown in Equation 5.10.

Input V ector [xn] =



δG(FCT + 0.01s)

δG(FCT + 0.02s)

δG(FCT + 0.03s)

δG(FCT + 0.04s)

δG(FCT + 0.05s)



G=NG

G=1

(5.11)

A flow chart showing the process is depicted in Figure 5.4. The values are nor-

malized between 0 and 1. The potential input features vector for this architecture

is defined in Equation 5.11.

The target for RBFNN output is the TSI values, calculated from final values

of the generator rotor angle at the end of the simulation and time at which any

generators’ rotor angle trajectory cross δmax. These are defined as target vector as
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given by Equation 5.12.

Output [Y ] =

[
TSIG

tcr

]G=NG

G=1

(5.12)

Where NG = 1, 2, ..NG;NG represents the total no. of generators. Ranking of

generators can be found from their corresponding generator TSI values’. Further

this ranking can be used in the process of preventive and corrective control action.

5.4 Proposed Real Time Coherency Identification

Real-time coherency identification becomes a complex problem when the system

is subjected to a large disturbance and rotors swing continuously. The coherent

generators may change their group in the subsequent cycles and form different groups

finally. Large groups may separate into smaller groups or vice versa, smaller groups

may combine to form a larger group. The initiation of proper counter corrective

measure is based on the coherency information. This action can be effective if it is

taken in stipulated time. Hence, early detection of coherent groups after disturbance

is critical and can prevent the system from cascaded failures resulting in blackouts.

In proposed work, the classical criterion for two generators is computed as follows:

TSIi − TSIj ≤ λ (5.13)

Where TSIi and TSIj are the TSI values of the generators i and j respectively,

predicted by RBFNN. λ is the maximum permissible deviation of rotor angles for a

pair of generators at the considered time step. Identification of coherent group is a

time dependent exercise that depends on the prediction and measurement time. In

this work end time of TDS is considered for the coherency identification.

In this study, the identification of the coherent group of generators is obtained by

predicting the rotor angle values at the end of the simulation with five consecutive

cycles data consisting of rotor angle after fault clearing which is obtained at central
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control location through PMUs. With these predicted rotor angle values, the real-

time transient stability state is obtained using Equation 5.13.

5.5 Simulation Results

The proposed strategy is tested on three global standard benchmark systems, namely

IEEE 10-generator 39-bus New England system, 16-generator 68-bus and 50-generator

145-bus power networks. All the TDS simulations are carried out using MAT-

LAB [249], MATPOWER [275], PSAT Version 2.1.10 [276] and PST [277] with

Intel Core(TM) i3-3110M platform with 2.40 GHz and 6 GB RAM. The symmetri-

cal fault with ground is initiated at random time from 0.01s to 0.12s and cleared at

0.2s by randomly perturbing the real and reactive loads on all the load buses and real

and reactive power generation at the generator buses. System total load is varied

from 95% to 105% of base case load [278]. Fault is simulated with a large number

of operating cases. Simulation time is selected as per Kundur et.al [35]. Gaussian

spread parameter for RBFNN is taken 0.55. After observing the TDS, RBFNNs are

constructed as per the Section 5.3.

5.5.1 Training and Testing Data Generation

The real and reactive loads are varied from 95% to 105% of the base case in steps

of 2.5% and for each topology 100 patterns are generated by randomly varying all

loads, which covers a wide range of scenarios. The dynamic simulation is performed

for 3 seconds and 5 seconds for 10-generator, 39-bus & 16-generator, 68-bus system

and 50-generator, 145-bus test system respectively. Rotor angles values of all the

generators at the end of simulation is observed. The off-line data is generated by

considering the following assumption [102]:

(i) A classical machine model is considered, where machine is represented by a

constant voltage behind their direct axis transient reactance.

(ii) The loads are modeled as constant impedance with pre-fault steady state val-

ues.
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(iii) The inertia constant of machines remains constant during transient period.

(iv) The mechanical power input to machine is considered constant during transient

period and taken equal to pre-fault electrical power output of the machine.

(v) Damping or asynchronous power is negligible.

Thus total 500 patterns are generated for different contingencies. The online TSA

is done by post-disturbance data of rotor angle trajectories. The RBFNN is used

for mapping the nonlinear relationship of post-fault rotor angle trajectory values to

the TSI values which are replica of the post-fault behavior of the generator. The

fault applied at different locations, hence the load situated close to the fault affect

the rotor angles of machines and the system stability close to that disturbance only

and do not affect much the rotor angle of machines far from that disturbance.

5.5.2 Determination of Transient Stability Assessment us-

ing Proposed TSI

The transient stability state of each case is analyses based on the swing of rotor angles

obtained by the numerical routines for 3s for small system and 5s for large power

system as per [35]. The determination of TSA using proposed index is obtained on

the basis of the following steps:

Step 1 The proposed TSI provides an index based on the generator rotor angle

deviate from the COI.

Step 2 A threshold value or critical value for TSI is obtained by the boundary

value of relative rotor angle deviation from COI, which is δmax for transient

instability following a disturbance. For this study, δmax is taken as 1200

which decides the critical value for TSI. The critical value of TSI for this

system is taken as “1”.

Step 3 For any generating unit having TSI≤1 indicates that the machine will remain

in synchronism with rest of the system. All such machines are called non-

critical machines.
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Table 5.1: Validation of RBFNN for 10 Generator 39 Bus System Case- 3-φ
fault at bus-4 and cleared by opening the breakers to isolate line 4-14

Fault Duration

0.2s 0.18s 0.17s 0.14s 0.15s 0.13s 0.10s 0.08s

∆δCOI 1563.6279 1138.8126 118.1225 109.2366 102.0193 90.1906 75.9733 67.8471

TDS
TSI 1.8575 1.8093 0.9921 0.9530 0.9190 0.8582 0.7753 0.7224

tcr 0.73 0.82 - - - - - -

RBFNN
TSI 1.8575 1.8093 0.9921 0.9530 0.9190 0.8582 0.7753 0.7224

tcr 0.73 0.82 - - - - - -

Step 4 For any generating machine having TSI>1, indicates that the machine will

lose synchronism with rest of the system making insecure. The rotor angle

of such machines continues to increase without bound with respect to COI

following a disturbance on the system. All such generator are called critical

generators.

Step 5 Generator status is indicated as “0” and “1” for non-critical and critical

machines respectively. If any generator becomes critical by going out of

step or losing synchronism, it will make the system transiently unstable

represented as “1”, otherwise the system will remain in synchronism and is

transiently secure represented as “0”.

Step 6 The TSI value is the target for proposed RBFNN. The Power system tran-

sient stability status is depended on the predicted value of TSI.

Step 7 The ranking of critical machines which going “Out-of-step” for each case can

be obtained by ranking their TSI values in decreasing order of their severity.

5.5.3 Validation of proposed RBFNN

After training, in order to check how well the trained RBFNNs act under different

simulated fault scenarios, the results of RBFNNs are validated by different test

patterns with change in fault duration from 0.05s to 0.2s. The performance of trained

RBFNNs in evaluation of system stability is determined by predicting accurate value

of TSI and ‘out of step’ time. The validation of simulation results is shown in Tables

5.1, 5.2, 5.3 and 5.4.
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Table 5.1 is shown for 10-generator 39-bus power system at base case random

load variation and three-phase fault at bus-4 simulated at different fault initiated

times from 0.001s to 0.12s and cleared at 0.2s by opening the breakers to isolate line

4-14. The state of transient stability for all generators is determined by observing

rotor angle swings (∆δCOI) in the time interval. As per this table, for fault duration

0.2s, the maximum rotor angle deviation value among all the working generators is

1563.62790 at the end of simulation and corresponding to this value, TSI is calculated

as 1.8575. The predicted maximum TSI value among the all TSI values by proposed

RBFNN is also 1.8575 with 100% accuracy. Same comparison is shown in critical

time prediction as TDS provide the 0.73s at which system lose his synchronism (i.e.

anyone generators’ rotor swing cross the maximum rotor angle limit δmax). The

predicted value by the proposed RBFNN is also 0.73. So the proposed RBFNN

provide the information with high accuracy. Table 5.2 is shown other samples of

validation result for 10-generator 39-bus power system.

In Table 5.3, validation results of twelve 3-phase fault simulation cases are exhib-

ited for 16 generator 68 bus power system. This system has 16 generators and 86

transmission lines. Bus no. 65 is taken as slack bus for this system. Bold values of

the TSI represent that these are more than the stability boundary value (i.e. 1) and

considered as unstable system operating scenarios.

In Table 5.4 validation results of eight 3-phase fault simulation cases are exhibited

for 50 generator 145 bus large power system. This system has 50 generators and 453

transmission lines. Bus no. 145 is taken as slack bus for this system. The results of

proposed TSI are compared with the predefine Rotor Trajectory Index (RTI) [199]

for 50-generator 145-bus power system. The following conclusions can be drawn

from the results shown in Tables 5.2, 5.3 and 5.4.

• Validation results are taken for three different small to large size of power

systems.

• Bold faced values represent the unstable cases. As fault time increases, final

value of the rotor angle of the generators increases, so accordingly values of

TSI are also increasing.
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Table 5.2: Validation of RBFNN for 10 Generator 39 Bus System

Fault DurationFaulted

Bus

Line

Trip 0.2s 0.19s 0.18s 0.17s 0.15s 0.13s 0.10s 0.08s

∆δCOI 6868.3757 6789.0313 6677.5301 6587.5834 6538.4365 5928.3965 4388.5204 99.4900

TDS
TSI 1.9657 1.9653 1.9647 1.9642 1.9640 1.9603 1.9468 0.9066

tcr 0.3 0.3 0.32 0.34 0.36 0.45 0.66 -

RBFNN
TSI 1.9657 1.9653 1.9647 1.9642 1.9640 1.9603 1.9468 0.9066

26 26-28

tcr 0.3 0.3 0.32 0.34 0.36 0.45 0.66 -

∆δCOI 76.7031 76.0331 74.5554 73.0982 71.6626 67.4724 63.4625 60.9007

TDS
TSI 0.7799 0.7757 0.7664 0.7571 0.7478 0.7198 0.6918 0.6733

tcr - - - - - - - -

RBFNN
TSI 0.7799 0.7757 0.7664 0.7571 0.7478 0.7198 0.6918 0.6733

1 1-2

tcr - - - - - - - -

∆δCOI 1876.5154 1679.1253 1182.3090 108.9813 100.6634 82.5404 69.1256 62.6888

TDS
TSI 1.8798 1.8666 1.8157 0.9519 0.9124 0.8151 0.7310 0.6863

tcr 0.47 0.50 0.64 - - - - -

RBFNN
TSI 1.8798 1.8666 1.8157 0.9519 0.9124 0.8151 0.7310 0.6863

10 10-13

tcr 0.47 0.50 0.64 - - - - -

∆δCOI 6751.0253 6706.4219 6606.0261 6524.6319 6333.9943 5196.6723 105.5658 88.8525

TDS
TSI 1.9651 1.9648 1.9643 1.9639 1.9628 1.9549 0.9360 0.8509

tcr 0.30 0.31 0.33 0.35 0.37 0.49 - -

RBFNN
TSI 1.9651 1.9648 1.9643 1.9639 1.9628 1.9549 0.9360 0.8509

26 26-27

tcr 0.30 0.31 0.33 0.35 0.37 0.49 - -

∆δCOI 1590.6022 1489.9770 1173.8111 445.8569 105.9833 86.6269 73.3731 66.0079

TDS
TSI 1.8597 1.8509 1.8145 1.5759 0.9380 0.8385 0.7589 0.7097

tcr 0.54 0.61 0.93 1.76 - - - -

RBFNN
TSI 1.9002 1.8936 1.8662 1.8342 1.7530 0.9235 0.8220 0.7558

11 11-10

tcr 0.54 0.61 0.93 1.76 - - - -

∆δCOI 2284.0305 2135.9274 1673.2968 1327.2819 851.8398 102.9432 83.7361 72.8908

TDS
TSI 1.9028 1.8984 1.8868 1.8729 1.8518 0.9221 0.8358 0.7816

tcr 0.56 0.58 0.61 0.66 0.72 - - -

RBFNN
TSI 1.9028 1.8984 1.8868 1.8729 1.8518 0.9221 0.8358 0.7816

15 15-14

tcr 0.56 0.58 0.61 0.66 0.72 - - -

∆δCOI 2348.7140 2241.0926 1999.7930 1768.2721 1498.9728 102.6568 86.1467 76.9875

TDS
TSI 1.9144 1.9126 1.9084 1.9037 1.8984 1.8722 1.1176 0.8638

tcr 0.35 0.36 0.39 0.43 0.49 - - -

RBFNN
TSI 1.9144 1.9126 1.9084 1.9037 1.8984 1.8722 1.1176 0.8638

23 23-24

tcr 0.35 0.36 0.39 0.43 0.49 - - -

∆δCOI 2683.6445 2627.3948 2499.6986 2371.7772 2243.3410 1758.1365 151.9760 91.2287

TDS
TSI 1.9445 1.9438 1.9419 1.9374 1.9251 1.9162 1.8363 1.6776

tcr 0.37 0.38 0.40 0.43 0.47 0.63 2.60 -

RBFNN
TSI 1.9445 1.9438 1.9419 1.9374 1.9251 1.9162 1.8363 1.6776

16 16-21

tcr 0.37 0.38 0.40 0.43 0.47 0.63 2.60 -

∆δCOI 4201.2378 4149.8285 4009.9856 3711.1352 3082.4815 2742.7729 1345.8358 624.4026

TDS
TSI 1.9516 1.9510 1.9496 1.9480 1.9463 1.9392 1.9245 1.8968

tcr 0.40 0.41 0.44 0.46 0.50 0.63 0.84 1.61

RBFNN
TSI 1.9516 1.9510 1.9496 1.9480 1.9463 1.9392 1.9245 1.8968

21 21-22

tcr 0.40 0.41 0.44 0.46 0.50 0.63 0.84 1.61
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Table 5.3: Validation of RBFNN for 16 Generator 68 Bus System

Fault DurationFaulted

Bus

Line

Trip 0.2s 0.19s 0.18s 0.17s 0.15s 0.13s 0.10s 0.08s

∆δCOI 140.5938 97.9984 57.0529 45.7158 42.5461 35.1102 29.6074 26.7331

TDS
TSI 1.0790 0.8991 0.6445 0.5517 0.5235 0.4527 0.3958 0.3644

tcr 2.92 - - - - - - -

RBFNN
TSI 1.0790 0.8991 0.6445 0.5517 0.5235 0.4527 0.3958 0.3644

1 1-2

tcr 2.92 - - - - - - -

∆δCOI 550.1039 478.5804 127.7585 58.8519 55.4807 46.7603 39.3890 34.9710

TDS
TSI 1.6418 1.5991 1.0313 0.6581 0.6323 0.5608 0.4943 0.4513

tcr 1.97 2.09 2.95 - - - - -

RBFNN
TSI 1.6418 1.5991 1.0313 0.6581 0.6323 0.5608 0.4943 0.4513

2 2-3

tcr 1.97 2.09 2.95 - - - - -

∆δCOI 496.2599 403.8139 78.8826 50.9888 48.2174 40.7603 34.1494 30.0520

TDS
TSI 1.6106 1.5418 0.7933 0.5964 0.5733 0.5071 0.4431 0.4006

tcr 1.97 2.16 - - - - - -

RBFNN
TSI 1.6106 1.5418 0.7933 0.5964 0.5733 0.5071 0.4431 0.4006

3 3-4

tcr 1.97 2.16 - - - - - -

∆δCOI 1302.9898 1278.1314 1218.1421 1153.1635 1084.6288 845.2869 347.4556 52.7786

TDS
TSI 1.8313 1.8283 1.8206 1.8115 1.8008 1.7514 1.4866 0.6109

tcr 0.77 0.79 0.84 0.9 0.98 1.32 2.29 -

RBFNN
TSI 1.8313 1.8283 1.8206 1.8115 1.8008 1.7514 1.4866 0.6109

16 16-21

tcr 0.77 0.79 0.84 0.9 0.98 1.32 2.29 -

∆δCOI 2091.3002 2043.6280 2046.3803 1822.2056 1740.2696 1133.6961 298.4052 51.3435

TDS
TSI 1.8915 1.8891 1.8892 1.8764 1.8710 1.8086 1.4264 0.5993

tcr 0.91 0.93 0.99 1.06 1.14 1.54 2.53 -

RBFNN
TSI 1.8915 1.8891 1.8892 1.8764 1.8710 1.8086 1.4264 0.5993

2 2-25

tcr 0.91 0.93 0.99 1.06 1.14 1.54 2.53 -

∆δCOI 424.4145 422.6583 418.6192 414.7074 410.9022 399.9143 389.1017 381.6658

TDS
TSI 1.5592 1.5577 1.5544 1.5512 1.5479 1.5384 1.5286 1.5216

tcr 0.96 0.97 1 1.03 1.06 1.16 1.26 1.32

RBFNN
TSI 1.5592 1.5577 1.5544 1.5512 1.5479 1.5384 1.5286 1.5216

41 41-40

tcr 0.96 0.97 1 1.03 1.06 1.16 1.26 1.32

∆δCOI 1302.9898 1278.1314 1218.1421 1153.1635 1084.6288 845.2869 347.4556 52.7786

TDS
TSI 1.8313 1.8283 1.8206 1.8115 1.8008 1.7514 1.4866 0.6109

tcr 0.77 0.79 0.84 0.9 0.98 1.32 2.29 -

RBFNN
TSI 1.8313 1.8283 1.8206 1.8115 1.8008 1.7514 1.4866 0.6109

16 16-21

tcr 0.77 0.79 0.84 0.9 0.98 1.32 2.29 -

∆δCOI 967.6763 933.5432 821.9137 705.2774 530.4347 42.7556 34.7953 30.3601

TDS
TSI 1.7793 1.7722 1.7452 1.7092 1.6310 0.5254 0.4496 0.4038

tcr 1.33 1.38 1.51 1.71 1.99 - - -

RBFNN
TSI 1.7793 1.7722 1.7452 1.7092 1.6310 0.5254 0.4496 0.4038

17 17-27

tcr 1.33 1.38 1.51 1.71 1.99 - - -

∆δCOI 716.0124 657.7357 494.5285 247.3862 36.1956 22.7305 21.3072 20.2139

TDS
TSI 1.7129 1.6914 1.6095 1.3467 0.4635 0.3185 0.3016 0.2883

tcr 1.63 1.75 1.99 2.55 - - - -

RBFNN
TSI 1.7129 1.6914 1.6095 1.3467 0.4635 0.3185 0.3016 0.2883

6 6-7

tcr 1.63 1.75 1.99 2.55 - - - -

∆δCOI 2119.5177 2078.9901 1966.2547 1851.9994 1727.0409 1567.0138 933.7024 371.5190

TDS
TSI 1.8928 1.8909 1.8850 1.8783 1.8701 1.8577 1.7722 1.5117

tcr 0.79 0.81 0.84 0.89 0.93 1.11 1.52 2.18

RBFNN
TSI 1.8928 1.8909 1.8850 1.8783 1.8701 1.8577 1.7722 1.5117

16 16-17

tcr 0.79 0.81 0.84 0.89 0.93 1.11 1.52 2.18

∆δCOI 804.7924 757.3365 633.5803 489.7843 276.0723 23.4235 21.6277 20.5814

TDS
TSI 1.7405 1.7264 1.6815 1.6064 1.3940 0.3266 0.3054 0.2928

tcr 1.49 1.56 1.77 2 2.49 - - -

RBFNN
TSI 1.7405 1.7264 1.6815 1.6064 1.3940 0.3266 0.3054 0.2928

6 6-11

tcr 1.49 1.56 1.77 2 2.49 - - -

∆δCOI 1042.1528 1007.0655 918.0170 800.7383 677.7291 63.9766 24.2660 21.0804

TDS
TSI 1.7935 1.7871 1.7688 1.7393 1.6991 0.6955 0.3364 0.2988

tcr 1.19 1.3 1.41 1.53 1.7 - - -

RBFNN
TSI 1.7935 1.7871 1.7688 1.7393 1.6991 0.6955 0.3364 0.2988

23 23-24

tcr 1.19 1.3 1.41 1.53 1.7 - - -
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Table 5.4: Validation of RBFNN for 50-Generator 145 Bus System

Fault DurationContin-

gency

Faulted

Bus

Line

Trip 0.2s 0.19s 0.17s 0.15s 0.13s 0.10s 0.08s

∆δCOI 2188.5436 2128.5802 2574.1369 1604.5680 78.8749 79.7281 75.0774

RTI [199] 1.7223 1.7135 1.7615 1.6652 0.6098 0.5025 0.4476

TDS
TSI 1.8980 1.8944 1.9136 1.8744 0.7864 0.8001 0.7721

tcr 0.27 0.28 0.31 0.34 0.45 - -

RBFNN
TSI 1.8980 1.8944 1.9136 1.8744 0.7864 0.8001 0.7721

- 12 12-13

tcr 0.27 0.28 0.31 0.34 0.45 - -

∆δCOI 2228.6108 2162.7646 2660.7237 1884.4057 76.0739 80.4512 75.9326

RTI [199] 1.7219 1.7146 1.7616 1.6792 0.6157 0.5059 0.4504

TDS
TSI 1.8978 1.8949 1.9137 1.8803 0.7760 0.8027 0.7751

tcr 0.27 0.27 0.31 0.33 0.43 1.01 -

RBFNN
TSI 1.8978 1.8949 1.9137 1.8803 0.7760 0.8027 0.7751

- 12 12-25

tcr 0.27 0.27 0.31 0.33 0.43 1.01 -

∆δCOI 70.4598 71.8058 79.9185 80.5176 77.5328 72.8295 69.7868

RTI [199] 0.6441 0.6282 0.5664 0.5406 0.4752 0.4209 0.3888

TDS
TSI 0.7399 0.7487 0.7995 0.8031 0.7850 0.7554 0.7354

tcr 0.4 0.41 0.52 0.69 - - -

RBFNN
TSI 0.7399 0.7487 0.7995 0.8031 0.7850 0.7554 0.7354

- 14 14-16

tcr 0.4 0.41 0.52 0.69 - - -

∆δCOI 80.5139 80.2122 78.3334 77.2337 73.7625 70.3893 68.2840

RTI [199] 0.5080 0.5014 0.4722 0.4586 0.4206 0.3862 0.3646

TDS
TSI 0.8031 0.8013 0.7899 0.7832 0.7614 0.7394 0.7253

tcr 0.85 0.93 - - - - -

RBFNN
TSI 0.8031 0.8013 0.7899 0.7832 0.7614 0.7394 0.7253

- 33 33-39

tcr 0.85 0.93 - - - - -

∆δCOI 83.0865 83.0069 82.2879 82.0701 81.8073 81.9486 82.0530

RTI [199] 0.5078 0.5045 0.4882 0.4806 0.4598 0.4418 0.4310

TDS
TSI 0.8182 0.8178 0.8136 0.8123 0.8107 0.8116 0.8122

tcr 0.7 0.72 - - - - -

RBFNN
TSI 0.8182 0.8178 0.8136 0.8123 0.8107 0.8116 0.8122

N-1

Line 6-12
6 6-7

tcr 0.7 0.72 - - - - -

∆δCOI 86.3749 86.2021 85.1305 84.7669 84.1389 83.9855 83.9250

RTI [199] 0.5227 0.5190 0.5010 0.4927 0.4700 0.4503 0.4386

TDS
TSI 0.8371 0.8361 0.8300 0.8279 0.8243 0.8234 0.8231

tcr 0.63 0.64 0.76 - - - -

RBFNN
TSI 0.8371 0.8361 0.8300 0.8279 0.8243 0.8234 0.8231

N-2

Lines 25-27

& 67-97

6 6-7

tcr 0.63 0.64 0.76 - - - -

∆δCOI 84.0297 83.9009 82.9847 82.6923 82.2565 82.2969 82.3578

RTI [199] 0.5180 0.5144 0.4966 0.4884 0.4657 0.4462 0.4345

TDS
TSI 0.8237 0.8230 0.8176 0.8159 0.8134 0.8136 0.8140

tcr 0.65 0.67 - - - - -

RBFNN
TSI 0.8237 0.8230 0.8176 0.8159 0.8134 0.8136 0.8140

N-3

Lines 12-14;

33-50

& 67-97

6 6-7

tcr 0.65 0.67 - - - - -

∆δCOI 90.4421 90.1063 88.3558 87.6975 86.2132 85.2444 84.7527

RTI [199] 0.5408 0.5366 0.5158 0.5062 0.4795 0.4563 0.4423

TDS
TSI 0.8595 0.8577 0.8481 0.8445 0.8362 0.8307 0.8279

tcr 0.6 0.61 0.69 0.74 - - -

RBFNN
TSI 0.8595 0.8577 0.8481 0.8445 0.8362 0.8307 0.8279

N-4

Lines 1-2; 1-6;

40-44

& 119-130

6 6-7

tcr 0.6 0.61 0.69 0.74 - - -
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.5: Rotor angle with respect to COI of applied contingencies (Table 5.4)
for validation the RBFNN (50 Generator 145 Bus system)
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• During long time fault scenario, system goes early “out of step” as compared

to less time unstable scenario.

• Results obtained from the proposed RBFNN are almost same as results ob-

tained from the TDS.

• For large 50-generator, 145-bus power system Table 5.4 shows the same cases as

in Ref. [199] for comparison the proposed method with contemporary approach.

• For some operating conditions (Red colored in Table 5.4) classification results

obtained from RTI and TSI are conflicting. For example first case in Table 5.4,

is shown for base case loading condition and 3-phase fault at bus-12 simulated

at different fault initiated times from 0.001s to 0.12s and cleared at 0.2s by

opening the breakers to isolate line 12-13. For fault duration 0.13s the maxi-

mum value among all the generators of the system at the end of simulation is

78.87490, corresponding this value TSI is calculated as 0.7864 (< 1; i.e. sta-

ble) and value of RTI [199] is calculated 0.6098 (> 0.5; i.e. unstable). “Out of

step” time tcr is 0.45s for this case. It is observed from this investigation that

due to disturbance, rotor angle of a generator or group of generators going

out of step at time 0.45s, but TSI value is less then one (< 1), it means at

the end of simulation all generators rotor angle are under the value of maxi-

mum permissible rotor angle limit(δmax). So this case represent the first swing

instability case [35]. For these type of cases RTI fails to identify the system

health accurately.

• Graphical representation of the relative rotor angles curves for the grey high-

lighted cases (in Table 5.4) are also shown in Figure 5.5. However, these results

are in favor of the proposed TSI prediction. To verify the stability, these cases

are simulated for 15s and further system is found stable.

In the following section the robustness and effectiveness of proposed RBFNNs are

evaluated by some unseen critical operating conditions.
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5.5.4 Testing of proposed RBFNN

After validation, the trained RBFNNs are evaluated using 100 unseen operating

scenarios for all three power systems. The test results prove the accuracy of trained

RBFNNs prediction of stability status in the form of TSI and ‘out of step’ time for

all tested fault scenarios. To demonstrate the effectiveness of the proposed method,

six typical severe contingencies have been taken into consideration as described in

Table 5.5 for studies.

5.5.4.1 10-Generator 39-Bus Power System

To exhibit the accuracy of the proposed technique three simulation results cases A,

B and C out of 100 cases are selected randomly. Generator G-10 is considered as

slack generator during simulations. A comparison between the proposed RBFNN

and TDS is done for every operating case. Tables 5.6 , 5.9 and 5.12 exhibit the

comparison of results for case-A, case-B and case-C respectively. These tables show

the calculated TSI values as per the actual rotor angle deviation extracted from the

TDS and TSI values predicted from RBFNN for comparison. Stability status, rank

and coherent group of individual generator can be obtained by using the predicted

TSI. After the evaluation of these simulation cases, the control action can be initiated

to achieve stability.

Case-A: 3-phase fault at bus 25 cleared by opening the line 25-26 at

96.13% load of base case

Case-A is shown for 96.13% random load variation and three-phase fault at bus-

25 initiated at 0.06s and cleared at 0.2s by opening the breakers to isolate line 25-26.

Table 5.5: Applied credible contingencies for testing of the proposed RBFNN

Power System Case Fault Type Location of Fault Tripped Line Fault Duration System Load

Case A 3-phase fault Bus 25 Line 25-26 8 cycles 96.13%

10 Generator 39 Bus Case B 3-phase fault Bus 28 Line 28-29 9 cycles 98.65%

Case C 3-phase fault Bus 2 Line 2-25 10 cycles 105.45%

16 Generator 68 Bus Case D 3-phase fault Bus 16 Line 16-19 10 cycles 98.09%

Case E 3-phase fault Bus 26 Line 26-28 11 cycles 101.58%

50 Generator 145 Bus Case F 3-phase fault Bus 66 Line 66-111 9 cycles 102.71%
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Table 5.6: Comparison of results obtained from RBFNN with TDS results for
Case A

Generator

Number

Actual (from TDS) Predicted (from RBFNN)
Error

∆δCOI (deg.) TSI tcr (s) tcr (s) TSI

G-1 -0.4639254 -0.0078 1.15s 1.12s -0.0077 -0.0001

G-2 289.52215 1.4140 1.4406 -0.0266

G-3 282.43238 1.4036 1.4293 -0.0257

G-4 298.21439 1.4261 1.4253 0.0008

G-5 281.26626 1.4019 1.4187 -0.0168

G-6 270.50497 1.3854 1.3656 0.0198

G-7 290.46514 1.4153 1.4109 0.0044

G-8 252.60779 1.3559 1.3784 -0.0225

G-9 1393.141 1.8414 1.8629 -0.0215

The state of T/S for all generators is determined by observing rotor angle swings

in the time interval. As per Tables 5.6 and 5.7, the rotor angle deviation value of

G-9 is 1393.1410 and corresponding to this value, TSI is calculated as 1.8414. The

predicted value of TSI for G-9 by proposed RBFNN is 1.8629 with -0.0215 error.

Since this value is the largest as compared to predicted TSI of other generators, it

is considered as the most advanced generator and holds the top rank in generator

criticality list.

The generator G-1 which possesses minimum value of TSI, is considered as the

least advanced generator and holds bottom rank in the generator criticality list.

According to the predicted TSI, 3 coherent groups are formed. The difference of

TSI values of any two generators are exhibited in Table 5.8. Bold and normal text

represents the difference between stable and unstable generators. TSI difference

of generators G-2, G-3, G-4, G-5, G-6, G-7 and G-8 fall in a narrow range and

differ considerably from G-1 and G-9, hence generators G-1 and G-9 are assigned to

different groups while generators G-2, G-3, G-4, G-5, G-6, G-7 and G-8 are assigned

to a single group. For verifying the results obtained from proposed RBFNN, rotor

angle trajectories are obtained from TDS.

Figure 5.6 shows relative rotor angle of all the generators with respect to COI. As

per this figure the rotor swing of G-9 rises above the threshold value causing it to

lose synchronism. This generator is going out of step with the rest of the generators

creating the whole system transiently unstable. The predicted value of critical time
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Table 5.7: Real time transient stability state and coherency identification of
system for Case A

Generator TSI
Gen.

Stability Status
Rank Coherent Group System Status

Control Action

(PG)

G-1 -0.0077 0 Stable 9 1

Unstable

Generation

Increasing

G-2 1.4406 1 Unstable 2 2 -

G-3 1.4293 1 Unstable 3 2 -

G-4 1.4253 1 Unstable 4 2 -

G-5 1.4187 1 Unstable 5 2 -

G-6 1.3656 1 Unstable 8 2 -

G-7 1.4109 1 Unstable 6 2 -

G-8 1.3784 1 Unstable 7 2 -

G-9 1.8629 1 Unstable 1 3
Generation

Decreasing

Table 5.8: Coherent group identification Case A (10-Generator 39-Bus System)

Generator

Number
G-1 G-2 G-3 G-4 G-5 G-6 G-7 G-8 G-9

G-1 0.00 1.45 1.44 1.43 1.43 1.37 1.42 1.39 1.87

G-2 1.45 0.00 0.01 0.02 0.02 0.08 0.03 0.06 0.42

G-3 1.44 0.01 0.00 0.00 0.01 0.06 0.02 0.05 0.43

G-4 1.43 0.02 0.00 0.00 0.01 0.06 0.01 0.05 0.44

G-5 1.43 0.02 0.01 0.01 0.00 0.05 0.01 0.04 0.44

G-6 1.37 0.08 0.06 0.06 0.05 0.00 0.05 0.01 0.50

G-7 1.42 0.03 0.02 0.01 0.01 0.05 0.00 0.03 0.45

G-8 1.39 0.06 0.05 0.05 0.04 0.01 0.03 0.00 0.48

G-9 1.87 0.42 0.43 0.44 0.44 0.50 0.45 0.48 0.00

by RBFNN for generator G-9 is same as observed from the TDS results. To make

the system stable for this case, the proposed method suggests rescheduling of the

generating units as preventive control action show in Table 5.6.

Case-B: 3-phase fault at bus 28 cleared by opening the line 28-29 at

98.65% load of base case

Case-B is shown for 98.65% random load variation and three-phase fault at bus-28

initiated at 0.05s and cleared at 0.2s by opening the breakers to isolate line 28-

29. The state of T/S for all the generators is determined by observing rotor angle

swings in the time interval. Tables 5.9 and 5.19 show the rotor angle deviation value

of G-9 is 7785.0940 and corresponding to this value, TSI is calculated as 1.9696.
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Figure 5.6: Rotor angle trajectories with respect to COI for testing the RBFNN
(Case A)

Table 5.9: Comparison of results obtained from RBFNN with TDS results for
Case B

Generator

Number

Actual (from TDS) Predicted (from RBFNN)
Error

∆δCOI (deg.) TSI tcr (s) tcr (s) TSI

G-1 -356.5579 -1.0146 0.35s 0.35s -1.0229 0.0084

G-2 -296.0258 -1.3634 -1.4596 0.0961

G-3 -289.2804 -1.4178 -1.4051 -0.0127

G-4 -269.8961 -1.6011 -1.5720 -0.0291

G-5 -258.9550 -1.7272 -1.6821 -0.0451

G-6 -284.5444 -1.4586 -1.4774 0.0189

G-7 -272.0028 -1.5789 -1.5912 0.0123

G-8 -294.2849 -1.3771 -1.4083 0.0312

G-9 7785.0943 1.9696 1.9854 -0.0158

The predicted value of TSI for G-9 by the proposed RBFNN is 1.9854 with -0.0158

error and considered as the most advanced generator and this generator holds the

first rank in generator criticality list. The generator G-5 which possesses minimum

value of TSI, is considered as least advanced generator and holds bottom rank in

the generator criticality list. According to the predicted TSI, two coherent groups

are formed as per Table 5.11. For verifying the results obtained from proposed

RBFNN, rotor angle trajectories are obtained from TDS. Figure 5.7 shows relative

rotor angle of all the generators with respect to COI. As per this figure the rotor
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Table 5.10: Real time transient stability state and coherency identification of
system for Case B

Generator TSI
Gen.

Stability Status
Rank Coherent Group System Status

Control Action

(PG)

G-1 -1.0229 0 Stable 2 1

Unstable

-

G-2 -1.4596 0 Stable 3 1 -

G-3 -1.4051 0 Stable 5 1 -

G-4 -1.5720 0 Stable 7 1 -

G-5 -1.6821 0 Stable 9 1
Generation

Increasing

G-6 -1.4774 0 Stable 6 1 -

G-7 -1.5912 0 Stable 8 1 -

G-8 -1.4083 0 Stable 4 1 -

G-9 1.9854 1 Unstable 1 2
Generation

Decreasing

Table 5.11: Coherent group identification Case B (10-Generator 39-Bus System)

Generator

Number
G-1 G-2 G-3 G-4 G-5 G-6 G-7 G-8 G-9

G-1 0.00 0.44 0.38 0.55 0.66 0.45 0.57 0.39 3.01

G-2 0.44 0.00 0.05 0.11 0.22 0.02 0.13 0.05 3.44

G-3 0.38 0.05 0.00 0.17 0.28 0.07 0.19 0.00 3.39

G-4 0.55 0.11 0.17 0.00 0.11 0.09 0.02 0.16 3.56

G-5 0.66 0.22 0.28 0.11 0.00 0.20 0.09 0.27 3.67

G-6 0.45 0.02 0.07 0.09 0.20 0.00 0.11 0.07 3.46

G-7 0.57 0.13 0.19 0.02 0.09 0.11 0.00 0.18 3.58

G-8 0.39 0.05 0.00 0.16 0.27 0.07 0.18 0.00 3.39

G-9 3.01 3.44 3.39 3.56 3.67 3.46 3.58 3.39 0.00

swing of G-9 rises above the threshold value causing it to lose synchronism. This

generator is going out of step with the rest of the generators creating the whole

system transiently unstable.

Case-C: 3-phase fault at bus 2 cleared by opening the line 2-25 at 105.45%

load of base case

Case-C is shown for 105.45% random load variation and three-phase fault at bus-2

initiated at 0.033s and cleared at 0.2s by opening the breakers to isolate line 2-25.

The state of T/S for all generators is determined by observing rotor angle swings

in the time interval. Tables 5.12 and 5.13 show the rotor angle deviation value of

G-9 is 3587.08640 and corresponding to this value, TSI is calculated as 1.9351. The
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Figure 5.7: Rotor angle trajectories with respect to COI for testing the RBFNN
(Case B)

predicted value of TSI for G-9 by the proposed RBFNN is 1.931 with 0.0041 error.

Since this value is the largest as compared to predicted TSI of other generators and

hence G-9 is considered as the most advanced generator and holds the top rank

in generator criticality list. The generator G-1 which possesses minimum value of

TSI, is considered as the least advanced generator and holds bottom rank in the

generator criticality list. According to the predicted TSI, three coherent groups are

formed. The difference of TSI values of any two generators are exhibited in Table

5.14. TSI difference of generators G-2, G-3, G-4, G-5, G-6 and G-7 fall in a narrow

range and hence are assigned in a single group. TSI difference between G-8 and G-9

is also very small so both are assigned in the same group. G-1 is a single member

of a another group.

For verifying the results obtained from proposed RBFNN, rotor angle trajectories

are obtained from TDS. Figure 5.8 shows relative rotor angle of all the generators

with respect to COI. As per this figure the rotor swing of G-8 and G-9 rise above the

threshold value causing them to lose synchronism. These generators are going out of

step with the rest of the generators creating the whole system transiently unstable.

Inspecting the results of unseen test cases of 10-generator 39-bus power system,

RBFNN shows promising results



Chapter 5. Identification of Generator Criticality and Transient Instability 121

Table 5.12: Comparison of results obtained from RBFNN with TDS results for
Case C

Generator

Number

Actual (from TDS) Predicted (from RBFNN)
Error

∆δCOI (deg.) TSI tcr (s) tcr (s) TSI

G-1 -830.69873 -0.3377 0.66s 0.68s -0.3330 -0.0047

G-2 1483.3509 1.8503 1.8324 0.0179

G-3 1475.9222 1.8496 1.8563 -0.0067

G-4 1437.6333 1.8459 1.8278 0.0181

G-5 1418.6196 1.8440 1.8488 -0.0047

G-6 1414.9456 1.8436 1.8247 0.0189

G-7 1432.5759 1.8454 1.8088 0.0366

G-8 3549.0626 1.9346 1.9230 0.0116

G-9 3578.0864 1.9351 1.9310 0.0041

Table 5.13: Real time transient stability state and coherency identification of
system for Case C

Generator TSI
Gen.

Stability Status
Rank Coherent Group System Status

Control Action

(PG)

G-1 -0.3330 0 Stable 9 1

Unstable

Generation

Increasing

G-2 1.8324 1 Unstable 5 2 -

G-3 1.8563 1 Unstable 3 2 -

G-4 1.8278 1 Unstable 6 2 -

G-5 1.8488 1 Unstable 4 2 -

G-6 1.8247 1 Unstable 7 2 -

G-7 1.8088 1 Unstable 8 2 -

G-8 1.9230 1 Unstable 2 3 -

G-9 1.9310 1 Unstable 1 3
Generation

Decreasing

Table 5.14: Coherent group identification Case C (10-Generator 39-Bus System)

Generator

Number
G-1 G-2 G-3 G-4 G-5 G-6 G-7 G-8 G-9

G-1 0.00 2.17 2.19 2.16 2.18 2.16 2.14 2.26 2.26

G-2 2.17 0.00 0.02 0.00 0.02 0.01 0.02 0.09 0.10

G-3 2.19 0.02 0.00 0.03 0.01 0.03 0.05 0.07 0.07

G-4 2.16 0.00 0.03 0.00 0.02 0.00 0.02 0.10 0.10

G-5 2.18 0.02 0.01 0.02 0.00 0.02 0.04 0.07 0.08

G-6 2.16 0.01 0.03 0.00 0.02 0.00 0.02 0.10 0.11

G-7 2.14 0.02 0.05 0.02 0.04 0.02 0.00 0.11 0.12

G-8 2.26 0.09 0.07 0.10 0.07 0.10 0.11 0.00 0.01

G-9 2.26 0.10 0.07 0.10 0.08 0.11 0.12 0.01 0.00
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Figure 5.8: Rotor angle trajectories with respect to COI for testing the RBFNN
(Case C)

5.5.4.2 16-Generator 68-Bus Power System

To exhibit the accuracy of the proposed technique two simulation results out of 100

cases are opted randomly. Generator G-13 is considered as slack generator during

simulations. The particulars of the simulation are given in Table 5.5. A comparison

between the proposed RBFNN and TDS is done for every operating case. Tables

5.15 and 5.18 show the comparison result of case-D and case-E respectively.

Case-D: 3-phase fault at bus 16 cleared by opening the line 16-19 at

98.09% load of base case

Case-D is shown for 98.09% random load variation and three-phase fault at bus-16

initiated at 0.03s and cleared at 0.2s by opening the breakers to isolate line 16-19.

The state of T/S for all generators is determined by observing rotor angle swings

with respect to COI in the time interval. As per Tables 5.15 and 5.16, the rotor

angle deviation value of G-9 is 3587.08640 and corresponding to this value, TSI is

calculated as 1.9351. Proposed RBFNN predicts the TSI value for G-9 to be 1.931

with 0.0041 error. Since this value is the highest as compared to predicted TSI of

other generators. It is considered as the most advanced generator and this generator

holds the top rank in generator criticality list. The generator G-1 which possesses
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minimum value of TSI, is considered as least advanced generator and assigned the

bottom rank in the generator criticality list.

According to the predicted TSI, three coherent groups are formed as shown in

Table 5.17. As per Table 5.17, TSI difference of generators G-1, G-2, G-3, G-4,

G-5, G-6, G-7 & G-8 and generators G-10, G-11, G-12, G-14, G-15 & G-16 fall

in a narrow range. hence these generators are assigned in two different groups

respectively. Generator G-9 is a single member of another group. For verifying the

results obtained from the proposed RBFNN, rotor angle trajectories are obtained

from TDS. Figure 5.9 shows relative rotor angle of all the generators with respect

to COI. As per this figure, the rotor swing of G-9 rises above the threshold value

causing it to lose synchronism. This generator is going out of step with the rest of

the generators creating the whole system transiently unstable.

Table 5.15: Comparison of results obtained from RBFNN with TDS results for
Case D

Generator

Number

Actual (from TDS) Predicted (from RBFNN)
Error

∆δCOI (deg.) TSI tcr (s) tcr (s) TSI

G-1 449.74906 1.5788 0.39 0.36 1.5720 0.0068

G-2 399.12219 1.5377 1.5215 0.0162

G-3 416.89244 1.5530 1.5247 0.0283

G-4 412.64503 1.5494 1.5259 0.0235

G-5 381.09065 1.5210 1.5198 0.0012

G-6 390.32984 1.5297 1.5040 0.0257

G-7 402.89754 1.5410 1.5369 0.0041

G-8 417.15404 1.5532 1.5397 0.0135

G-9 5704.635 1.9588 1.9982 -0.0394

G-10 35.400151 0.4556 0.4563 -0.0007

G-11 53.144779 0.6139 0.6073 0.0066

G-12 36.029549 0.4618 0.4536 0.0082

G-14 0.2296741 0.0038 0.0037 0.0001

G-15 -26.129243 -0.5567 -0.5324 -0.0243

G-16 5.9748284 0.0949 0.0955 -0.0007
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Table 5.16: Real time transient stability state and coherency identification of
system for Case D

Generator TSI
Gen.

Stability Status
Rank Coherent Group System Status

Control Action

(PG)

G-1 1.5720 1 Unstable 2 2

Unstable

-

G-2 1.5215 1 Unstable 7 2 -

G-3 1.5247 1 Unstable 6 2 -

G-4 1.5259 1 Unstable 5 2 -

G-5 1.5198 1 Unstable 8 2 -

G-6 1.5040 1 Unstable 9 2 -

G-7 1.5369 1 Unstable 4 2 -

G-8 1.5397 1 Unstable 3 2 -

G-9 1.9982 1 Unstable 1 3
Generation

Decreasing

G-10 0.4563 0 Stable 11 1 -

G-11 0.6073 0 Stable 10 1 -

G-12 0.4536 0 Stable 12 1 -

G-14 0.0037 0 Stable 14 1 -

G-15 -0.5324 0 Stable 15 1
Generation

Increasing

G-16 0.0955 0 Stable 13 1 -

Table 5.17: Coherent group identification Case D (16 Generator 68 Bus System)

Generator
Number

G-1 G-2 G-3 G-4 G-5 G-6 G-7 G-8 G-9 G-10 G-11 G-12 G-14 G-15 G-16

G-1 0.00 0.05 0.05 0.05 0.05 0.07 0.04 0.03 0.43 1.12 0.96 1.12 1.57 2.10 1.48
G-2 0.05 0.00 0.00 0.00 0.00 0.02 0.02 0.02 0.48 1.07 0.91 1.07 1.52 2.05 1.43
G-3 0.05 0.00 0.00 0.00 0.00 0.02 0.01 0.02 0.47 1.07 0.92 1.07 1.52 2.06 1.43
G-4 0.05 0.00 0.00 0.00 0.01 0.02 0.01 0.01 0.47 1.07 0.92 1.07 1.52 2.06 1.43
G-5 0.05 0.00 0.00 0.01 0.00 0.02 0.02 0.02 0.48 1.06 0.91 1.07 1.52 2.05 1.42
G-6 0.07 0.02 0.02 0.02 0.02 0.00 0.03 0.04 0.49 1.05 0.90 1.05 1.50 2.04 1.41
G-7 0.04 0.02 0.01 0.01 0.02 0.03 0.00 0.00 0.46 1.08 0.93 1.08 1.53 2.07 1.44
G-8 0.03 0.02 0.02 0.01 0.02 0.04 0.00 0.00 0.46 1.08 0.93 1.09 1.54 2.07 1.44
G-9 0.43 0.48 0.47 0.47 0.48 0.49 0.46 0.46 0.00 1.54 1.39 1.54 1.99 2.53 1.90
G-10 1.12 1.07 1.07 1.07 1.06 1.05 1.08 1.08 1.54 0.00 0.15 0.00 0.45 0.99 0.36
G-11 0.96 0.91 0.92 0.92 0.91 0.90 0.93 0.93 1.39 0.15 0.00 0.15 0.60 1.14 0.51
G-12 1.12 1.07 1.07 1.07 1.07 1.05 1.08 1.09 1.54 0.00 0.15 0.00 0.45 0.99 0.36
G-14 1.57 1.52 1.52 1.52 1.52 1.50 1.53 1.54 1.99 0.45 0.60 0.45 0.00 0.54 0.09
G-15 2.10 2.05 2.06 2.06 2.05 2.04 2.07 2.07 2.53 0.99 1.14 0.99 0.54 0.00 0.63
G-16 1.48 1.43 1.43 1.43 1.42 1.41 1.44 1.44 1.90 0.36 0.51 0.36 0.09 0.63 0.00
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Figure 5.9: Rotor angle trajectories with Respect to COI for Testing the RBFNN
(Case D)

Case-E: 3-phase fault at bus 26 cleared by opening the line 26-28 at

101.58% load of base case

Case-E is shown for 101.58% random load variation and three-phase fault at bus-26

initiated at 0.016s and cleared at 0.2s by opening the breakers to isolate line 26-28.

The state of T/S for all generators is determined by observing rotor angle swings

in the time interval. As per Tables 5.18 and 5.19, the rotor angle deviation value of

G-4 is 3193.10330 and corresponding to this value, TSI is calculated as 1.9276. The

predicted values of TSI for G-4 by Proposed RBFNN is 1.9120 with 0.0155 error.

Since this value is the highest as compared to predicted TSI of other generators and

hence G-4 is considered as the most advanced generator and holds the top rank in

generator criticality list. The generator G-1 which possesses minimum value of TSI,

is considered as the least advanced generator and holds bottom rank in the generator

criticality list. According to the predicted TSI, two coherent groups are formed as

shown in Table 5.20. As per Table 5.20, TSI difference of generators G-1, G-2, G-3,

G-6, G-7, G-8, G-9, G-10, G-11, G-12, G-14, G-15 and G-16 falls in a narrow range

and are assigned in a single group. Generators G-4 and G-5 show similar behavior

and form a different coherent group.

For verifying the results obtained from proposed RBFNN, rotor angle trajectories

are obtained from TDS. Figure 5.10 shows relative rotor angle of all the generators
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Table 5.18: Comparison of results obtained from RBFNN with TDS results for
Case E

Generator

Number

Actual (from TDS) Predicted (from RBFNN)
Error

∆δCOI (deg.) TSI tcr (s) tcr (s) TSI

G-1 16.114969 0.2368 0.37s 0.45s 0.2359 0.0009

G-2 44.079747 0.5373 0.5371 0.0002

G-3 51.502401 0.6006 0.5902 0.0104

G-4 3193.1033 1.9276 1.9120 0.0155

G-5 3182.5211 1.9273 1.9078 0.0195

G-6 47.738578 0.5692 0.5580 0.0112

G-7 52.372944 0.6077 0.5998 0.0079

G-8 51.625608 0.6016 0.5916 0.0100

G-9 64.030763 0.6959 0.6936 0.0023

G-10 25.942528 0.3555 0.3507 0.0048

G-11 49.168546 0.5813 0.5761 0.0052

G-12 29.832123 0.3982 0.3916 0.0066

G-14 45.456811 0.5495 0.5415 0.0080

G-15 30.66806 0.4071 0.4045 0.0026

G-16 55.512377 0.6326 0.6291 0.0035

Table 5.19: Real time transient stability state and coherency identification of
system for Case E

Generator TSI
Gen.

Stability Status
Rank Coherent Group System Status

Control Action

(PG)

G-1 0.2359 0 Stable 15 1

Unstable

Generation

Increasing

G-2 0.5371 0 Stable 11 1 -

G-3 0.5902 0 Stable 7 1 -

G-4 1.9120 1 Unstable 1 2
Generation

Decreasing

G-5 1.9078 1 Unstable 2 2 -

G-6 0.5580 0 Stable 9 1 -

G-7 0.5998 0 Stable 5 1 -

G-8 0.5916 0 Stable 6 1 -

G-9 0.6936 0 Stable 3 1 -

G-10 0.3507 0 Stable 14 1 -

G-11 0.5761 0 Stable 8 1 -

G-12 0.3916 0 Stable 13 1 -

G-14 0.5415 0 Stable 10 1 -

G-15 0.4045 0 Stable 12 1 -

G-16 0.6291 0 Stable 4 1 -
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Table 5.20: Coherent group identification Case E (16 Generator 68 Bus System)

Generator

Number
G-1 G-2 G-3 G-4 G-5 G-6 G-7 G-8 G-9 G-10 G-11 G-12 G-14 G-15 G-16

G-1 0.00 0.30 0.35 1.68 1.67 0.32 0.36 0.36 0.46 0.11 0.34 0.16 0.31 0.17 0.39

G-2 0.30 0.00 0.05 1.37 1.37 0.02 0.06 0.05 0.16 0.19 0.04 0.15 0.00 0.13 0.09

G-3 0.35 0.05 0.00 1.32 1.32 0.03 0.01 0.00 0.10 0.24 0.01 0.20 0.05 0.19 0.04

G-4 1.68 1.37 1.32 0.00 0.00 1.35 1.31 1.32 1.22 1.56 1.34 1.52 1.37 1.51 1.28

G-5 1.67 1.37 1.32 0.00 0.00 1.35 1.31 1.32 1.21 1.56 1.33 1.52 1.37 1.50 1.28

G-6 0.32 0.02 0.03 1.35 1.35 0.00 0.04 0.03 0.14 0.21 0.02 0.17 0.02 0.15 0.07

G-7 0.36 0.06 0.01 1.31 1.31 0.04 0.00 0.01 0.09 0.25 0.02 0.21 0.06 0.20 0.03

G-8 0.36 0.05 0.00 1.32 1.32 0.03 0.01 0.00 0.10 0.24 0.02 0.20 0.05 0.19 0.04

G-9 0.46 0.16 0.10 1.22 1.21 0.14 0.09 0.10 0.00 0.34 0.12 0.30 0.15 0.29 0.06

G-10 0.11 0.19 0.24 1.56 1.56 0.21 0.25 0.24 0.34 0.00 0.23 0.04 0.19 0.05 0.28

G-11 0.34 0.04 0.01 1.34 1.33 0.02 0.02 0.02 0.12 0.23 0.00 0.18 0.03 0.17 0.05

G-12 0.16 0.15 0.20 1.52 1.52 0.17 0.21 0.20 0.30 0.04 0.18 0.00 0.15 0.01 0.24

G-14 0.31 0.00 0.05 1.37 1.37 0.02 0.06 0.05 0.15 0.19 0.03 0.15 0.00 0.14 0.09

G-15 0.17 0.13 0.19 1.51 1.50 0.15 0.20 0.19 0.29 0.05 0.17 0.01 0.14 0.00 0.22

G-16 0.39 0.09 0.04 1.28 1.28 0.07 0.03 0.04 0.06 0.28 0.05 0.24 0.09 0.22 0.00

Figure 5.10: Rotor angle trajectories with respect to COI for Testing the
RBFNN (Case E)

with respect to COI. This figure clearly shows that the rotor swing of G-4 and G-5

rise above the threshold value causing them to lose synchronism. These generators

are going out of step with the rest of the generators creating the whole system

transiently unstable. Inspecting the results of unseen test cases on 16-generator

68-bus power system, RBFNN shows promising results.
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5.5.4.3 50-Generator 145-Bus Power System

To exhibit the accuracy of the proposed technique, one simulation result out of 100

cases is opted randomly. Generator G-50 is considered as slack generator during

simulations. System reliability is a major concern for the system operator in case

of a large power system. Information about the generator stability status helps, the

operator to initiate the preventive control action under a severe contingency. Due

to presence of large number of generators in this network, proposed TSI is mainly

concern for collective generator behavior rather than the individual. Simulation time

is taken 5s for 50-generator 145-bus power system study [35].

Case-F: 3-phase fault at bus 66 cleared by opening the line 66-111 at

102.71% load of base case

Case-F is shown for 102.71% random load variation and three-phase fault on bus-66

initiated at 0.05s and cleared at 0.2s by opening the breakers to isolate line 66-111.

The state of T/S for all generators is determined by observing rotor angle swings

in the time interval. Table 5.21 shows the comparison results of case-F. This table

shows the calculated TSI values as per the actual rotor angle deviation extracted

from the TDS and TSI values predicted from RBFNN for comparison. Stability

status and coherent groups can be obtained by using the predicted TSI.

As per Table 5.22, A total of 29 generators are found to be unstable as per

the predicted value of TSI by the proposed method. The rotor angle deviation

with respect to COI of G-11 & G-13 are 6626.45780 & 6815.50480 respectively and

corresponding to these values, TSI is calculated as 1.9644 & 1.9654 respectively.

These values are more than other generators’ TSI values, which causes, all the

remaining generators to lose synchronism. The generators can be broadly classified

into two coherent groups as per Table 5.23. For verifying the results obtained from

proposed RBFNN, rotor angle trajectories are obtained from TDS. Figure 5.11 shows

relative rotor angles of all the generators with respect to COI. As per this figure, the

rotor swing of G-11 and G-13 rise above the threshold value causing them to lose

synchronism. These generators are going out of step with the rest of the generators

creating the whole system transiently unstable.



Chapter 5. Identification of Generator Criticality and Transient Instability 129

Table 5.21: Comparison of results obtained from RBFNN with TDS results for
Case F

Generator

Number

Actual (from TDS) Predicted (from RBFNN)
Error

∆δCOI
(deg.)

TSI
tcr
(s)

tcr
(s)

TSI

G-1 4685.9119 1.9501 0.33s 0.32s 1.9466 0.0034

G-2 5450.2676 1.9569 1.9212 0.0357

G-3 4696.7871 1.9502 1.9275 0.0226

G-4 4711.2624 1.9503 1.9220 0.0284

G-5 4685.8738 1.9501 1.9438 0.0062

G-6 5469.2310 1.9571 1.9356 0.0214

G-7 2183.9087 1.8958 1.8942 0.0017

G-8 4606.2025 1.9492 1.9177 0.0315

G-9 4917.6160 1.9524 1.9241 0.0282

G-10 4905.0037 1.9522 1.9192 0.0331

G-11 6626.4576 1.9644 1.9508 0.0137

G-12 4655.0564 1.9497 1.9463 0.0034

G-13 6815.5048 1.9654 1.9510 0.0144

G-14 4650.4077 1.9497 1.9332 0.0165

G-15 2190.9092 1.8961 1.8640 0.0322

G-16 2975.0030 1.9225 1.9184 0.0040

G-17 4639.4518 1.9496 1.9361 0.0135

G-18 4604.3121 1.9492 1.9246 0.0246

G-19 4658.4264 1.9498 1.9318 0.0180

G-20 4640.5572 1.9496 1.9270 0.0225

G-21 4640.0090 1.9496 1.9137 0.0359

G-22 4643.1270 1.9496 1.9204 0.0292

G-23 -741.8773 -0.3859 -0.3792 -0.0067

G-24 4630.1413 1.9495 1.9180 0.0315

G-25 4616.6907 1.9493 1.9202 0.0292

G-26 4584.0339 1.9490 1.9271 0.0219

G-27 4642.4976 1.9496 1.9126 0.0370

G-28 -822.3096 -0.3417 -0.3414 -0.0004

G-29 -824.5393 -0.3406 -0.3406 -0.0001

G-30 -820.1698 -0.3428 -0.3395 -0.0033

G-31 -821.6824 -0.3420 -0.3387 -0.0033

G-32 -884.7573 -0.3138 -0.3098 -0.0041

G-33 4577.4674 1.9489 1.9468 0.0021

G-34 4598.5326 1.9491 1.9253 0.0239

G-35 4606.6540 1.9492 1.9148 0.0344

G-36 -875.6192 -0.3176 -0.3165 -0.0011

G-37 -878.7781 -0.3163 -0.3126 -0.0037

G-38 -842.0115 -0.3324 -0.3274 -0.0050

G-39 -808.5386 -0.3486 -0.3445 -0.0040

G-40 -829.8976 -0.3381 -0.3320 -0.0061

G-41 -747.0314 -0.3828 -0.3762 -0.0066

G-42 -774.3038 -0.3668 -0.3667 -0.0001

G-43 -768.1189 -0.3703 -0.3703 0.0000

G-44 -787.4977 -0.3596 -0.3567 -0.0028

G-45 -765.7697 -0.3716 -0.3647 -0.0070

G-46 -820.9077 -0.3424 -0.3373 -0.0052

G-47 -828.0272 -0.3390 -0.3347 -0.0043

G-48 -822.7289 -0.3415 -0.3406 -0.0009

G-49 -820.9416 -0.3424 -0.3357 -0.0067
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Table 5.22: Real time transient stability state and coherency identification of
system for Case F

Generator

Number
TSI Gen. Stability Status Coherent Group System Status Control Action (PG)

G-1 1.9466 Unstable 1 2

Unstable

-

G-2 1.9212 Unstable 1 2 -

G-3 1.9275 Unstable 1 2 -

G-4 1.9220 Unstable 1 2 -

G-5 1.9438 Unstable 1 2 -

G-6 1.9356 Unstable 1 2 -

G-7 1.8942 Unstable 1 2 -

G-8 1.9177 Unstable 1 2 -

G-9 1.9241 Unstable 1 2 -

G-10 1.9192 Unstable 1 2 -

G-11 1.9508 Unstable 1 2 Generation Decreasing

G-12 1.9463 Unstable 1 2 -

G-13 1.9510 Unstable 1 2 Generation Decreasing

G-14 1.9332 Unstable 1 2 -

G-15 1.8640 Unstable 1 2 -

G-16 1.9184 Unstable 1 2 -

G-17 1.9361 Unstable 1 2 -

G-18 1.9246 Unstable 1 2 -

G-19 1.9318 Unstable 1 2 -

G-20 1.9270 Unstable 1 2 -

G-21 1.9137 Unstable 1 2 -

G-22 1.9204 Unstable 1 2 -

G-23 -0.3792 Stable 0 1 -

G-24 1.9180 Unstable 1 2 -

G-25 1.9202 Unstable 1 2 -

G-26 1.9271 Unstable 1 2 -

G-27 1.9126 Unstable 1 2 -

G-28 -0.3414 Stable 0 1 -

G-29 -0.3406 Stable 0 1 -

G-30 -0.3395 Stable 0 1 -

G-31 -0.3387 Stable 0 1 -

G-32 -0.3098 Stable 0 1 -

G-33 1.9468 Unstable 1 2 -

G-35 1.9148 Unstable 1 2 -

G-36 -0.3165 Stable 0 1 -

G-37 -0.3126 Stable 0 1 -

G-38 -0.3274 Stable 0 1 -

G-39 -0.3445 Stable 0 1 -

G-40 -0.3320 Stable 0 1 -

G-41 -0.3762 Stable 0 1 Generation Increasing

G-42 -0.3667 Stable 0 1 -

G-43 -0.3703 Stable 0 1 Generation Increasing

G-44 -0.3567 Stable 0 1 -

G-45 -0.3647 Stable 0 1 -

G-46 -0.3373 Stable 0 1 -

G-47 -0.3347 Stable 0 1 -

G-48 -0.3406 Stable 0 1 -

G-49 -0.3357 Stable 0 1 -
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Figure 5.11: Rotor angle trajectories with respect to COI for testing the RBFNN
(Case F)

Table ?? shows the performance evaluation of the proposed RBFNN. It is found

from the results that, the proposed method gives excellent performance for prediction

of TSI with high accuracy.

The following interpretations can be drawn from the results shown in this section.

• The relative rotor angle rather than absolute angles are monitored to test

stability and instability.

• The proposed TSI provides an index of how much the generator rotor angle

deviates from the COI.

Table 5.24: Performance evaluation of proposed RBFNN

System

Number

of

Features

Number of Sample Average error

in

TSI Prediction

Prediction

Accuracy

(%)

Total

Training

Time (s)

Testing

Time/Sample

(s)

Training

Set

Testing

Set

10 Gen. 39 bus 50 400 100 0.01 99.58 3.256 6.451×10-4

16 Gen. 68 bus 80 400 100 0.009 99.64 5.462 6.241×10-4

50 Gen. 145 bus 250 400 100 0.015 99.05 7.241 6.151×10-4
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• The proposed RBFNN model presented excellent performance on unseen load

samples. The proposed RBFNN model requires only post fault rotor angle

deviation of the generators as input.

• The trained RBFNN gives more then 99% prediction accuracy for all different

size of power systems.

• The identification of the post-fault generators’ transient stability status, crit-

icality rank and coherent group in real time within a few cycles is possible by

using proposed RBFNN.

• The ranking of critical generator can be examined by ranking their TSI values

in decreasing order of their severity. Hence, a generator is most advance/crit-

ical generator if its having highest value of TSI and it is the first machine to

loose synchronism. It can be concluded from the results that ranking of gen-

erator carries important information about generation control strategies like

generator rescheduling.

• For this study, coherent groups are predicted at the end of the simulation time,

however RBFNN can be trained for any desired time instant for the prediction.

• The simulation results represent monitoring, assessment and prediction capa-

bility of the proposed scheme. After observing the results, it can be concluded

that system coherency plays an important role in the assessment of stability.

Similar behavior generators can be represented as a single equivalent generator

as shown in Tables 5.8, 5.11, 5.14, 5.17, 5.20 and 5.23 by using different colors.

• Post fault assessment of stability and identification of coherent groups for small

power systems can be relatively simple. In case of moderate and large power

system it can be a daunting task requiring greater simulation time. Hence,

simulation time is kept 3s and 5s for moderate and large power networks

respectively.

• The proposed RBFNN-based method is capable of predicting any unseen op-

erating condition independent of system topology with very less computation

time. This indicated their suitability for online security evaluation of power

systems.
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Table 5.25: Comparison results for transient stability assessment of IEEE 39-bus
System

Type of ANN No. of Input Features Number of Test Samples Accuracy (%)

MSVM [156] 26 221 91.40

PNN [279] 31 73 93.22

BPN [279] 15 73 92.36

GRNN [279] 15 73 98.95

SPCM [255] 23 110 90.91

MLS [255] 23 110 85.45

MLP [255] 23 110 81.82

RBFNN [Proposed] 50 100 99.58

Table 5.26: Comparison results for transient stability assessment of IEEE 145-
Bus System

Type of ANN No. of Input Features Number of Test Samples Accuracy (%)

BPN [279] 80 106 83.96

PNN [279] 80 106 97.88

GRNN [279] 80 106 97.77

MLP [273] - 200/600 78.50

SVM [273] - 200/600 85.00

RBFNN [280] - 15720 96.05

RBFNN [Proposed] 250 100 99.05

A comparison of results is presented in term of type of ANN used, number of

input features, number of test sample and prediction accuracy. From the Tables

5.25 and 5.26, it may be observed that the proposed method gives better results

than the existing methods.

The proposed method of online TSA is straight forward method to identify the

generator stability state. It can be implemented in EMS by continuously monitoring

the security state of the system for different contingency under different operating

conditions. Whenever the system is found to be unstable for anticipated operating

conditions for probable contingency the preventive control action can be applied.

Thus the proposed unified TSA scheme can provide vital solution to identify the

generator criticality and instability problem to the operator at EMS.
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5.6 Summary

The system stability assessment is a paramount importance in the dynamic operating

scenario of power system. Any mechanism that helps the system operator to take

intelligent decisions for ensuring the grid stability is a beneficial tool. In this chapter,

an application of RBFNN has been explored to predict the system stability status in

order to help in finalizing the control decisions. A more robust and reliable method

for assessment of transient stability at EMS has been proposed and the application

results are presented for different size of three systems as IEEE 39-bus system,

IEEE 68-bus system and IEEE-145 bus system. Based on this chapter following

conclusions may be drawn:

1. A fast and effective Radial Basis Function Neural Network (RBFNN) based ap-

proach has been proposed for online TSA of power system for varied operating

conditions.

2. A new index TSI, based on rotor angle deviation of the generators has been pro-

posed in this chapter. This index has been employed to do the assessment of

system stability, to rank the generators as per the criticality and for identifica-

tion of the candidate generators for application of the control actions such as

generation rescheduling and coherent group identification.

3. The proposed method is based on the predicting the TSI values of the generators

using RBFNN to assess the transient stability of the system.

4. A supervised learning architecture based on RBFNN has been proposed to eval-

uate the system stability under wide range of operating conditions, contingencies

and faults.

5. Both informations about ranking obtained from the TSI value of each generat-

ing unit and TSI based coherent group information are important for selecting

the units for change the generation during generation rescheduling as preventive

control action.

6. The validation and testing of proposed architecture has been performed over three

power systems. It has been observed that during validation and testing phase,
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the performance of this engine is promising. The validation of the performance

has been carried out with the help of nonlinear TDS.

7. For all the unseen operating cases the average error in predicting the TSI values

using RBFNN is very less.

8. The proposed method is found to be significantly easier to implement than pre-

vious assessment methods, resulting high accuracy in assessment and prediction.

In following chapter enhancement of transient stability with the help of meta–

heuristic optimization algorithm will be discuss in details.





Chapter 6

An Intelligent Grey Wolf

Optimizer for Transient Stability

and Security Constraints Optimal

Power Flow

[ This chapter presents the design and implementation of Improved Grey Wolf Opti-

mization (IGWO) for the TSSCOPF. The IGWO is implemented in order to resched-

ule the generator with minimum fuel cost such that the stability is maximized. In

order to identify the efficiency of the proposed IGWO algorithm, the results obtained

are compared with the other state-of-the-art algorithms. ]

6.1 Introduction

In chapter 4 and chapter 5 two important aspects of the power system security as-

sessment methods, namely the static security assessment method with contingency

ranking & classification and Transient Stability Assessment (TSA) with coherency

identification have been discussed. These assessment approaches help in identifying

the secure and insecure states of the power system. These approaches allow the

139
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Independent System Operator (ISO) to achieve better performance analysis and de-

termine the various capabilities of the power system in an online or offline mode.

In the efficient power system operation, to supply the required amount of active

and reactive power at constant frequency and with a stable voltage level continu-

ally, system stability assessment and enhancement is required. In the case of critical

situations, the ISO need to know how to prevent the system from collapse. There-

fore, control actions are required to activate proper counter-measures, which have a

stability improving impact on the power system.

Due to deregulation in power system, it is required to transmit large amount of

electrical power over long distances in day-ahead electricity markets. The contingen-

cies associated with power system operation and high demand of power with complex

control hierarchy pushed systems to operate at their stability boundaries [281]. In

this milieu, instability of power system has become major issues, which must be

taken care of by suitable techniques. This has given rise to a new methodology

known as Transient Stability and Security Constrained Optimal Power Flow (TSS-

COPF) problem, which is a highly nonlinear, non-convex, and multidimensional

optimization problem [282]. In general, TSSCOPF is extension of Optimal Power

Flow (OPF) with additional rotor angle and line flow inequality constraints. It

considers optimal, secure and stable operations simultaneously.

TSSCOPF is, however, a nonlinear optimization problem with both algebraic and

differential equations in the time domain. As a special requirement of the system, the

initial or feasible operating point should withstand the disturbance and can move to

a new stable equilibrium state after the clearance of the fault without disturbing the

equality and the inequality constraints. Due to huge dimension of the TSSCOPF

problem, it is really a tough exercise to deal with this type of problem. For a

given power system configuration, although the number of possible contingencies

are numerous, there are few critical contingencies that may cause instability.

In order to achieve this objective, variant of a new meta heuristic algorithm

Grey Wolf Optimizer (GWO) namely, Intelligent Grey Wolf Optimizer (IGWO) is

employed to reschedule the generator with minimum increase in fuel cost, such that

the transient severity is minimized. In order to prove the efficacy of the IGWO

algorithm, the results obtained on IEEE-30 bus test system and IEEE 39-bus 10
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Figure 6.1: Block diagram representation of TSSCOPF problem with IGWO

generator, are compared with other state-of-the-art algorithms namely GA [121],

PSO [121], ABC [124], CABC [124], WOA [125] and CWOA [125] algorithms.

6.2 Problem Formulation

The power network is a complex system, having three parts performing generation,

transmission and distribution of electric power. It is required from the ISO to

operate the system by using minimum resources incorporating stability and security

constraints.

6.2.1 Optimal Power Flow

Optimal Power Flow (OPF) problem formulation is concerned with the optimal

setting of control variables for the steady state performance study of power system

with respect to a predefine objective function subjected to various equality and

inequality constraints [213]. The main goal of the OPF problem is to minimize

the total fuel cost while satisfying all the equality and the inequality constraints.
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Mathematically, OPF problem may be represented as:

Min f(i, j) (6.1)

subject to :
m(i, j) = 0

n(i, j) ≤ 0

}

Where the above objective function f(i, j) is taken as the total production cost,

the equality constraints m(i, j) are taken as the power flow equations and the in-

equality constraints n(i, j) are taken as static and dynamic constraints as transmis-

sion line loading constraints, generator capacity constraints, security and transient

stability constraints.

The vector of dependent variables i may be represented by 6.2.

iT = [PGslack , VL1 , ..., VLNL , QG1 , ..., QGNG , SL1 , ..., SLNT ] (6.2)

Where PGslack is the slack bus power, VL is the load bus voltages, QG indicates the

reactive power outputs of the generators, SL indicates the transmission line flows,

NL is the number of load buses, NG is the number of generator buses and NTL is

the number of transmission lines. Similarly, the vector of control variables j may be

written by Equation 6.3.

jT = [PG2 , .., PGNG , VG1 , .., VGNG , T1, .., TNT , QC1 , .., QCNC ] (6.3)

Where NT is the number of tap changing transformers and NC is the number of

shunt VAR compensators, VG is the terminal voltage at the generator buses, PG is

the active power output of the generators, Ti is the tap setting of the tap changing

transformers and QC is the output of shunt VAR compensator.

6.2.2 Objective Function

The objective function can be described by the concepts such as production cost,

social welfare, and fuel cost. In an interconnected power system, the production cost

is given by the fuel cost curve approximated as the quadratic function of generated
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active power output. In this case, the total production, minimization is taken in to

consideration as the objective of TSSCOPF problem and it is expressed mathemat-

ically in Equation 6.4 [123].

F (PG) =

NG∑
x=1

(
axP

2
Gx + bxPGx + cx

)
(6.4)

Where F (PG) is the total generating cost, ax, bx and cx are the fuel cost coeffi-

cients of the generator x, PGx is the active power generation of the unit x, NG is the

total number of generator buses.

6.2.3 Constraints in OPF Problem with Security and Tran-

sient Stability

Security and Transient Stability constrained OPF can be considered as a conven-

tional OPF with additional inequality constraints imposed by the transmission line

loading limits and the rotor angle limits. The power flow should meets the steady

state constraints related to solution of the conventional OPF problem and dynamic

constraints imposed on the rotor angle during the transient period under undesirable

conditions. The OPF problem has two categories of constraints (viz. the equality

constraint and the inequality constraint). These two types of constraints are, se-

quentially, described below:

6.2.3.1 Equality Constraints (Power Flow Constraints)

The power flow equations form the equality constraints as shown in Equation 6.5.
PGx − PDx − Vx

NB∑
y=1

Vy (Gxy cos δxy +Bxy sin δxy) = 0

QGx +QCx −QDx − Vx
NB∑
y=1

Vy (Gxysinδxy −Bxycosδxy) = 0

(6.5)

Where NB is the total number of system buses; PGx and QGx are active and

reactive power outputs, respectively of the generator x. PDx and QDx are total

active and reactive power loads respectively of bus x. Vx and Vy are the voltage of
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the buses x and y respectively. QCx is shunt reactive source at bus x. Gxy, Bxy

and δxy, respectively, are the transfer conductance, the susceptance and the phase

difference of voltage, between buses x and y.

6.2.3.2 Inequality Constraints (Static and Dynamic Constraints)

• Generator Constraints

Generator voltage, active power outputs and reactive power outputs of bus x

should lie between their respective lower and upper limits, as shown in equation

6.6.
V min
Gx
≤ VGx ≤ V max

Gx
, x = 1, 2, . . . , NG

Pmin
Gx
≤ PGx ≤ Pmax

Gx
, x = 1, 2, . . . , NG

Qmin
Gx
≤ QGx ≤ Qmax

Gx
, x = 1, 2, . . . , NG

 (6.6)

where V min
Gx ; V max

Gx are the minimum and the maximum generator voltage,

respectively, of bus x, Pmin
Gx ; Pmax

Gx are the minimum and the maximum active

power output, respectively, of bus x and Qmin
Gx ; Qmax

Gx are the minimum and the

maximum reactive power output, respectively, of bus x.

• Transformer Constraints

Transformer tap settings are bounded by their respective upper and lower

limits as shown in Equation 6.7 .

Tmin
x ≤ Tx ≤ Tmax

x , x = 1, 2, . . . , NT (6.7)

where Tminx ; Tmaxx are the minimum and the maximum tap setting limits,

respectively, of transformer x and NT is the number of regulating transformers.

• Shunt Compensator Constraints

Reactive power injections at buses are restricted by their respective maximum

and minimum limits as shown in Equation 6.8.

Qmin
Cx ≤ QCx ≤ Qmax

Cx , x = 1, 2, . . . , NC (6.8)
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where Qmin
Cx ; Qmax

Cx are the minimum and the maximum VAR injection lim-

its, respectively, of the shunt compensator x and NC is the number of shunt

compensators.

• Security Constraints

These include transmission line loadings and voltages at load buses are repre-

sented by the Equations 6.9 and 6.10 respectively.

V min
Lx ≤ VLx ≤ V max

Lx , x = 1, 2, . . . , NL (6.9)

SLx =
√
P 2
Lx

+Q2
Lx
≤ Smax

Lx , x = 1, 2, . . . , NTL (6.10)

where V min
Lx ; V max

Lx are the minimum and the maximum load voltage, respec-

tively, of load bus x, SLx ; SmaxLx are the apparent power flow and the maximum

apparent power flow limit, respectively, through branch x, NL is the number

of load buses and NTL is the number of transmission lines.

6.2.4 Transient Stability Assessment and Constraints

TSA of power system is required to find whether system can maintain synchronism

during disturbance or not [283]. This decision is taken by monitoring the trajectories

of rotor angles during a perturbation period. The swing equation shows the transient

behavior of the system. If the trajectories of rotor angle of either single generator

or a group of generators are found to have continuous increment without limit with

reference to remaining machines, then the system is unstable. Another phenomenon,

if rotor angles of all participating system generators remain bounded within their

respective permissible limits, then system is stable [33,102]. The transient stability

constraints of TSSCOPF problem constitute a set of differential algebraic equations

[33] that may be solved by time-domain technique. The swing equation set of the

generator x can be represented by the Equations 6.11, 6.12 and 6.13.

dδx
dt

= ∆ωx (6.11)

d∆ωx
dt

=
1

Mx

(Pmx − Pex −Dx∆ωx) (6.12)
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Mx
d2δx

dt2
= (Pmx − Pex) (6.13)

In the Equation 6.12, Mx is moment of inertia of generator x, Pmx and Pex are

mechanical power input and electrical power outputs, respectively of the generator

x. Dx and ∆ωx are damping coefficient and rotor speed deviation, respectively of

the generator x. δx is rotor angle of generator x.

The generator rotor angle deviation with respect to the rotor angle of slack gen-

erator δslack is expressed in the form of inequality constraints, as stated in Equations

6.14 and 6.15 [121].

δmin ≤ |∆δx| ≤ δmax (6.14)

where

∆δx = |δx − δslack| x = 1, 2, ..., (NG − 1) (6.15)

For this work maximum allowable value of relative rotor angle for secure operation

δmax is taken as 1200 [271–273].

6.2.5 Formulation of TSSCOPF Problem

The formulation of the TSSCOPF problem is summarized according to the equality

and inequality constraints which are defined in sections 6.2.3.1 and 6.2.3.2 respec-

tively.

For the equality constraints, the power balance based on Newton-Raphson method

is met by the power flow constraints in Equation 6.5, while the swing equation in

Equations 6.11 and 6.12 are satisfied by the time-domain simulation based on the

Euler method.

For the inequality constraints, the penalty function is adopted to deal with all

operating limits as given in Equations 6.6 to 6.10. The penalty function for limit

violation of any variable can be defined as follows [284]:

h (λi) =


λi − λimax

λi
min − λi

0

if

if

if

λi > λi
max

λi < λi
min

λi
min ≤ λi ≤ λi

max

(6.16)
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Where h (λi) represents the penalty function of variable λi: λi
min and λi

max are

the lower Eand upper limits of the variable λi. λi represent the variables expressed in

Equations 6.6 to 6.10, but the penalty value for Equation 6.14 is kept constant. The

penalty functions reflect the violation of the inequality constraints and is assigned

a high cost of penalty for a candidate point far away from the feasible region.

In order to enforce all inequality constraints mentioned above, the objective func-

tion as shown in Equation 6.4 is added with the penalty functions of active power

generation of slack bus, reactive power generation, load bus voltage magnitude, tran-

sient stability limit, and transmission line loading. The fitness value is calculated

by Equation 6.17.

Fi = F (PG) + P (6.17)

Where P for penalty describes as

P = Kp[h(Pslack)] +KQ

NG∑
i=1

h(Qgi) +KV

Nl∑
i=1

h(VLi) +KT

NG∑
i=1

h(∆δi) +KS

Nline∑
i=1

h(Si)

Where h(Pslack), h(Qgi), h(VLi), h(∆δi) and h(Si) are penalty functions of active

power output of slack bus, the reactive power output of the generator, load bus

voltage magnitude, relative rotor angle and transmission line loading respectively,

Ks are the corresponding penalty weights. Nl is the total number of load buses.

6.3 Procedure of IGWO to solve TSSCOPF Prob-

lem

To inculcate IGWO based TSSCOPF following steps are used:

Step 1 Initialize the grey wolf population (N), maximum number of iterations (Tmax)

and dimension of the problem (Dim).

Step 2 Initialize a, A, C.

Step 3 Create a 3-phase fault.
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Step 4 Under the created operating scenario, violation of limits of transmission line

power flow, voltage magnitude at the load bus bar and slack bus unit need

to be considered. To include these violations, a penalty-function approach

is used as shown in Equation 6.17.

Step 5 Compute the augmented objective function and obtain the fuel cost and

active powers of the generators and compute the transient stability using

the time-domain method. These are taken as the initial solutions. Calculate

the fitness of each search agent.

Xα = the best search agent.

Xβ = the second best search agent.

Xδ = the third best search agent.

Step 6 Set generation t = 1.

Step 7 Update the position of each search agent by using Equation 3.5.

Step 8 Update a, A, C.

Step 9 Calculate the fitness of each search agent and Update Xα, Xβ and Xδ ac-

cording to the best solution.

Step 10 If t < Tmax Set generation t = t + 1 and go to step 7. Otherwise Xα is the

best solution.

6.4 Simulation Results

This section presents application of the proposed IGWO based solution of Transient

stability and security constrained optimal power flow (TSSCOPF) problem on two

test systems namely IEEE 30-bus 6-generator system and the New England 39-

bus 10-generator system. A classical generator model and a constant impedance

model are taken into consideration for the synchronous generator and the loads [123],

respectively. All the simulations are carried out using MATLAB [249], with Intel

Core i3, 2.5 GHz, 6 GB RAM. The software used for transient stability analysis is

in Ref. [285].



Chapter 6. An Intelligent Grey Wolf Optimizer for Transient Stability and Security
Constraints Optimal Power Flow 149

6.4.1 Test Case A: IEEE 30-Bus 6-Generator Test System

The IEEE 30-bus 6-generator system, consists of 6 generating units interconnected

with 41 transmission lines and 4 transformers. The single-line diagram and system

data of this power system are given in Appendix A. The system data such as bus

data, line data, and initial values of control variables are taken from [275]. The fuel

cost coefficients data and the rating of generators are the same as in [124]. The total

load demand for this test system are PLoad = 189.2 MW and QLoad = 107.2 MAVr

at 100 MVA base. Two widely used case studies, including the base load condition,

are used to exhibit the comparison of proposed approach with the contemporary

approaches. A single consisting of a three phase fault occurs near at bus 2 of line

2-5 at t = 0s is considered. The study is implemented for two different fault clearing

time given in Ref. [121,124,284].

• Case A.1: A 3-phase to ground fault is considered near bus 2 and in-between

lines 2-5 and is cleared after 0.18s. Here integration time step is 0.1s.

• Case A.2: A 3-phase to ground fault is considered near bus 2 and in-between

lines 2-5 and is cleared after 0.35s. Here integration time step is 0.01s.

For both the cases, number of iteration for simulation is considered as 100. Fur-

thermore, the results of the GWO and IGWO algorithms are obtained after carrying

out 30 independent run for different cases.

Case A.1: A 3-phase to ground fault is considered near bus 2 and in-

between lines 2-5 and is cleared after 0.18s

The study is shown with base case loading and 3-φ fault near bus-2 and in-between

the line 2-5. Fault clearing time (FCT) is taken as 0.18s. The optimal parameters

obtained by the both GWO and IGWO algorithms for the production cost mini-

mization objective function are presented in Table 6.1. This table also includes the

results obtained by GA [121], PSO [121], ABC [124], CABC [124], WOA [125] and

CWOA [125] algorithms.
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Table 6.1: Best control variables and production cost for IEEE 30-Bus system
(Case A.1)

Parameter
GA

[121]

PSO

[121]

ABC

[124]

CABC

[124]

WOA

[125]

CWOA

[125]
GWO IGWO

PG1 (MW) 41.88 43.63 40.5512 41.4823 41.6772 42.3443 43.7621 44.1780

PG2 (MW) 56.38 58.05 51.9248 55.3017 57.1053 56.789 59.2737 58.2334

PG13 (MW) 22.94 23.29 18.9168 17.0909 18.3953 17.923 14.7302 18.5019

PG22 (MW) 37.63 32.49 23.811 20.8952 21.3213 18.9767 23.1303 22.842

PG23 (MW) 16.7 17.04 16.801 17.0019 17.5919 20.8343 17.0989 17.0411

PG27 (MW) 16.53 17.54 40 40.4145 35.9138 35.1727 33.5374 30.6481

T6-9 (p.u.) 1.01 1.01 - - 0.95 0.97 1.0672 1.0198

T6-10 (p.u.) 0.95 0.96 - - 1.01 0.99 0.9275 1.0129

T4-12 (p.u.) 1 1.01 - - 1 0.96 0.9745 0.9934

T28-27 (p.u.) 0.97 0.97 - - 0.97 1.01 1.052 0.9965

VG1 (p.u.) - - 0.9858 0.9723 1.0213 1.0241 1.05 1.05

VG2 (p.u.) - - 0.978 0.9738 1.0335 1.0234 1.0473 1.0482

VG13 (p.u.) - - 1.0601 1.0785 1.0205 1.0069 1.0494 1.0498

VG22 (p.u.) - - 1.0191 1.0241 1.0262 1.0133 1.038 1.0383

VG23 (p.u.) - - 1.04 1.034 1.043 1.0102 1.049 1.0424

VG27 (p.u.) - - 1.0639 1.061 1.04 1.0382 1.05 1.0499

PL (MW) - - - - - - 2.3329 2.2321

Minimum Cost

($/h)
594.3117 585.736 577.78 577.63 576.4648 577.6347 574.2187 573.9821

- means not reported in the referred literature

The production cost calculated by using optimal parameters using Equation 6.4.

By inspecting the calculated production costs obtained by different algorithms, it

may be observed that the production cost 573.98 $/h which is obtained by using

proposed IGWO parameters is the minimum. The comparative convergence analysis,

obtained by both GWO and the proposed IGWO, is shown in Figure 6.2. This figure

presents that IGWO based objective function value for this case converges smoothly

and reaches the near global optimal value. The relative rotor angle trajectories are

also shown in Figures 6.3 and 6.4 as obtained by using GWO and IGWO. It may be

observed from these figures all the generators are stable and the rotor angles of all

the generators do not cross the value δmax.

Moreover, the statistical comparison of best, worst and mean fuel cost values as

obtained using different algorithms are listed in Table 6.2.
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Figure 6.2: Variation of fitness value against iteration for Case A.1

Figure 6.3: Relative rotor angles obtained by the GWO for Case A.1

Figure 6.4: Relative rotor angles obtained by the IGWO for Case A.1
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Table 6.2: Comparative results of IEEE 30-Bus system for Case A.1

Cost($/h)
GA

[121]

PSO

[121]

ABC

[124]

CABC

[124]

WOA

[125]

CWOA

[125]
GWO IGWO

Minimum 585.62 585.17 577.78 577.63 576.46 577.634 574.21 573.98

Maximum 585.71 585.69 583.9 580.83 587.08 582.78 583.67 579.11

Average 585.66 585.34 580.84 579.23 568.98 565.92 577.74 576.84

Case A.2: A 3-phase to ground fault is considered near bus 2 and in-

between lines 2-5 and is cleared after 0.35s

The study is shown with base case loading and 3-φ fault near bus-2 and in-between

the line 2-5. Fault clearing time (FCT) is taken as 0.35s. The optimal parameters

Table 6.3: Best control variables and production cost for IEEE 30-Bus system
(Case A.2)

Parameter
EPNN

[121]

ABC

[124]

CABC

[124]

WOA

[125]

CWOA

[125]
GWO IGWO

PG1 (MW) 48.95 40.6796 42.7411 41.6443 42.3443 45.857 48.2694

PG2 (MW) 38.41 55.00 54.7034 55.4773 56.789 48.2536 48.8317

PG13 (MW) 23.34 15.4663 14.8287 15.9703 17.923 17.0005 19.8346

PG22 (MW) 24.65 22.1919 24.3374 21.3843 18.9767 25.3365 23.8431

PG23 (MW) 17.61 19.9917 17.9055 18.5905 20.8343 18.8316 16.7253

PG27 (MW) 38.99 38.8263 37.6754 39.0933 35.1727 36.3593 34.155

T6-9 (p.u.) 1.01 - - 0.98 0.97 0.9243 0.9424

T6-10 (p.u.) 0.98 - - 1.01 0.99 0.9681 0.9309

T4-12 (p.u.) 1.03 - - 1.04 0.96 0.946 0.9496

T28-27 (p.u.) 1.04 - - 1.01 1.01 0.9944 0.9309

VG1 (p.u.) 0.99 0.97 0.9733 1.0273 1.0241 0.9903 0.9727

VG2 (p.u.) 0.99 0.9715 0.9653 1.0466 1.0234 1.0168 0.9726

VG13 (p.u.) 1.07 1.0752 1.062 1.0078 1.0069 1.0488 1.0485

VG22 (p.u.) 0.99 1.0187 1.0106 1.01 1.0133 1.04 1.0255

VG23 (p.u.) 1.02 1.0264 1.0242 1.0366 1.0102 1.0421 1.03

VG27 (p.u.) 1.05 1.0643 1.0685 1.0007 1.0382 1.0467 1.0489

PL (MW) - - - - - 2.3954 2.4513

Minimum Cost

($/h)
585.102 577.71 577.47 577.3819 577.2578 577.2002 576.9377
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Figure 6.5: Variation of fitness value against iteration for Case A.2

obtained by the both GWO and IGWO algorithms for the production cost minimiza-

tion objective function are presented in Table 6.3. This table also includes the results

obtained by EPNN [121], ABC [124], CABC [124], WOA [125] and CWOA [125] al-

gorithms.

The production cost is calculated by using optimal parameters using Equation 6.4.

By inspecting the calculated production costs obtained by different algorithms it is

observed that the production cost 576.9377 $/h which is obtained by using proposed

IGWO parameters is the minimum. The comparative convergence analysis, obtained

by both GWO and the proposed IGWO, is shown in Figure 6.5. This figure presents

that IGWO based objective function value for this case converges smoothly and

reaches the near global optimal value. The relative rotor angle trajectories are also

shown in Figures 6.6 and 6.7 by using GWO and IGWO respectively. As seen from

these figures all the generators are stable and the rotor angles of all the generators

do not cross the value δmax. Moreover, the statistical comparison of best, worst and

mean fuel cost values as obtained using different algorithms are listed in Table 6.4.

6.4.2 Test Case B: IEEE 39-Bus 10-Generator System

The IEEE 39-bus test system, consisting of ten generating units interconnected with

forty-six transmission lines. The single-line diagram and system data of this power
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Figure 6.6: Relative rotor angles obtained by the GWO for Case A.2

Figure 6.7: Relative rotor angles obtained by the IGWO for Case A.2

Table 6.4: Comparative results of IEEE 30-Bus system for Case A.2

Cost ($/h)
EP

[121]

EPNN

[121]

ABC

[124]

CABC

[124]

WOA

[125]

CWOA

[125]
GWO IGWO

Minimum 585.15 585.12 577.71 577.47 577.3819 577.257 577.20 576.93

Maximum 586.86 586.73 583.26 580.74 - - 583.48 579.87

Average 585.83 585.84 580.21 579.10 - - 578.79 577.69
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Table 6.5: Cost-coefficient data of 10-Generator 39-Bus System

Generator

Number

Bus

Number

For Cases B.1 & B.2 as per Ref. [221,287] For Case B.3 as per Ref. [250]

αi βi γi αi βi γi

1 30 0.0193 6.9 0 0.01 0.3 0.2

2 31 0.0111 3.7 0 0.01 0.3 0.2

3 32 0.0104 2.8 0 0.01 0.3 0.2

4 33 0.0088 4.7 0 0.01 0.3 0.2

5 34 0.0128 2.8 0 0.01 0.3 0.2

6 35 0.0094 3.7 0 0.01 0.3 0.2

7 36 0.0099 4.8 0 0.01 0.3 0.2

8 37 0.0113 3.6 0 0.01 0.3 0.2

9 38 0.0071 3.7 0 0.01 0.3 0.2

10 39 0.0065 3.9 0 0.01 0.3 0.2

system are given in Appendix A. The system data such as bus data, line data, and

initial values of control variables are taken from [286]. The fuel cost coefficients

data and the rating of generators are the same as in [221, 275, 287]. The upper and

lower limits of all the bus voltages magnitudes are available in [275]. The total load

demand for the operating condition considered for this test system are PLoad = 6098

MW and QLoad = 1409 MVAr. Three widely used case studies, including the base

load condition, are used to exhibit the comparison of proposed approach with the

contemporary approaches.

• Case B.1: A 3-phase to ground fault is considered near bus 29 and in-between

lines 28-29 and is cleared after 0.1s [218].

• Case B.2: A 3-phase to ground fault is considered near bus 17 and in-between

lines 17-18 and is cleared after 0.2s [124,221].

• Case B.3: A 3-phase to ground fault is considered near bus 17 and in-between

lines 17-18 and is cleared after 0.2s [124].

The fuel cost coefficient data and the rating of the generators are considered

as given in [221, 287] for case studies B.1 and B.2, whereas for case B.3, these

values are taken from [250] as shown in Table 6.5. For these cases, population

size and maximum number of iterations for optimization are considered as 50 and

100 respectively. Furthermore, the results of the GWO and IGWO algorithms are

obtained after carrying out 30 independent run for different cases.
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Case B.1: A 3-phase to ground fault is considered near bus 29 and in-

between lines 28-29 and is cleared after 0.1s

The study is shown with base case loading and 3-φ fault near bus-29 and in-between

the line 28-29. Fault clearing time (FCT) is taken as 0.1s. The optimal parameters

obtained by the both GWO and IGWO algorithms for the production cost mini-

mization objective function are presented in Table 6.6. This table also includes the

results obtained by Dynamic Simulation Algorithm (DSA) [288], generator Classical

Model(CM) [289], generator Detailed Model (DM) [289], algorithms.

The production cost is calculated by using optimal parameters using Equation 6.4.

By inspecting the calculated production costs obtained by different algorithms it is

observed that the production cost 60906.32 $/h which is obtained by using proposed

Table 6.6: Best control variables and production cost for IEEE 39-Bus system
(Case B.1)

Parameter DSA [288] CM [289] DM [289] GWO IGWO

PG30 (MW) 247.83 248.73 249.45 226.27 235.47

PG31 (MW) 577.23 577.84 578.36 558.11 549.93

PG32 (MW) 653.41 654.47 654.35 613.28 627.82

PG33 (MW) 643.28 645.00 641.76 629.68 619.26

PG34 (MW) 517.78 518.82 517.41 506.42 499.73

PG35 (MW) 662.46 664.32 660.73 630.07 635.26

PG36 (MW) 569.59 571.37 568.18 544.63 547.51

PG37 (MW) 543.88 547.81 547.69 518.58 525.40

PG38 (MW) 774.54 752.02 754.61 798.71 785.37

PG39 (MW) 1000.35 995.60 1003.18 1100.00 1100.00

V30(p.u.) 0.98 1.01 1.01 1.014 1.014

V31(p.u.) 1.07 1.08 1.08 1.04 1.05

V32(p.u.) 1.00 1.02 1.02 1.04 1.05

V33(p.u.) 1.01 1.01 1.01 1.05 1.05

V34(p.u.) 1.01 1.02 1.02 1.04 1.05

V35(p.u.) 1.06 1.06 1.06 1.05 1.05

V36(p.u.) 1.08 1.09 1.09 1.04 1.05

V37(p.u.) 1.01 1.04 1.04 1.04 1.03

V38(p.u.) 1.05 1.03 1.03 1.05 1.05

V39(p.u.) 1.01 1.05 1.05 1.04 1.02

Minimum Cost($/h) 61799.68 61600.76 61597.76 60912.81 60906.32

Maximum Cost($/h) - - - 60984.22 61243.33

Average Cost($/h) - - - 66941.25 61064.78
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Figure 6.8: Variation of fitness value against iteration for Case B.1

Figure 6.9: Relative rotor angles obtained by IGWO for Case B.1

IGWO parameters is the minimum. The comparative convergence analysis, obtained

by both GWO and the proposed IGWO, is shown in Figure 6.8. This figure presents

that IGWO based objective function value for this case converges smoothly and

reaches the near global optimal value. The relative rotor angle trajectories are also

shown in Figure 6.9 by using IGWO. As seen from this figure all the generators are

stable and the rotor angles of all the generators do not cross the value δmax.
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Case B.2: A 3-phase to ground fault is considered near bus 17 and in-

between lines 17-18 and is cleared after 0.2s

The study is shown with base case loading and 3-φ fault near bus-17 and in-between

the line 17-18. Fault clearing time (FCT) is taken as 0.2s. The optimal parameters

obtained by the both GWO and IGWO algorithms for the production cost mini-

mization objective function are presented in Table 6.7. This table also includes the

results obtained by TS [221], ABC [124], CABC [124], WOA [290] and CWOA [290]

algorithms. The comparative convergence analysis, obtained by both GWO and the

proposed IGWO, is shown in Figure 6.10. This figure presents that IGWO based

objective function value for this case converges smoothly and reaches the near global

optimal value.

Table 6.7: Best control variables and production cost for IEEE 39-Bus system
(Case B.2)

Parameter
TS

[221]

ABC

[124]

CABC

[124]

WOA

[290]

CWOA

[290]
GWO IGWO

PG30 (MW) 243.61 313.03 300.00 329.60 306.89 226.24 242.98

PG31 (MW) 568.34 616.15 570.30 527.49 520.56 551.78 562.68

PG32 (MW) 643.81 610.23 653.26 601.54 616.80 630.07 641.80

PG33 (MW) 644.57 617.57 600.00 647.77 600.76 612.02 629.26

PG34 (MW) 243.58 455.23 443.87 400.44 395.67 499.80 507.35

PG35 (MW) 658.27 602.95 645.14 605.55 645.78 641.10 655.09

PG36 (MW) 565.44 507.08 503.38 513.34 510.12 533.96 562.49

PG37 (MW) 538.17 600.00 600.00 568.86 598.46 534.27 533.69

PG38 (MW) 533.19 702.48 719.36 778.89 801.56 797.71 807.38

PG39 (MW) 1200.00 1110.00 1100.00 1168.69 1149.68 1098.84 983.09

V30(p.u.) - 1.00 1.01 1.01 1.02 1.04 1.00

V31(p.u.) - 1.01 1.00 1.00 1.02 1.05 1.05

V32(p.u.) - 1.02 1.01 1.02 1.03 1.03 1.05

V33(p.u.) - 1.03 1.03 0.99 1.01 1.04 1.05

V34(p.u.) - 1.01 1.02 0.97 1.04 1.03 1.05

V35(p.u.) - 1.03 1.03 1.02 1.00 1.05 1.05

V36(p.u.) - 1.03 1.03 1.00 1.00 1.02 1.05

V37(p.u.) - 1.02 1.02 1.01 0.98 1.04 1.03

V38(p.u.) - 1.03 1.04 1.02 1.01 1.05 1.05

V39(p.u.) - 0.95 0.96 0.99 1.00 1.00 1.01

Cost($/h) 62261.28 61485.48 61369.19 61126.23 61106.27 60917.17 60783.22
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Figure 6.10: Variation of fitness value against iteration for Case B.2

Figure 6.11: Relative rotor angles obtained by IGWO for Case B.2

Table 6.8: Comparative Results of IEEE 39-bus Test System for Case B.2

Cost ($/h)
TS

[221]

ABC

[124]

CABC

[124]

WOA

[290]

CWOA

[290]
GWO IGWO

Minimum 62261.28 61485.48 61369.19 61126.23 61106.27 60917.17 60783.22

Maximum - 61703.42 61602.53 61198.23 61176.67 61134.71 61091.46

Average - 61594.45 61485.86 61132.55 61126.67 61094.63 60984.44
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The production cost is calculated by using optimal parameters using Equation 6.4.

By inspecting the calculated production costs obtained by different algorithms it is

observed that the production cost 60783.22 $/h which is obtained by using proposed

IGWO parameters is the minimum. The relative rotor angle trajectories are also

shown in Figure 6.11 by using IGWO. As seen from this figure all the generators

are stable and the rotor angles of all the generators do not cross the value δmax.

Moreover, the statistical comparison of best, worst and mean fuel cost values as

obtained using different algorithms are listed in Table 6.8.

Case B.3: A 3-phase to ground fault is considered near bus 17 and in-

between lines 17-18 and is cleared after 0.2s

The study is shown with base case loading and 3-φ fault near bus-17 and in-between

the line 17-18. Fault clearing time (FCT) is taken as 0.2s. The optimal parameters

obtained by the both GWO and IGWO algorithms for the production cost minimiza-

tion objective function are presented in Table 6.9. This table also includes the results

obtained by ABC [124], CABC [124], WOA [290] and CWOA [290] algorithms.

The production cost is calculated by using optimal parameters using Equation 6.4.

By inspecting the calculated production costs obtained by different algorithms it is

observed that the production cost 35256.50 $/h which is obtained by using proposed

Figure 6.12: Variation of fitness value against iteration for Case B.3
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IGWO parameters is the minimum. The comparative convergence analysis, obtained

by both GWO and the proposed IGWO, is shown in Figure 6.12. This figure presents

that IGWO based objective function value for this case converges smoothly and

reaches the near global optimal value. The relative rotor angle trajectories are also

shown in Figure 6.13 by using IGWO. As seen from this figure all the generators

Table 6.9: Best control variables and production cost for IEEE 39-Bus system
(Case B.3)

Parameter
ABC

[124]

CABC

[124]

WOA

[290]

CWOA

[290]
GWO IGWO

PG30 (MW) 336.96 350.00 393.60 364.56 569.02 574.84

PG31 (MW) 562.59 564.26 525.56 529.89 586.12 574.30

PG32 (MW) 549.17 577.14 560.19 587.78 582.10 576.21

PG33 (MW) 627.34 600.00 612.34 609.98 569.95 557.32

PG34 (MW) 489.38 491.62 445.56 446.62 508.00 508.00

PG35 (MW) 535.59 556.22 525.55 555.55 588.68 566.71

PG36 (MW) 577.91 564.63 567.61 543.78 573.67 554.28

PG37 (MW) 580.68 568.49 610.45 598.23 562.35 545.17

PG38 (MW) 759.98 763.34 745.68 788.67 596.36 717.60

PG39 (MW) 1119.70 1100.00 1149.70 1109.26 989.56 951.37

V30(p.u.) 1.03 1.00 1.03 1.03 0.95 0.95

V31(p.u.) 1.05 0.98 1.02 1.01 0.99 1.04

V32(p.u.) 0.99 1.01 1.01 1.02 0.98 1.00

V33(p.u.) 1.05 1.06 1.00 1.01 0.97 1.01

V34(p.u.) 1.02 1.06 1.00 1.00 1.01 1.00

V35(p.u.) 1.05 1.06 1.01 0.96 1.02 0.99

V36(p.u.) 1.03 1.06 0.99 0.99 0.98 0.98

V37(p.u.) 1.01 1.01 0.99 1.00 0.95 0.96

V38(p.u.) 0.95 1.06 1.05 1.01 1.05 1.05

V39(p.u.) 1.03 1.00 1.00 0.97 0.95 0.96

Cost($/h) 36058.69 35869.23 35930.45 35857.71 35680.63 35256.50

Table 6.10: Comparative results of IEEE 39-Bus 10-Generator system for Case
B.3

Cost ($/h)
ABC

[124]

CABC

[124]

WOA

[290]

CWOA

[290]
GWO IGWO

Minimum 36058.69 35869.23 35930.45 35857.71 35680.63 35256.50

Maximum 36678.11 36258.53 36882.78 36987.09 35874.44 35604.01

Average 36368.4 36063.88 36828.45 36619.34 35617.61 35403.46
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Figure 6.13: Relative rotor angles obtained by IGWO for Case B.3

are stable and the rotor angles of all the generators do not cross the value δmax.

Moreover, the statistical comparison of best, worst and mean fuel cost values as

obtained using different algorithms are listed in Table 6.10.

The following interpretations can be drawn from the results shown in this section:

• The optimal setting of control variables obtained from the both GWO and

proposed IGWO for fuel cost minimization.

• The results obtained from proposed IGWO-TSSCOPF are compared with the

other obtained results offered by different published techniques for both IEEE

30-bus 6-generator system and IEEE 39-bus 10-generator system.

• It is observed from the comparison that the total cost from IGWO is less

than that obtained by all other published algorithms for both IEEE 30-bus

6-generator system and IEEE 39-bus 10-generator system..

• Moreover, the statical comparison of best, worst and mean fuel cost values of

different algorithms are listed in results. From the statical results, it is clear

that the difference among the best, worst and mean objective cost values, as

obtained by IGWO, are very much insignificant.

• It is observed from the results the worst value of IGWO is even much batter

than the best values obtained by the other indicated methods.
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• Results clearly suggest that the proposed IGWO-TSSCOPF method produces

similar results in most of the trials and robustness of the proposed method is

thus proved.

6.5 Summary

Applications of meta-heuristic algorithms in power engineering have increased in

recent years. The meta-heuristic paradigms are able to solve complex power engi-

neering problems and help to find a optimal solution. In this chapter the applications

of the proposed IGWO is exhibited in the area of optimal power flow with respect to

both system security constraints and transient stability constraints and the applica-

tion results are presented for two systems as IEEE 30-bus system and IEEE 39-bus

system. Based on this chapter following conclusions may be drawn:

1. An OPF problem has been developed as a constrained optimization problem

by incorporating different stability constraints i.e. transmission, generation and

stability constrains.

2. Penalty factor based approach has been employed in order to enforce all inequality

constraints.

3. The solution obtained by the proposed IGWO-TSSCOPF have been compared

with those obtained by other heuristic methods in the literature.

4. It has been observed that, the performance of the proposed method is promising.

The validation of the performance has been carried out with the help of nonlinear

TDS.

5. The application results reveal that proposed method effectively reduces the gen-

eration cost by considering the stability and security of the power system.





Chapter 7

Conclusions and Future Scope

[In this chapter the major research findings of the work done by the author are

summarized and suggestions have also been made to extend the current research

work.]

The objective of this chapter is to summarize the main contributions and findings

of the work carried out in this thesis and to suggest scope for future research work

in this area. In the deregulated and competitive scenario of power system, the

operation of modern power systems has become complicated. This thesis focuses on

the most important aspects related to power system stability, particularly security

assessment, dynamic stability assessment and their enhancement.

Chapter 3 of this thesis has presented an improved version of Grey Wolf Optimizer

(GWO), named as Intelligent Grey Wolf Optimizer (IGWO). In this chapter an ef-

ficient sinusoidal function has been employed to improve the bridging mechanism

between the exploration and exploitation phase of GWO. Exploration and exploita-

tion capabilities of GWO are enhanced with this newly developed mechanism. Fur-

ther, opposition based learning concept has been employed in initialization phase of

the GWO along with this sinusoidal bridging mechanism. The combined effect of

these two modifications is positive and the implication of these modifications can be

observed through the results on various benchmarking functions. The performance

of the proposed variant has been validated on standard 22 benchmark functions of

different properties and nature. The effectiveness of the proposed algorithm IGWO

165
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is throughly investigated and presented. The conclusions drawn from this work are

summarized below.

1. There is a scope of improvement in existing meta-heuristic techniques for many

complex optimization problems. The developed IGWO perform better than its

previous model and the existing meta-heuristic models for the standard 22 bench-

mark functions.

2. The modifications suggested in order to improved GWO algorithm are effectively

contributing towards enhancing the convergence, accuracy and efficiency of the

algorithm.

3. Proposed opposition based modification, disperses tentative solutions near the

promising region so virtually reduces search space of meta-heuristics. This feature

makes the algorithms more efficient.

4. The obtained results reveals that the proposed variant IGWO shows promising

results on majority of the benchmark functions. The superiority of this variant

has been validated by optimal values of standard deviation, mean and p-value

less than the significance level.

In Chapter 4 of this thesis the application of ANN approaches for online static se-

curity assessment and contingency analysis of power systems has been investigated.

Attempt has been made to employ supervised learning architecture for ranking and

classification of the probable contingencies. In supervised learning approaches fea-

ture selection process is very critical because these approaches are employed for

online applications. By considering this fact meta-heuristic based distinct feature

selection approach has been proposed and the application results are presented for

two systems namely IEEE 30-bus system and IEEE 39-bus system. Two different

ANN-based architectures i.e. Radial Basis Function Neural Network (RBFNN) and

Feed Forward Neural Network (FFNN) have been investigated for online contin-

gency classification. The RBFNN and FFNN have been trained using some selected

features offered by the proposed IGWO based feature selection method. A large

number of load patterns have been generated by randomly perturbing the real and

reactive loads on all the buses to generate a data set that is representative of all pos-

sible operating conditions. For each operating condition, a contingency is simulated.
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Two Performance Indices (PIs) as PIMVA and PIV Q have been used to classify the

contingency into different critical and non-critical classes. A supervised learning

approach to fast and accurate power system security assessment and contingency

analysis has been proposed in this chapter. Work has been done to improve the

classification accuracy and reduce the computational complexity by incorporating

the IGWO based feature selection method. The suitability of the proposed model

for contingency analysis as a decision making tool for online application at the EMS

has been investigated. Following conclusions are drawn from this chapter:

1. For feature selection task, new version of GWO algorithm named as IGWO has

been proposed and employed for performing feature selection task. It has been ob-

served that the proposed IGWO based feature selection technique shows promis-

ing results, when it is compared with previously published approaches.

2. The results of comparative study for two power systems show that the proposed

RBFNN yields results with higher accuracy in comparison to the existing con-

temporary approaches.

3. The overall accuracy of the test results for unseen samples highlights the ca-

pability and the suitability of the proposed approach for online application at

EMS.

4. The proposed method is also capable of contingency ranking under uncertain

loading condition.

5. The proposed RBFNN method gives excellent accuracy (more than 99%) for con-

tingency classification even with a very small feature subset. Therefore, proposed

RBFNN-based method may serve as a promising tool for online contingency clas-

sification.

Chapter 5, of the thesis is devoted for online assessment of transient stability of

power system. A supervised learning algorithm is investigated for the stability iden-

tification which is fast and accurate. In this chapter, a new index named Transient

Stability Index (TSI) is proposed for identification of the stability status of individ-

ual generator in term of its synchronism. The proposed index is based on the Time

Domain Simulation (TDS) of the swing equation. An application of the RBFNN
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has been investigated for the online identification of generator criticality and TSA of

the system for set of probable contingencies. The RBFNN is trained by taking the

wide ranging dataset consisting of the randomly varied real and reactive loads at all

the buses. The TSI values of all the generators and “Out of Step” time of system

are obtained from the trained RBFNN for the unseen operating conditions. The

effectiveness of the proposed scheme for online TSA is tested on IEEE 10-generator

39-bus New England system, IEEE 68-bus 16 generator and IEEE 50-generator

145-bus power systems at different loading levels with random perturbations. Thus

the proposed unified TSA scheme can provide vital solution to identify the gener-

ator criticality and instability problem to the operator at EMS. From this chapter

following conclusions can be drawn:

1. A fast and highly accurate RBFNN based transient stability assessment of power

system has been carried out for different size small to large power systems con-

sidering different operating conditions for the probable contingencies.

2. The online prediction of transient instability within a few cycles from Fault Clear-

ing Time (FCT) is determined.

3. Proposed TSI has been employed to do the assessment of system stability, to rank

the generators as per the criticality and for identification of the candidate gener-

ators for application of the control actions such as coherent group identification

and generator rescheduling.

4. The proposed method is based on the prediction of TSI values of each generator

for unseen operating condition using RBFNN for a given contingency and through

the predicted value of TSI the stability of the system is assessed.

5. For all the unseen operating cases the average error in predicting the TSI using

RBFNN is very less and the proposed RBFNN is able to classify stability rapidly

with high accuracy.

6. Both informations about ranking obtained from the TSI value of each generat-

ing unit and TSI based coherent group information are important for selecting

the units for change the generation during generation rescheduling as preventive

control action.
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7. The proposed RBFNN based method provides better results than the existing

methods and they are independent of minor changes in topology of power systems.

In Chapter 6, the applications of the proposed IGWO is exhibited in the area of

optimal power flow with respect to both system security constraints and transient

stability constraints. An OPF problem has been developed as a constrained opti-

mization problem by incorporating different stability constraints i.e. transmission,

generation and stability constrains. Penalty factor based approach has been em-

ployed in order to enforce all inequality constraints. The solutions obtained by

the proposed IGWO-TSSCOPF have been compared with those obtained by other

heuristic methods in the literature. The validation of the performance has been

carried out with the help of nonlinear TDS. The application results have been pre-

sented for two systems as IEEE 30-bus system and IEEE 39-bus system. It has been

observed that, the performance of this proposed method is promising. Based on this

chapter, following conclusions may be drawn:

1. Penalty factor based objective function reduces handling of constraints and make

the problem simple by considering all inequality constraints.

2. Proposed opposition based modification, disperses tentative solutions near the

promising region so virtually reduces the problem search space of meta-heuristics.

This feature makes the algorithm more efficient.

3. The statistical analysis reveals that TSSCOPF using proposed IGWO algorithm

is improved to a good degree of optima searching ability.

4. The solution obtained by the proposed IGWO-TSSCOPF have been compared

with those obtained by other heuristic methods in the literature. It has been

observed that, the performance of this proposed method is promising. The vali-

dation of the performance has been carried out with the help of nonlinear TDS.

5. The application results reveal that proposed method effectively reduces the gen-

eration cost by considering the stability and security of the power system.
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Salient Contributions

Major contributions of the thesis may be summarized as below:

1. Developed the improved version of the Grey Wolf Optimizer (GWO) named In-

telligent Grey Wolf Optimizer (IGWO) to solve large-scale complex optimization

problems and tested over standard 22 benchmark functions.

2. Explored two applications of the IGWO to solve dimension reduction (feature

selection) problem for supervised learning engine and Transient Stability and

Security Constrained Optimal Fower Flow (TSSCOPF) problem for enhancing

the stability and security of the power system.

3. Proposed appropriate modification in scalar Performance Indices (PIs) for con-

tingency analysis and static security assessment.

4. Developed a new Transient Stability Index (TSI) to identify the stability status

of each generator in terms of their synchronism.

5. Investigated different ANN architectures for fast and accurate contingency anal-

ysis, online static security assessment and online transient stability assessment

capable of performing well under uncertain loading condition while handling the

contingencies.

6. Proposed a unified approach for contingency analysis, online static security assess-

ment, online transient stability assessment and security & stability enhancement

of power systems.

Future Research Scope

Now a days power systems are very complex and having a large number of compo-

nents at all the levels i.e. generation, transmission and distribution. So a unified

scheme is required for monitoring and control of system against the power system

instabilities. The online assessment of the power system stability is a key issue for

the operator. This thesis attempts to address major issues like contingency anal-

ysis, static security assessment, transient stability assessment and TSSCOPF as a
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method of enhancement of transient stability and security of power systems. The

following are suggestions for future research direction in these areas:

1. The present research work is focused around the conventional generation re-

sources. However, the problem may be extended with the inclusion of renewable

energy resources with the conventional generation resources.

2. In this work, only ANN based supervised learning engines have been employed.

This may be extended to compare various other computational intelligence meth-

ods like Deep Learning Programming. This may lead to a new solution for more

accurate and fast assessment of power system stability.

3. In this work, focus is on the assessment part of the stability alone. Therefore the

methods of preventive control and emergency control can be investigated.

4. This work can be extended for voltage stability assessment and control, and the

preventive and emergency control for voltage instability can also be investigated.





Appendix A

Test Systems

The single-line diagrams, bus, line and other data of various test systems considered

for simulation during thesis work are given in this appendix.

A.1 IEEE 30-Bus, 6-Generator Test System

Figure A.1: Single line diagram of IEEE 30-Bus System
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Table A.1: Bus data of IEEE 30-Bus, 6-Generator System

Bus No.
Active Load, Pd

(MW)

Reactive Load, Qd
(MVAr)

Vm
(p.u.)

Vθ
(degree)

1 0 0 1 0

2 21.7 12.7 1 -0.41549

3 2.4 1.2 0.983138 -1.52207

4 7.6 1.6 0.980093 -1.79473

5 0 0 0.982406 -1.86382

6 0 0 0.973184 -2.26696

7 22.8 10.9 0.967355 -2.65184

8 30 30 0.960624 -2.72577

9 0 0 0.980506 -2.99693

10 5.8 2 0.984404 -3.37494

11 0 0 0.980506 -2.99693

12 11.2 7.5 0.985468 -1.53691

13 0 0 1 1.476163

14 6.2 1.6 0.976677 -2.30804

15 8.2 2.5 0.980229 -2.31184

16 3.5 1.8 0.977396 -2.64449

17 9 5.8 0.976865 -3.39234

18 3.2 0.9 0.96844 -3.47839

19 9.5 3.4 0.965287 -3.9582

20 2.2 0.7 0.969166 -3.87102

21 17.5 11.2 0.993383 -3.48839

22 0 0 1 -3.39273

23 3.2 1.6 1 -1.58923

24 8.7 6.7 0.988566 -2.63146

25 0 0 0.990215 -1.68999

26 3.5 2.3 0.972194 -2.13935

27 0 0 1 -0.82844

28 0 0 0.974715 -2.26593

29 2.4 0.9 0.979597 -2.1285

30 10.6 1.9 0.967883 -3.04152

Table A.2: Technical limits of generators of IEEE 30-Bus, 6-Generator System

Generator

Number

Bus

Number

PG

(MW)

QG

(MVAr)

PG,max

(MW)

PG,min

(MW)

QG,max

(MVAr)

QG,min

(MVAr)

1 1 25.9738 -0.99848 80 0 150 -20

2 2 60.97 31.99898 80 0 60 -20

3 22 21.59 39.56997 50 0 62.5 -15

4 27 26.91 10.54051 55 0 48.7 -15

5 23 19.2 7.950952 30 0 40 -10

6 13 37 11.35288 40 0 44.7 -15
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Table A.3: Line data of IEEE 30-Bus, 6-Generator System

Line

number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

MVA

Rating

1 1 2 0.02 0.06 0.03 130

2 1 3 0.05 0.19 0.02 130

3 2 4 0.06 0.17 0.02 65

4 3 4 0.01 0.04 0 130

5 2 5 0.05 0.2 0.02 130

6 2 6 0.06 0.18 0.02 65

7 4 6 0.01 0.04 0 90

8 5 7 0.05 0.12 0.01 70

9 6 7 0.03 0.08 0.01 130

10 6 8 0.01 0.04 0 32

11 6 9 0 0.21 0 65

12 6 10 0 0.56 0 32

13 9 11 0 0.21 0 65

14 9 10 0 0.11 0 65

15 4 12 0 0.26 0 65

16 12 13 0 0.14 0 65

17 12 14 0.12 0.26 0 32

18 12 15 0.07 0.13 0 32

19 12 16 0.09 0.2 0 32

20 14 15 0.22 0.2 0 16

21 16 17 0.08 0.19 0 16

22 15 18 0.11 0.22 0 16

23 18 19 0.06 0.13 0 16

24 19 20 0.03 0.07 0 32

25 10 20 0.09 0.21 0 32

26 10 17 0.03 0.08 0 32

27 10 21 0.03 0.07 0 32

28 10 22 0.07 0.15 0 32

29 21 22 0.01 0.02 0 32

30 15 23 0.1 0.2 0 16

31 22 24 0.12 0.18 0 16

32 23 24 0.13 0.27 0 16

33 24 25 0.19 0.33 0 16

34 25 26 0.25 0.38 0 16

35 25 27 0.11 0.21 0 16

36 28 27 0 0.4 0 65

37 27 29 0.22 0.42 0 16

38 27 30 0.32 0.6 0 16

39 29 30 0.24 0.45 0 16

40 8 28 0.06 0.2 0.02 32

41 6 28 0.02 0.06 0.01 32
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Table A.4: Generator cost data of IEEE 30-Bus, 6-Generator System

Generator Number αi βi γi

1 0.02 2 0

2 0.0175 1.75 0

3 0.0625 1 0

4 0.00834 3.25 0

5 0.025 3 0

6 0.025 3 0

A.2 IEEE 39-Bus, 10-Generator New England Test

System

IEEE 39 Bus, 10 Generator New England Test System [278] consists of 39 buses,

46 transmission lines, 10 generators, 29 loads and 12 transformers. It is 345 kV

dynamic test system. The bus voltage magnitude limits are V min = 0.94 p.u. and

V max = 1.06 p.u.. Bus no. 39 is taken as slack bus.

Figure A.2: Single line diagram of IEEE 39-Bus, 10-Generator New England
System
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Table A.5: Bus data of IEEE 39-Bus, 10- Generator System

Bus No.
Active Load

Pd (MW)

Reactive Load

Qd (MVAr)

Voltage

Vm (p.u.)

Vθ
(degree)

1 97.6 44.2 1.039384 -13.5366

2 0 0 1.048494 -9.78527

3 322 2.4 1.030708 -12.2764

4 500 184 1.00446 -12.6267

5 0 0 1.006006 -11.1923

6 0 0 1.008226 -10.4083

7 233.8 84 0.998397 -12.7556

8 522 176.6 0.997872 -13.3358

9 6.5 -66.6 1.038332 -14.1784

10 0 0 1.017843 -8.17088

11 0 0 1.013386 -8.93697

12 8.53 88 1.000815 -8.99882

13 0 0 1.014923 -8.92993

14 0 0 1.012319 -10.7153

15 320 153 1.016185 -11.3454

16 329 32.3 1.03252 -10.0333

17 0 0 1.034237 -11.1164

18 158 30 1.031573 -11.9862

19 0 0 1.050107 -5.41007

20 680 103 0.991011 -6.82118

21 274 115 1.032319 -7.62875

22 0 0 1.050143 -3.18312

23 247.5 84.6 1.045145 -3.38128

24 308.6 -92.2 1.038001 -9.91376

25 224 47.2 1.057683 -8.36924

26 139 17 1.052561 -9.43877

27 281 75.5 1.038345 -11.3622

28 206 27.6 1.050374 -5.92836

29 283.5 26.9 1.050115 -3.16987

30 0 0 1.0499 -7.37047

31 9.2 4.6 0.982 0

32 0 0 0.9841 -0.18844

33 0 0 0.9972 -0.19317

34 0 0 1.0123 -1.63112

35 0 0 1.0494 1.776507

36 0 0 1.0636 4.468437

37 0 0 1.0275 -1.5829

38 0 0 1.0265 3.892818

39 1104 250 1.03 -14.5353
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Table A.6: Line data of IEEE 39-Bus, 10-Generator System

Line

Number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

MVA

Rating

1 1 2 0.0035 0.0411 0.6987 600

2 1 39 0.001 0.025 0.75 1000

3 2 3 0.0013 0.0151 0.2572 500

4 2 25 0.007 0.0086 0.146 500

5 2 30 0 0.0181 0 900

6 3 4 0.0013 0.0213 0.2214 500

7 3 18 0.0011 0.0133 0.2138 500

8 4 5 0.0008 0.0128 0.1342 600

9 4 14 0.0008 0.0129 0.1382 500

10 5 6 0.0002 0.0026 0.0434 1200

11 5 8 0.0008 0.0112 0.1476 900

12 6 7 0.0006 0.0092 0.113 900

13 6 11 0.0007 0.0082 0.1389 480

14 6 31 0 0.025 0 1800

15 7 8 0.0004 0.0046 0.078 900

16 8 9 0.0023 0.0363 0.3804 900

17 9 39 0.001 0.025 1.2 900

18 10 11 0.0004 0.0043 0.0729 600

19 10 13 0.0004 0.0043 0.0729 600

20 10 32 0 0.02 0 900

21 12 11 0.0016 0.0435 0 500

22 12 13 0.0016 0.0435 0 500

23 13 14 0.0009 0.0101 0.1723 600

24 14 15 0.0018 0.0217 0.366 600

25 15 16 0.0009 0.0094 0.171 600

26 16 17 0.0007 0.0089 0.1342 600

27 16 19 0.0016 0.0195 0.304 600

28 16 21 0.0008 0.0135 0.2548 600

29 16 24 0.0003 0.0059 0.068 600

30 17 18 0.0007 0.0082 0.1319 600

31 17 27 0.0013 0.0173 0.3216 600

32 19 20 0.0007 0.0138 0 900

33 19 33 0.0007 0.0142 0 900

34 20 34 0.0009 0.018 0 900

35 21 22 0.0008 0.014 0.2565 900

36 22 23 0.0006 0.0096 0.1846 600

37 22 35 0 0.0143 0 900

38 23 24 0.0022 0.035 0.361 600

39 23 36 0.0005 0.0272 0 900

40 25 26 0.0032 0.0323 0.531 600

41 25 37 0.0006 0.0232 0 900

42 26 27 0.0014 0.0147 0.2396 600

43 26 28 0.0043 0.0474 0.7802 600

44 26 29 0.0057 0.0625 1.029 600

45 28 29 0.0014 0.0151 0.249 600

46 29 38 0.0008 0.0156 0 1200
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Table A.7: Technical limits of generators of IEEE 39-Bus, 10- Generator System

Generator

Number

Bus

Number

PG
(MW)

QG
(MVAr)

PG,max
(MW)

PG,min
(MW)

QG,max
(MVAr)

QG,min
(MVAr)

1 30 250 161.762 1040 0 400 140

2 31 677.871 221.574 646 0 300 -100

3 32 650 206.965 725 0 300 150

4 33 632 108.293 652 0 250 0

5 34 508 166.688 508 0 167 0

6 35 650 210.661 687 0 300 -100

7 36 560 100.165 580 0 240 0

8 37 540 -1.36945 564 0 250 0

9 38 830 21.7327 865 0 300 -150

10 39 1000 78.4674 1100 0 300 -100

Table A.8: Dynamic data of generators of IEEE 39-Bus, 10-Generator System

Generator

Number

xd

(pu)

x’d

(pu)

T’do

(sec)

xq

(pu)

x’q

(pu)

T’qo

(sec)

H

(sec)

1 1.00 0.31 10.20 0.69 0.31 1.50 4.20

2 2.95 0.697 6.56 2.82 0.697 1.50 3.03

3 2.495 0.531 5.70 2.37 0.531 1.50 3.58

4 2.62 0.436 5.69 2.58 0.436 1.50 2.86

5 6.70 1.32 5.40 6.20 1.32 0.44 2.60

6 2.54 0.50 7.30 2.41 0.5 0.40 3.48

7 2.95 0.49 5.66 2.92 0.49 1.50 2.64

8 2.90 0.57 6.70 2.80 0.57 0.41 2.43

9 2.106 0.57 4.79 2.05 0.57 1.96 3.45

10 0.20 0.06 7.00 0.19 0.06 0.70 50.00

Table A.9: Cost coefficient data of 10-Generator 39-Bus System

Generator

Number

Bus

Number

As per Ref. [221,287] As per Ref. [250]

αi βi γi αi βi γi

1 30 0.0193 6.9 0 0.01 0.3 0.2

2 31 0.0111 3.7 0 0.01 0.3 0.2

3 32 0.0104 2.8 0 0.01 0.3 0.2

4 33 0.0088 4.7 0 0.01 0.3 0.2

5 34 0.0128 2.8 0 0.01 0.3 0.2

6 35 0.0094 3.7 0 0.01 0.3 0.2

7 36 0.0099 4.8 0 0.01 0.3 0.2

8 37 0.0113 3.6 0 0.01 0.3 0.2

9 38 0.0071 3.7 0 0.01 0.3 0.2

10 39 0.0065 3.9 0 0.01 0.3 0.2
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A.3 IEEE 68-Bus, 16-Generator Test System

Table A.10: Bus data of IEEE 68-Bus, 16-Generator System

Bus No. Bus Type
Voltage Voltage Angle Generator Load

Vm Vθ Pg Qg Pd Qd

1 3 1 0 0 0 2.527 1.1856

2 3 1 0 0 0 0 0

3 3 1 0 0 0 3.22 0.02

4 3 1 0 0 0 5 1.84

5 3 1 0 0 0 0 0

6 3 1 0 0 0 0 0

7 3 1 0 0 0 2.34 0.84

8 3 1 0 0 0 5.22 1.77

9 3 1 0 0 0 1.04 1.25

10 3 1 0 0 0 0 0

11 3 1 0 0 0 0 0

12 3 1 0 0 0 0.09 0.88

13 3 1 0 0 0 0 0

14 3 1 0 0 0 0 0

15 3 1 0 0 0 3.2 1.53

16 3 1 0 0 0 3.29 0.32

17 3 1 0 0 0 0 0

18 3 1 0 0 0 1.58 0.3

19 3 1 0 0 0 0 0

20 3 1 0 0 0 6.8 1.03

21 3 1 0 0 0 2.74 1.15

22 3 1 0 0 0 0 0

23 3 1 0 0 0 2.48 0.85

24 3 1 0 0 0 3.09 -0.92

25 3 1 0 0 0 2.24 0.47

26 3 1 0 0 0 1.39 0.17

27 3 1 0 0 0 2.81 0.76

28 3 1 0 0 0 2.06 0.28

29 3 1 0 0 0 2.84 0.27

30 3 1 0 0 0 0 0

31 3 1 0 0 0 0 0

32 3 1 0 0 0 0 0

33 3 1 0 0 0 1.12 0

Continued on next page
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Table A.10 – Continued from previous page

Bus No. Bus Type
Voltage Voltage Angle Generator Load

Vm Vθ Pg Qg Pd Qd

34 3 1 0 0 0 0 0

35 3 1 0 0 0 0 0

36 3 1 0 0 0 1.02 -0.1946

37 3 1 0 0 0 60 3

38 3 1 0 0 0 0 0

39 3 1 0 0 0 2.67 0.126

40 3 1 0 0 0 0.6563 0.2353

41 3 1 0 0 0 10 2.5

42 3 1 0 0 0 11.5 2.5

43 3 1 0 0 0 0 0

44 3 1 0 0 0 2.6755 0.0484

45 3 1 0 0 0 2.08 0.21

46 3 1 0 0 0 1.507 0.285

47 3 1 0 0 0 2.0312 0.3259

48 3 1 0 0 0 2.412 0.022

49 3 1 0 0 0 1.64 0.29

50 3 1 0 0 0 1 -1.47

51 3 1 0 0 0 3.37 -1.22

52 3 1 0 0 0 24.7 1.23

53 2 1 0 2.5 0 0 0

54 2 1 0 5.45 0 0 0

55 2 1 0 6.5 0 0 0

56 2 1 0 6.32 0 0 0

57 2 1 0 5.052 0 0 0

58 2 1 0 7 0 0 0

59 2 1 0 5.6 0 0 0

60 2 1 0 5.4 0 0 0

61 2 1 0 8 0 0 0

62 2 1 0 5 0 0 0

63 2 1 0 10 0 0 0

64 2 1 0 13.5 0 0 0

65 1 1 0 35.91 0 0 0

66 2 1 0 17.85 0 0 0

67 2 1 0 10 0 0 0

68 2 1 0 40 0 0 0

Bus type: (1) Slack Bus, (2) Generator bus, (3) Load bus
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Table A.11: Line data of IEEE 68-Bus, 16-Generator System

Line

No.

From

Bus

To

bus

Line

Resistance

(p.u.)

Line

Reactance

(p.u.)

Line Charging

Susptance

(p.u.)

MVA

Rating

1 1 2 0.0035 0.0411 0.6987 0

2 1 30 0.0008 0.0074 0.48 0

3 2 3 0.0013 0.0151 0.2572 0

4 2 25 0.007 0.0086 0.146 0

5 2 53 0 0.0181 0 1.025

6 3 4 0.0013 0.0213 0.2214 0

7 3 18 0.0011 0.0133 0.2138 0

8 4 5 0.0008 0.0128 0.1342 0

9 4 14 0.0008 0.0129 0.1382 0

10 5 6 0.0002 0.0026 0.0434 0

11 5 8 0.0008 0.0112 0.1476 0

12 6 7 0.0006 0.0092 0.113 0

13 6 11 0.0007 0.0082 0.1389 0

14 6 54 0 0.025 0 1.07

15 7 8 0.0004 0.0046 0.078 0

16 8 9 0.0023 0.0363 0.3804 0

17 9 30 0.0019 0.0183 0.29 0

18 10 11 0.0004 0.0043 0.0729 0

19 10 13 0.0004 0.0043 0.0729 0

20 10 55 0 0.02 0 1.07

21 12 11 0.0016 0.0435 0 1.06

22 12 13 0.0016 0.0435 0 1.06

23 13 14 0.0009 0.0101 0.1723 0

24 14 15 0.0018 0.0217 0.366 0

25 15 16 0.0009 0.0094 0.171 0

26 16 17 0.0007 0.0089 0.1342 0

27 16 19 0.0016 0.0195 0.304 0

28 16 21 0.0008 0.0135 0.2548 0

29 16 24 0.0003 0.0059 0.068 0

30 17 18 0.0007 0.0082 0.1319 0

Continued on next page
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Table A.11 – Continued from previous page

Line

No.

From

Bus

To

bus

Line

Resistance

(p.u.)

Line

Reactance

(p.u.)

Line Charging

Susptance

(p.u.)

MVA

Rating

31 17 27 0.0013 0.0173 0.3216 0

32 19 20 0.0007 0.0138 0 1.06

33 19 56 0.0007 0.0142 0 1.07

34 20 57 0.0009 0.018 0 1.009

35 21 22 0.0008 0.014 0.2565 0

36 22 23 0.0006 0.0096 0.1846 0

37 22 58 0 0.0143 0 1.025

38 23 24 0.0022 0.035 0.361 0

39 23 59 0.0005 0.0272 0 0

40 25 26 0.0032 0.0323 0.531 0

41 25 60 0.0006 0.0232 0 1.025

42 26 27 0.0014 0.0147 0.2396 0

43 26 28 0.0043 0.0474 0.7802 0

44 26 29 0.0057 0.0625 1.029 0

45 28 29 0.0014 0.0151 0.249 0

46 29 61 0.0008 0.0156 0 1.025

47 9 30 0.0019 0.0183 0.29 0

48 9 36 0.0022 0.0196 0.34 0

49 9 36 0.0022 0.0196 0.34 0

50 36 37 0.0005 0.0045 0.32 0

51 34 36 0.0033 0.0111 1.45 0

52 35 34 0.0001 0.0074 0 0.946

53 33 34 0.0011 0.0157 0.202 0

54 32 33 0.0008 0.0099 0.168 0

55 30 31 0.0013 0.0187 0.333 0

56 30 32 0.0024 0.0288 0.488 0

57 1 31 0.0016 0.0163 0.25 0

58 31 38 0.0011 0.0147 0.247 0

59 33 38 0.0036 0.0444 0.693 0

60 38 46 0.0022 0.0284 0.43 0

Continued on next page
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Table A.11 – Continued from previous page

Line

No.

From

Bus

To

bus

Line

Resistance

(p.u.)

Line

Reactance

(p.u.)

Line Charging

Susptance

(p.u.)

MVA

Rating

61 46 49 0.0018 0.0274 0.27 0

62 1 47 0.0013 0.0188 1.31 0

63 47 48 0.0025 0.0268 0.4 0

64 47 48 0.0025 0.0268 0.4 0

65 48 40 0.002 0.022 1.28 0

66 35 45 0.0007 0.0175 1.39 0

67 37 43 0.0005 0.0276 0 0

68 43 44 0.0001 0.0011 0 0

69 44 45 0.0025 0.073 0 0

70 39 44 0 0.0411 0 0

71 39 45 0 0.0839 0 0

72 45 51 0.0004 0.0105 0.72 0

73 50 52 0.0012 0.0288 2.06 0

74 50 51 0.0009 0.0221 1.62 0

75 49 52 0.0076 0.1141 1.16 0

76 52 42 0.004 0.06 2.25 0

77 42 41 0.004 0.06 2.25 0

78 41 40 0.006 0.084 3.15 0

79 31 62 0 0.026 0 1.04

80 32 63 0 0.013 0 1.04

81 36 64 0 0.0075 0 1.04

82 37 65 0 0.0033 0 1.04

83 41 66 0 0.0015 0 1

84 42 67 0 0.0015 0 1

85 52 68 0 0.003 0 1

86 1 27 0.0320 0.32 0.41 1
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Table A.12: Dynamic data of generators of IEEE 68-Bus, 16-Generator System

Generator

Number

xd

(pu)

x’d

(pu)

T’do

(sec)

xq

(pu)

x’q

(pu)

T’qo

(sec)

H

(sec)

1 0.969 0.248 12.6 0.6 0.25 0.035 3.4

2 1.8 0.42529 6.56 1.7207 0.3661 1.5 4.9494

3 1.8 0.38309 5.7 1.7098 0.36072 1.5 4.9623

4 1.8 0.29954 5.69 1.7725 0.27481 1.5 4.1629

5 1.8 0.36 5.4 1.6909 0.32727 0.44 4.7667

6 1.8 0.35433 7.3 1.7079 0.3189 0.4 4.9107

7 1.8 0.29898 5.66 1.7817 0.27458 1.5 4.3267

8 1.8 0.35379 6.7 1.7379 0.31034 0.41 3.915

9 1.8 0.48718 4.79 1.7521 0.42735 1.96 4.0365

10 1.8 0.48675 9.37 1.2249 0.47929 1.5 2.9106

11 1.8 0.25312 4.1 1.7297 0.21094 1.5 2.0053

12 1.8 0.55248 7.4 1.6931 0.49901 1.5 5.1791

13 1.8 0.33446 5.9 1.7392 0.30405 1.5 4.0782

14 1.8 0.285 4.1 1.73 0.25 1.5 3

15 1.8 0.285 4.1 1.73 0.25 1.5 3

16 1.8 0.35899 7.8 1.6888 0.30337 1.5 4.45

A.4 IEEE 145-Bus, 50-Generator Test System

Table A.13: Bus data of IEEE 145-Bus, 50-Generator System

Bus Bus Voltage Voltage Angle Base Generator Load

No. Type Vm Vθ kV Pg Qg Pd Qd

1 3 1.081 -4.32 500 0 0 0 0

2 3 1.0809 -4.39 500 0 0 0 0

3 3 1.1015 -4.02 25.7 0 0 0 0

4 3 1.1015 -4.02 25.7 0 0 0 0

5 3 1.1018 -4.02 25.7 0 0 0 0

6 3 1.0433 -7.84 500 0 0 0 0

7 3 1.0763 3.21 500 0 0 0 0

8 3 1.1137 1.15 100 0 0 0 0

9 3 1.0396 -8.05 500 0 0 0 0

10 3 1.0396 -8.05 500 0 0 0 0

11 3 1.0937 -10.66 100 0 0 0 0

12 3 1.0389 -8.77 500 0 0 0 0

13 3 1.0982 -11.43 100 0 0 0 0

14 3 1.0385 -9.18 500 0 0 0 0

15 3 1.0683 -9.81 100 0 0 0 0

Continued on next page
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Table A.13 – Continued from previous page

Bus Bus Voltage Voltage Angle Base Generator Load

No. Type Vm Vθ kV Pg Qg Pd Qd

16 3 1.0686 -9.86 100 0 0 0 0

17 3 1.0012 -9.44 500 0 0 0 0

18 3 1.0746 -10.88 100 0 0 0 0

19 3 1.0708 -10.96 100 0 0 0 0

20 3 1.1131 -10.96 100 0 0 0 0

21 3 1.1086 -11.24 100 0 0 0 0

22 3 1.0311 -3.88 500 0 0 0 0

23 3 1.0979 -5.51 100 0 0 0 0

24 3 1.0272 2.3 500 0 0 0 0

25 3 1.038 -9.87 500 0 0 0 0

26 3 1.0894 -11.37 100 0 0 0 0

27 3 1.0389 -13.07 500 0 0 0 0

28 3 1.0762 -15.28 100 0 0 0 0

29 3 1.0746 -15.44 100 0 0 0 0

30 3 1.0731 -5.35 100 0 0 0 0

31 3 1.0905 -11.81 100 0 0 0 0

32 3 1.0937 -10.66 100 0 0 0 0

33 3 1.1392 -4.06 220 0 0 0 0

34 3 1.1387 -4 220 0 0 45.05 46.56

35 3 1.139 -4.08 220 0 0 49.19 27.53

36 3 1.1385 -3.82 220 0 0 0 0

37 3 1.1235 -6.23 220 0 0 0 0

38 3 1.1306 -5.29 220 0 0 0 0

39 3 1.127 -7.92 220 0 0 0 0

40 3 1.1269 -7.92 220 0 0 0 0

41 3 1.1188 -10.43 100 0 0 0 0

42 3 1.1188 -10.45 100 0 0 0 0

43 3 1.1189 -10.4 220 0 0 0 0

44 3 1.1189 -10.42 220 0 0 0 0

45 3 1.1173 -11.41 220 0 0 0 0

46 3 1.1173 -11.41 220 0 0 0 0

47 3 1.1275 -6.73 100 0 0 0 0

48 3 1.1278 -6.71 100 0 0 0 0

49 3 1.1279 -6.7 220 0 0 0 0

50 3 1.1276 -6.72 220 0 0 0 0

51 3 1.1124 -10.16 220 0 0 58.45 28.44

Continued on next page
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Table A.13 – Continued from previous page

Bus Bus Voltage Voltage Angle Base Generator Load

No. Type Vm Vθ kV Pg Qg Pd Qd

52 3 1.1118 -11.13 100 0 0 0 0

53 3 1.1118 -11.13 100 0 0 0 0

54 3 1.1131 -11.79 100 0 0 0 0

55 3 1.1131 -11.79 100 0 0 0 0

56 3 1.1072 -9.94 100 0 0 0 0

57 3 1.1072 -9.94 100 0 0 0 0

58 3 1.1067 -9.76 100 0 0 76.3 -10.8

59 3 1.1165 -10.84 100 0 0 0 0

60 2 1.137 -6.37 100 0.51 0.3292 0 0

61 3 1.1144 -11.89 220 0 0 0 0

62 3 1.0566 -14.47 100 0 0 0 0

63 3 1.1109 -13.98 100 0 0 0 0

64 3 1.098 -9.29 100 0 0 0 0

65 3 1.098 -9.29 100 0 0 0 0

66 3 1.1129 1.32 100 0 0 102.2 26.7

67 2 1.09 -5.66 100 14.86 2.852 0 0

68 3 1.2086 -30.99 100 0 0 0 -7.41

69 3 1.0968 -10.42 100 0 0 0 0

70 3 0.9998 -14.17 100 0 0 0 56.63

71 3 1.0275 -14.26 100 0 0 0 -21.2

72 3 1.1007 -11.19 100 0 0 0 0

73 3 1.0975 -11.06 100 0 0 0 0

74 3 1.0973 -11.46 100 0 0 81.9 43.7

75 3 1.1179 -15.19 100 0 0 0 0

76 3 1.0209 5.54 100 0 0 0 0

77 3 0.988 6.72 100 0 0 0 0

78 3 1.074 -5.19 100 0 0 89 26.8

79 2 1.052 -9.51 100 2.502 -0.1595 9.1 3

80 2 1.069 -8.21 100 0.47 -0.1506 17.1 5

81 3 1.1304 -25.86 100 0 0 82.2 -93.1

82 2 0.975 -18.66 100 0.7 0.1715 2.1 1.1

83 3 1.0985 -5.38 100 0 0 0 0

84 3 1.1156 -9.44 100 0 0 24.3 8.2

85 3 1.1165 -13.05 100 0 0 27.4 0.3

86 3 1.0567 -14.01 100 0 0 0 0

87 3 1.0652 -7.17 100 0 0 0 0
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Bus Bus Voltage Voltage Angle Base Generator Load

No. Type Vm Vθ kV Pg Qg Pd Qd

88 3 1.1094 -8.35 100 0 0 69 20.9

89 2 1.066 3.68 100 6.73 1.3639 0.6 0.2

90 2 0.95 -7.35 100 0.22 -0.0387 4.6 1.5

91 2 1 -9.28 100 0.64 -0.0154 0 0

92 3 0.9561 -12.75 100 0 0 0 31.02

93 2 1 -1.92 18.5 7 3.7381 100.4 73.2

94 2 1.02 -0.74 100 3 0.1905 15.4 7.6

95 2 0.92 18.88 100 1.31 0.1012 6.7 2.2

96 2 1 -8.98 100 0.6 0.2111 0 0

97 2 0.967 -4.34 100 1.4 0.4563 0 0

98 2 0.97 5.19 100 4.26 -0.3273 0 0

99 2 1 1.1 18.0 2 -0.0836 10.46 5.23

100 2 1.014 0.7 100 1.7 0.5872 0 0

101 2 1.039 -6.09 100 3.109 1.4866 17.8 4.5

102 2 1.019 -4.76 100 20.4 4.889 37.6 9.2

103 2 1 1.51 100 1.35 0.0496 0 0

104 2 1.0059 13.68 100 20 5 30.2 7.6

105 2 1.007 -2.8 100 16.2 3.8834 96 167.4

106 2 1.005 -2.75 100 10.8 2.0936 64 16

107 3 1.0211 -13.57 100 0 0 -17.5 -12.8

108 2 1.014 -14.03 100 8 0.7728 0 0

109 2 0.915 -18.46 100 0.52 -0.1555 0 0

110 2 1 -1.31 18.5 7 5.1984 100.4 73.2

111 2 1 7.97 100 20 5.6372 60.4 1166

112 2 1.037 -6.26 100 3 1.4011 18.6 4.6

113 3 0.978 -4.39 24.0 0 0 0 0

114 3 0.978 -4.39 24.0 0 0 0 0

115 2 1.049 -15.61 100 24.93 1.4272 683.5 184.7

116 2 1.043 -16.86 100 27.13 6.3184 792.6 315.5

117 2 1.03 -15.32 100 26.27 2.5854 485.3 71.4

118 2 1.01 -17.79 100 42.2 6.6038 651.9 328.4

119 2 1.013 -59.41 100 89.54 47.4848 2094 3774

120 3 1.0331 -51.6 100 0 0 -408 175.1

121 2 1.046 -20.2 100 29.97 -1.6022 237.7 -17.3

122 2 1 -2.79 100 10.09 1.7404 29.2 7

123 3 1.0171 -33.12 100 0 0 -84 -19
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Bus Bus Voltage Voltage Angle Base Generator Load

No. Type Vm Vθ kV Pg Qg Pd Qd

124 2 1 -1.89 100 30.05 5.6919 94.1 780.3

125 3 1.0084 -32.59 100 0 0 -712 -319

126 3 1.0524 -73.9 100 0 0 -333 -160

127 3 1.007 -36.4 100 0 0 -546 -72

128 2 1.025 -39.71 100 129.63 26.1082 4075 703.5

129 3 0.9802 -73.07 100 0 0 -482 -122

130 2 1.057 -51.87 100 59.37 18.3496 4328 944.3

131 2 1.042 -24.32 100 283 74.7304 21840 4320

132 2 1.042 -7.24 100 30.95 6.3342 491.9 110.2

133 3 1.0922 -11.6 100 0 0 -83 -36.3

134 2 1.044 -10.82 100 2.0626 7.40214 223.09 740.2

135 2 1.107 29.04 100 59.82 15.6484 4298 1264

136 2 1.083 4.39 100 5.195 0.005 529.51 13552

137 2 1.064 -72.73 100 1.2068 2.45076 129.46 260.8

138 3 1.1138 12.01 100 0 0 -363 -188

139 2 1.04 -10.56 100 568.34 0.0065 57718 13936

140 2 1.05 -26.16 100 231.23 67.1047 24775 6676

141 2 1.053 -9.12 100 3.7911 0.0052 327.99 11361

142 2 1.155 -10.73 100 244.49 54.9612 17737 3934

143 2 1.031 -13.66 100 52.54 21.5863 4672 1709

144 2 0.997 -8.58 100 113.97 26.8685 9602 2203

145 1 1.052 5.02 100 141.1862 29.8715 9173 1555

Bus type: (1) Slack Bus, (2) Generator bus, (3) Load bus

Table A.14: Line data of IEEE 145-Bus, 50- Generator System

Line

Number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

1 1 2 0.00003 0.0008 0.0632

2 1 2 0.00003 0.0008 0.0632

3 1 3 0.00900 0.1718 0

4 1 4 0.00900 0.1718 0

5 1 5 0.00890 0.1697 0

6 1 6 0.00194 0.0209 2.3792

7 1 33 0.00010 0.006 0

8 1 93 0.00020 0.0138 0
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Line

Number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

9 1 93 0.00020 0.0138 0

10 2 6 0.00194 0.0209 2.3792

11 2 113 0.00000 0.0148 0

12 2 114 0.00018 0.0145 0

13 3 33 0.00020 0.0221 0

14 4 33 0.00020 0.0221 0

15 5 33 0.00020 0.0219 0

16 6 7 0.00129 0.0139 1.4652

17 6 9 0.00016 0.0017 0.1752

18 6 10 0.00016 0.0017 0.1752

19 6 12 0.00020 0.0021 0.8776

20 7 8 0.01120 0.1516 0

21 7 66 0.00015 0.0097 0

22 7 104 0.00036 0.019 0

23 7 104 0.00041 0.0174 0

24 8 66 0.00020 0.0299 0

25 8 66 0.00020 0.0221 0

26 9 11 0.02170 0.3062 0

27 9 69 0.00040 0.0188 0

28 10 32 0.02700 0.3041 0

29 10 69 0.00040 0.0187 0

30 11 69 0.00020 0.0262 0

31 12 13 0.02230 0.3099 0

32 12 13 0.02370 0.316 0

33 12 13 0.02370 0.316 0

34 12 14 0.00096 0.0091 0.8556

35 12 14 0.00096 0.0091 0.8556

36 12 25 0.00051 0.0055 0.625

37 12 25 0.00051 0.0055 0.625

38 12 72 0.00030 0.0189 0

39 12 72 0.00030 0.019 0

40 12 72 0.00030 0.019 0

41 13 72 0.00020 0.026 0

42 13 72 0.00030 0.0262 0

43 13 72 0.00020 0.026 0

44 14 15 0.04150 0.3996 0
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Line

Number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

45 14 16 0.01000 0.1669 0

46 14 17 0.00339 0.0367 3.4582

47 14 17 0.00352 0.0367 3.4516

48 14 58 0.00020 0.0097 0

49 15 58 0.00020 0.0255 0

50 16 58 0.00020 0.022 0

51 17 18 0.31810 1.315 0

52 17 19 0.00000 0.847 0

53 17 20 0.00000 0.8676 0

54 17 21 0.00950 0.1615 0

55 17 22 0.00228 0.0276 2.6204

56 17 59 0.00010 0.0071 0

57 18 59 0.00020 0.0298 0

58 19 59 0.00000 0.0629 0

59 20 59 0.00000 0.0638 0

60 21 59 0.00020 0.0329 0

61 22 23 0.00000 0.3787 0

62 22 24 0.00173 0.0208 1.9648

63 22 30 0.00000 0.3066 0

64 22 78 0.00000 0.0268 0

65 22 83 0.00000 0.0349 0

66 23 83 0.00040 0.0595 0

67 23 83 0.00030 0.0597 0

68 24 76 0.00020 0.0088 0

69 24 77 0.00230 0.0603 0

70 25 26 0.00600 0.1375 0

71 25 27 0.00230 0.0266 3.0508

72 25 27 0.00230 0.0266 3.0508

73 25 31 0.00820 0.1648 0

74 25 73 0.00030 0.0172 0

75 25 74 0.00040 0.0179 0

76 26 73 0.00030 0.0267 0

77 27 28 0.11530 0.7453 0

78 27 29 0.01630 0.2618 0

79 27 75 0.00016 0.01 0

80 28 75 0.00020 0.029 0
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Line

Number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

81 29 75 0.00020 0.0269 0

82 30 78 0.00000 0.0335 0

83 31 74 0.00030 0.0279 0

84 32 69 0.00020 0.0265 0

85 33 34 0.00006 0.0009 0.0006

86 33 35 0.00006 0.0009 0.0006

87 33 37 0.00996 0.0707 0.1116

88 33 38 0.00995 0.0693 0.111

89 33 39 0.00850 0.0699 0.1006

90 33 40 0.00849 0.0698 0.1004

91 33 49 0.00560 0.0493 0.0778

92 33 50 0.00560 0.0493 0.0778

93 33 110 0.00024 0.0157 0

94 33 110 0.00023 0.0156 0

95 34 36 0.00025 0.0022 0.0006

96 36 99 0.00080 0.0455 0

97 37 87 0.00093 0.0442 0

98 37 88 0.00310 0.1651 0

99 38 88 0.00310 0.1638 0

100 39 43 0.00602 0.0495 0.0712

101 39 84 0.00722 0.2786 0

102 40 44 0.00603 0.0496 0.0714

103 40 84 0.00729 0.2756 0

104 41 42 0.00050 0.1514 0

105 41 43 0.00001 0.0009 0.0006

106 42 44 0.00001 0.0009 0.0006

107 43 46 0.00618 0.0508 0.0732

108 44 45 0.00618 0.0508 0.0732

109 45 61 0.00445 0.0366 0.0526

110 45 85 0.00000 0.26 0

111 46 61 0.00445 0.0366 0.0526

112 46 85 0.00000 0.2592 0

113 47 48 0.01000 0.2306 0

114 47 50 0.00001 0.0009 0.0006

115 47 87 0.08310 0.401 0

116 48 49 0.00001 0.0009 0.0006
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Line

Number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

117 48 87 0.09980 0.436 0

118 49 51 0.00898 0.079 0.1248

119 50 51 0.00898 0.079 0.1248

120 51 52 0.00290 0.0279 0.0466

121 51 53 0.00290 0.0279 0.0466

122 51 56 0.00759 0.0483 0.0712

123 51 57 0.00759 0.0483 0.0712

124 52 53 0.00670 0.3911 0

125 52 54 0.00470 0.0293 0.0462

126 53 55 0.00470 0.0293 0.0462

127 54 55 0.05530 0.9289 0

128 54 61 0.00141 0.0087 0.0138

129 55 61 0.00141 0.0087 0.0138

130 56 57 0.00900 0.3895 0

131 56 58 0.00190 0.012 0.0178

132 57 58 0.00190 0.012 0.0178

133 58 59 0.66740 2.2175 0

134 58 72 0.03020 0.2364 0

135 58 87 0.08630 0.3906 0

136 58 98 0.01310 0.1765 0

137 58 100 0.11930 1.269 0

138 58 103 0.84160 5.5383 0

139 59 60 0.18030 5.9659 0

140 59 72 0.86130 3.0485 0

141 59 79 0.00990 0.2644 0

142 59 80 0.28760 2.3898 0

143 59 89 0.34210 9.0571 0

144 59 92 0.00700 0.5678 0

145 59 94 0.70410 5.9885 0

146 59 98 0.10600 0.5845 0

147 59 100 0.01830 0.2016 0

148 59 103 0.03680 0.3341 0

149 59 107 0.03720 0.8834 0

150 60 135 1.83100 9.7964 0

151 60 79 0.03750 1.1068 0

152 60 80 0.06550 2.6441 0
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Line

Number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

153 60 90 0.02010 1.5135 0

154 60 92 0.26400 3.7139 0

155 60 94 0.00120 0.0775 0

156 60 95 0.08550 0.9926 0

157 60 138 0.36390 1.7936 0

158 61 62 0.03620 0.2608 0

159 61 62 0.04720 0.5438 0

160 61 63 0.00812 0.0782 0.1318

161 61 63 0.00812 0.0782 0.1318

162 61 64 0.00242 0.0318 0.0568

163 61 65 0.00242 0.0318 0.0568

164 61 86 0.00132 0.032 0

165 61 86 0.00110 0.037 0

166 61 86 0.00110 0.037 0

167 62 86 0.00360 0.0501 0

168 62 86 0.00130 0.0838 0

169 63 64 0.01470 0.2825 0

170 63 65 0.01470 0.2813 0

171 63 66 0.00560 0.09 0

172 63 67 0.03210 0.2785 0

173 63 69 0.01070 0.1571 0

174 63 102 0.01060 0.1583 0

175 63 102 0.01060 0.1576 0

176 63 102 0.01070 0.1604 0

177 63 102 0.01040 0.1542 0

178 63 116 0.38970 6.8588 0

179 63 117 0.00300 0.056 0

180 63 118 0.01250 0.2425 0

181 63 124 0.12650 2.022 0

182 64 65 0.00130 0.1674 0

183 64 66 0.00390 0.0684 0

184 64 67 0.02330 0.212 0

185 64 69 0.00750 0.1196 0

186 64 97 0.43360 8.2923 0

187 64 124 0.10410 1.5375 0

188 65 66 0.00390 0.0682 0
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Line

Number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

189 65 67 0.02330 0.2111 0

190 65 69 0.00750 0.1191 0

191 65 97 0.42920 8.2582 0

192 65 124 0.10320 1.5312 0

193 66 67 0.00810 0.0675 0

194 66 68 2.47300 2.472 0

195 66 69 0.00280 0.0381 0

196 66 97 0.11190 2.6432 0

197 66 111 0.00000 0.0264 0

198 66 111 0.00057 0.0266 0

199 66 111 0.00000 0.0273 0

200 66 111 0.00057 0.0264 0

201 66 124 0.02830 0.4902 0

202 67 68 3.44300 3.7172 0

203 67 69 0.00610 0.055 0

204 67 97 0.00630 0.1166 0

205 67 119 0.22130 9.3918 0

206 67 120 0.00340 1.7847 0

207 67 121 0.00820 1.17 0

208 67 122 0.00470 0.4473 0

209 67 124 0.00030 0.0065 0

210 67 125 0.00620 0.2519 0

211 67 132 0.31940 4.3566 0

212 68 69 0.69200 0.6984 0

213 69 70 0.00850 0.3333 0

214 69 71 0.00750 0.312 0

215 69 72 0.00130 0.01 0

216 69 73 0.00980 0.0747 0

217 69 74 0.01350 0.0741 0

218 69 97 0.06740 1.5849 0

219 69 101 0.01740 0.2188 0

220 69 112 0.01750 0.2201 0

221 69 124 0.02670 0.3986 0

222 70 71 0.48910 2.6613 0

223 70 72 0.00620 0.1216 0

224 70 73 0.04240 0.9125 0
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Line

Number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

225 70 74 0.00320 0.9138 0

226 70 101 0.12480 1.0409 0

227 70 112 0.12570 1.0471 0

228 71 72 0.00600 0.1138 0

229 71 73 0.04090 0.8541 0

230 71 74 0.00180 0.8553 0

231 71 101 0.15920 1.2303 0

232 71 112 0.16030 1.2377 0

233 72 73 0.00150 0.0275 0

234 72 74 0.00280 0.0274 0

235 72 98 0.01380 0.2417 0

236 72 100 0.13370 1.7384 0

237 72 101 0.00020 0.0802 0

238 72 103 1.02240 7.5945 0

239 72 112 0.00020 0.0806 0

240 73 74 0.00070 0.0393 0

241 73 75 0.01470 0.2581 0

242 73 81 0.01220 0.3068 0

243 73 82 0.00360 2.0169 0

244 73 91 0.02710 0.5732 0

245 73 96 0.02450 0.4805 0

246 73 101 0.00440 0.6014 0

247 73 105 0.00070 0.0325 0

248 73 105 0.00070 0.0325 0

249 73 105 0.00060 0.0295 0

250 73 108 0.01820 0.5832 0

251 73 109 0.05240 3.0059 0

252 73 112 0.00430 0.605 0

253 73 121 0.02680 1.7653 0

254 74 75 0.02150 0.3277 0

255 74 81 0.03330 0.4631 0

256 74 82 0.00980 1.9859 0

257 74 91 0.04130 0.7511 0

258 74 96 0.43500 7.6901 0

259 74 101 0.03440 0.6005 0

260 74 106 0.00300 0.0335 0
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Line

Number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

261 74 106 0.00050 0.0328 0

262 74 108 0.01870 0.4544 0

263 74 109 0.10040 3.4697 0

264 74 112 0.03450 0.6042 0

265 74 121 0.03480 1.3757 0

266 75 82 0.07770 1.125 0

267 75 91 0.22550 3.1442 0

268 75 96 0.45160 4.631 0

269 75 108 0.00420 0.1049 0

270 75 109 0.10460 1.4465 0

271 75 121 0.01780 0.3172 0

272 76 77 0.00020 0.016 0

273 76 89 0.00110 0.0221 0

274 79 80 0.04400 0.0991 0

275 79 90 0.05060 2.471 0

276 79 92 0.00170 0.3032 0

277 79 94 0.12750 1.1195 0

278 79 95 0.30500 6.4154 0

279 79 107 0.07860 1.414 0

280 80 90 0.46580 5.8756 0

281 80 92 0.11920 1.5053 0

282 80 94 0.46000 2.6475 0

283 82 91 0.23490 2.4188 0

284 82 108 0.07420 0.7278 0

285 82 109 0.00710 0.2634 0

286 82 121 0.18920 2.2054 0

287 83 89 0.05820 0.3855 0

288 89 103 1.07300 4.1433 0

289 90 92 0.13800 8.2959 0

290 90 94 0.06890 1.0717 0

291 91 96 0.12240 4.2463 0

292 91 108 0.10780 0.6994 0

293 91 109 0.26990 4.2634 0

294 91 121 0.29240 2.121 0

295 92 94 0.28830 3.7717 0

296 92 107 0.01760 3.0227 0
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Line

Number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

297 94 95 0.05340 0.996 0

298 94 138 0.11250 1.8385 0

299 95 138 0.07320 0.6389 0

300 96 108 0.82150 6.1143 0

301 97 124 0.37930 1.9557 0

302 98 100 0.00630 0.3269 0

303 98 103 0.05440 1.4358 0

304 100 103 0.02490 0.4891 0

305 101 112 0.01380 0.361 0

306 102 117 0.00030 0.019 0

307 102 118 0.02670 0.3222 0

308 108 109 0.08250 1.2713 0

309 108 121 0.00090 0.0431 0

310 109 121 0.18810 3.8499 0

311 115 116 0.00080 0.0291 0

312 115 117 0.00920 0.2222 0

313 115 118 0.00440 0.0677 0

314 115 143 0.10170 0.4924 0

315 116 117 0.00191 0.0288 0

316 116 118 0.00100 0.044 0

317 116 143 0.21870 1.2896 0

318 117 118 0.00080 0.0081 0

319 117 143 0.08340 0.6854 0

320 118 131 0.89250 6.2385 0

321 118 132 0.69670 8.143 0

322 118 143 0.00110 0.0231 0

323 119 120 0.00100 0.0236 0

324 119 121 0.01100 0.2901 0

325 119 122 0.60130 5.8941 0

326 119 124 0.26180 3.394 0

327 119 125 0.00820 0.2595 0

328 119 126 0.00153 0.0179 0

329 119 127 0.11720 1.3932 0

330 119 128 0.00540 0.0516 0

331 119 129 0.00340 0.0642 0

332 119 130 0.00220 0.0163 0
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Number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

333 119 131 0.00440 0.0242 0

334 119 132 0.41370 2.4027 0

335 119 144 0.85110 3.8358 0

336 120 121 0.00090 0.0779 0

337 120 122 0.06100 0.9305 0

338 120 123 0.04660 0.5011 0

339 120 124 0.02590 0.4722 0

340 120 125 0.00020 0.0555 0

341 120 127 0.00200 0.1818 0

342 120 128 0.00290 0.0743 0

343 120 129 0.02290 0.4911 0

344 120 130 0.16740 1.0675 0

345 120 131 0.06870 0.4516 0

346 120 132 0.02550 0.4566 0

347 121 122 0.01080 0.483 0

348 121 123 0.17120 1.9482 0

349 121 124 0.00600 0.3494 0

350 121 125 0.00000 0.0124 0

351 121 127 0.02040 0.8338 0

352 121 128 0.02780 0.3095 0

353 121 129 0.45450 4.254 0

354 121 131 0.21830 1.5066 0

355 121 132 0.13080 1.3815 0

356 122 123 0.58400 4.8609 0

357 122 124 0.00090 0.0552 0

358 122 125 0.00690 0.1583 0

359 122 131 0.24330 1.935 0

360 122 132 0.01870 0.2572 0

361 122 133 0.09800 0.9821 0

362 122 143 0.03120 0.4888 0

363 123 124 0.22300 1.967 0

364 123 125 0.08210 0.6062 0

365 123 131 0.17830 1.2535 0

366 123 132 0.13550 1.2041 0

367 124 125 0.00170 0.0949 0

368 124 128 1.15300 8.2513 0
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Number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

369 124 131 0.10620 0.8185 0

370 124 132 0.00940 0.1612 0

371 124 133 0.03420 1.1798 0

372 124 143 0.00780 0.7607 0

373 125 127 0.07910 0.9851 0

374 125 128 0.06200 0.5991 0

375 125 129 0.42170 3.9702 0

376 125 130 1.97400 8.4854 0

377 125 131 0.12510 0.6939 0

378 125 132 0.05360 0.5086 0

379 127 128 0.00260 0.124 0

380 127 129 0.03920 1.1082 0

381 128 129 0.00100 0.0207 0

382 128 130 1.10000 2.9924 0

383 128 131 1.55900 4.0869 0

384 130 131 0.00270 0.0154 0

385 130 132 0.65090 3.031 0

386 130 144 0.75320 3.0664 0

387 131 132 0.00320 0.0411 0

388 131 133 1.07700 5.5285 0

389 131 143 0.05880 0.4055 0

390 131 144 0.00220 0.0151 0

391 132 133 0.09160 0.8229 0

392 132 143 0.00490 0.0965 0

393 132 144 0.11080 0.9827 0

394 133 143 0.36000 2.6309 0

395 134 131 0.40420 0.9144 0

396 134 136 0.06980 0.6428 0

397 134 139 0.03530 0.166 0

398 134 141 0.02300 0.1179 0

399 134 142 0.02630 0.1167 0

400 134 144 0.01450 0.0435 0

401 134 145 0.00340 0.0216 0

402 135 95 0.34480 3.4845 0

403 135 136 0.00310 0.0178 0

404 135 138 0.00840 0.1729 0

Continued on next page
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Table A.14 – Continued from previous page

Line

Number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

405 135 141 0.12900 0.6993 0

406 136 115 0.01200 0.0855 0

407 136 116 1.20000 4.2655 0

408 136 117 2.96900 9.0875 0

409 136 118 0.57490 1.6206 0

410 136 138 0.15810 0.5485 0

411 136 139 0.00590 0.0293 0

412 136 140 2.40300 9.378 0

413 136 141 0.00260 0.0175 0

414 136 142 0.04670 0.1709 0

415 136 143 1.76200 3.4549 0

416 136 145 0.00490 0.0539 0

417 137 139 0.01830 0.0936 0

418 137 140 2.22900 8.0228 0

419 137 145 0.08520 0.4071 0

420 139 140 0.00540 0.0239 0

421 139 141 0.00830 0.046 0

422 139 142 0.31020 1.267 0

423 139 145 0.00090 0.008 0

424 140 145 0.10880 0.48 0

425 141 115 0.00070 0.0131 0

426 141 116 0.15680 0.7448 0

427 141 117 0.37020 1.382 0

428 141 118 0.04140 0.1439 0

429 141 131 0.23310 0.8129 0

430 141 132 1.62800 7.0936 0

431 141 142 0.00180 0.0105 0

432 141 143 0.07020 0.1778 0

433 141 144 0.07560 0.2441 0

434 141 145 0.00380 0.0358 0

435 142 115 0.01660 0.1563 0

436 142 116 0.69160 2.6302 0

437 142 117 0.55960 2.2284 0

438 142 118 0.01850 0.1037 0

439 142 119 0.27420 1.8611 0

440 142 120 0.60430 7.353 0

Continued on next page



Appendix A. Test Systems 202
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Line

Number

From

Bus

To

bus

Line Resistance

(p.u.)

Line Reactance

(p.u.)

Line Charging

Susptance (p.u.)

441 142 122 0.25890 2.1732 0

442 142 124 0.17360 2.1347 0

443 142 125 1.09000 8.616 0

444 142 130 0.36080 1.8618 0

445 142 131 0.00130 0.0157 0

446 142 132 0.00550 0.081 0

447 142 133 1.63600 9.1725 0

448 142 143 0.00380 0.0187 0

449 142 144 0.00200 0.0229 0

450 142 145 0.07380 0.438 0

451 143 144 0.48630 2.3282 0

452 144 145 0.38350 1.2052 0

Table A.15: Dynamic data of generators of IEEE 145-Bus, 50-Generator System

Generator

Number

Bus

Number

xd

(pu)

x’d

(pu)

T’do

(sec)

xq

(pu)

x’q

(pu)

T’qo

(sec)

H

(sec)

1 93 1.75 0.42700 8.5 1.72 0.65 1.24 6.47

2 104 2.39 0.28700 10 2.31 0.34 1.5 3.14

3 105 2.18 0.39600 6.615 2.08 0.6 1.5 4.43

4 106 2.18 0.39600 6.615 2.08 0.6 1.5 4.43

5 110 1.75 0.42700 8.5 1.72 0.65 1.24 6.47

6 111 2.39 0.28700 10 2.31 0.34 1.5 3.14

7 60 0 0.47690 0 0 0 0 1.41

8 67 0 0.02130 0 0 0 0 52.18

9 79 0 0.12920 0 0 0 0 6.65

10 80 0 0.66480 0 0 0 0 1.29

11 82 0 0.52910 0 0 0 0 2.12

12 89 0 0.05850 0 0 0 0 20.56

13 90 0 1.60000 0 0 0 0 0.76

14 91 0 0.37180 0 0 0 0 1.68

15 94 0 0.08390 0 0 0 0 17.34

16 95 0 0.16190 0 0 0 0 5.47

17 96 0 0.48240 0 0 0 0 2.12

18 97 0 0.21250 0 0 0 0 5.49

19 98 0 0.07950 0 0 0 0 13.96

Continued on next page
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Table A.15 – Continued from previous page

Generator

Number

Bus

Number

xd

(pu)

x’d

(pu)

T’do

(sec)

xq

(pu)

x’q

(pu)

T’qo

(sec)

H

(sec)

20 99 0 0.11460 0 0 0 0 17.11

21 100 0 0.13860 0 0 0 0 7.56

22 101 0 0.09240 0 0 0 0 12.28

23 102 1.81 0.30000 7.8 1.76 0.61 0.9 3.53

24 103 0 0.10630 0 0 0 0 8.16

25 108 0 0.02480 0 0 0 0 30.43

26 109 0 0.20290 0 0 0 0 2.66

27 112 0 0.09240 0 0 0 0 12.28

28 115 0 0.00240 0 0 0 0 97.33

29 116 0 0.00220 0 0 0 0 105.50

30 117 0 0.00170 0 0 0 0 102.16

31 118 0 0.00140 0 0 0 0 162.74

32 119 0 0.00020 0 0 0 0 348.22

33 121 0 0.00170 0 0 0 0 116.54

34 122 0 0.00890 0 0 0 0 39.24

35 124 0 0.00170 0 0 0 0 116.86

36 128 0 0.00010 0 0 0 0 503.87

37 130 0 0.00100 0 0 0 0 230.90

38 131 0 0.00010 0 0 0 0 1101.72

39 132 0 0.00160 0 0 0 0 120.35

40 134 0 0.00003 0 0 0 0 802.12

41 135 0 0.00080 0 0 0 0 232.63

42 136 0 0.00001 0 0 0 0 2018.17

43 137 0 0.00040 0 0 0 0 469.32

44 139 0 0.00010 0 0 0 0 2210.20

45 140 0 0.00030 0 0 0 0 889.19

46 141 0 0.00010 0 0 0 0 1474.22

47 142 0 0.00030 0 0 0 0 950.80

48 143 0 0.00230 0 0 0 0 204.30

49 144 0 0.00040 0 0 0 0 443.22

50 145 0 0.00180 0 0 0 0 518.08
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