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Abstract 

Orthogonal frequency division multiplexing/multiple access technique provides high 

data rate with high spectral efficiency for operating close to the Shannon capacity 

bounds. With the advantages of simple channel equalization, robustness against 

frequency selectivity of the channel and efficient implementation, this is a widely 

deployed technique for information presentation at the back-end of digital wireless 

communication systems. The efficient information processing at the digital back-end 

stands on the linear and noiseless information transmission and reception at the 

analogue front-end. In the real scenario, the imperfection of devices, those contribute 

to the analogue front-end, turns in the inaccuracy of the digital processing algorithms, 

involved in information processing. The inaccurate working of front-end devices, 

results in transceiver’s impairments, such as phase noise, carrier frequency offset and 

in-quadrature phase imbalance effect. Besides all the advantages, orthogonal 

frequency division multiplexing/multiple access is very susceptible to transceiver’s 

impairments. 

This thesis addresses the orthogonal frequency division multiplexing/multiple access 

system performance under the impact of transceiver oscillator phase noise, which 

arises because of imperfect frequency up/down conversion of baseband signal to/from 

radio frequency at the analogue front-end. The random perturbation of the phase noise 

is characterized and analyzed quantitatively in terms of signal-to-interference+noise 

ratio for both of the systems. A closed form expression for the signal-to-

interference+noise ratio is derived without the assumptions of complex Gaussian 

distribution of inter carrier interference and multi user interference.  

With regards to the mathematical modeling of phase noise, both Wiener phase noise 

model for free running oscillator and Ornstein-Uhlenbeck phase noise model for 

phase locked loop oscillator are presented. A new joint maximum a posteriori 

algorithm in frequency domain is proposed for channel transfer function estimation in 

presence of phase noise in orthogonal frequency division multiplexing system. 

Further a cyclic gradient descent algorithm is proposed for optimization of the joint 

estimation.  



vii 
 

A new alternative of iterative receiver design, for statistically optimal data detection 

in presence of phase noise is proposed.  The maximum a posteriori cost function for 

the joint data detection and phase noise estimation in orthogonal frequency division 

multiplexing system is derived and optimized with proposed cyclic gradient descent 

optimization.   

Simulation results demonstrate that the proposed algorithm shows significant 

improvement over the conventional methods of channel estimation and data detection.  

Simulation results are also showing that the proposed algorithm approaches the 

optimum mean square error in channel estimation and optimum symbol error rate in 

data detection. The performance of proposed algorithm maintains its significance even 

in multipath channel fading, precisely when phase noise is very high. 
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1. Introduction 

The requirement of high data rate and high spectral efficiency in wireless 

communication has led to a significant interest worldwide in the development of multi 

carrier transmission systems. Orthogonal frequency division multiplexing/multiple 

access (OFDM/A) has been widely accepted as the key technique for multi carrier 

transmission and rolled out in different flavours of communications standards like 

Wireless MAN-Advanced, 3GPP2 long term evolution (LTE) Advanced, wireless 

local area network (WLAN) and digital video broadcasting-terrestrial (DVB-T). 

OFDM is a multi carrier modulation technique to represent the information, which 

reduces the complexity of receiver digital processing unit while combating the 

deleterious effects of the channel with simple correction algorithms. It enables one-tap 

equalization by cyclic prefix (CP) insertion even in frequency selective channel and 

the use of discrete Fourier transform (DFT) and its extremely efficient and well 

established fast Fourier transform (FFT) algorithm for implementation has made it 

amenable in terms of cost also [1-11]. OFDMA has the great potential for providing 

high spectral efficiency due to its integrated space-frequency and multi-user diversity 

[12-17]. However some of the immediate consequences of these compelling benefits 

in OFDM/A are: limiting the spectral efficiency because of CP insertion, deleterious 

impact of high peak-to-average power ratio (PAPR) and serious sensitivity towards 

transceivers‟ impairments [18]. The transceivers‟ impairments, such as phase noise 

(PHN), carrier frequency offset (CFO) and in-quadrature phase (IQ) imbalance effect, 

need to be addressed significantly to make the best possible use of limited radio 

spectrum to further increase throughput as well as user capacity.  

The frequency difference between the receiver and transmitter local oscillators 

produces the CFO. The OFDM standards, such as IEEE 802.11a/g or DVB-T, use 

preambles to estimate and compensate the CFO [19-20]. Even after CFO estimation 

and compensation, the residual CFO impairs the orthogonality of the received OFDM 

signal and corrupts the channel estimate which further worsens the performance of 

OFDM system during equalization process. The solution for this is provided in [21-

22] with adaptive algorithm design. IQ imbalance arises when a front end component 

does not respect the power balance or orthogonality between I and Q branch of the 

receiver and so the amplitude imbalance and phase orthogonality mismatch arises. 



                                                                                    Chapter 1. Introduction 
 

2 
 

Whereas some previous IQ imbalance solutions were based either on offline 

calibration or online estimation [23], the current estimation schemes exhibit fast 

convergence and consider PHN [24-25].  

While there are many transceivers‟ impairments that are to be taken in to 

consideration in designing a digital communication system, there is a convincing 

reason to focus on the PHN precisely. While CFO and IQ imbalance are deterministic, 

PHN on the other hand is random perturbations in the phase of the carrier signal 

generated by the transceiver oscillators [26-36]. Moreover the multi carrier systems, 

such as OFDM, suffer a much loss in signal-to-noise ratio (SNR) due to PHN than 

single carrier systems. This is the result of longer duration of multi carrier symbol and 

the loss of orthogonality between the subcarriers. Further, PHN severely limits the 

performance of systems that employ dense constellations and degradation gets more 

pronounced in high carrier frequency systems.  

Thus being especially sensitive to transceivers‟ impairments, OFDM imposes high 

demands for the quality of used devices for radio implementation side. The radio 

transmitters and receivers need to be accurate and more energy efficient. The super 

heterodyne receiver (SHR) architecture [37] is selective and respective selective for 

radio frequency (RF) and intermediate frequency (IF) filters respectively. This needs 

the integration of the SHR to a single circuit which is very demanding or even very 

challenging because of image frequency and huge amount of analogue components. 

So in modern receiver architecture the main goal is to design flexible and as heavily 

integrated receiver as possible by minimising the number of analogue components 

and thus minimizing the power consumption, size and cost of the receiver. 

In wireless mobile environment the low power consumption and high integrability is 

even more essential for compact mobile terminals with long battery life. Currently, 

when many transceivers, or parts of the transceivers, must be operating 

simultaneously as a single device, as in multiple input-multiple output (MIMO) 

transmission [38-40], even higher demands for the accuracy of radio devices has been 

set. Direct conversion receiver (DCR) is a strong contender of modern transceiver 

architecture [41] to be used in OFDM with high integrability and low power 

consumption. The direct conversion architecture (Figure 1.1) is applicable for multi-

carrier, multi-standard and multi-mode operations.  
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Figure 1.1 Direct Conversion Transceiver Architecture. 

 

In single carrier communication system, the PHN transceiver impairment produces the 

random rotation to the symbol constellation called common phase error (CPE). In 

OFDM, in addition to the CPE, PHN also causes leakage of DFT, which subsequently 

produces inter carrier interference (ICI), serious „in-band‟ effect of PHN. This impairs 

the orthogonality of the subcarriers by spreading their energies on top of each other‟s. 

CPE is the random error to the whole OFDM symbol whereas the stochastic ICI 

behaves like additive noise producing subcarrier wise random errors in OFDM 

symbol. CPE is dominating in higher order modulation schemes whereas the ICI 

becomes catastrophic for high PHN levels.  

The „out-of-band‟ effect comes into play in the multiple access scheme of the OFDM, 

which is OFDMA, causing multi user interference (MUI). This interference is induced 

by the spectral spread of the energy of each user‟s subcarriers on the top of other 

users‟ subcarriers [42-46]. A user in dominating CPE regime will not create MUI for 
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others but lying in the dominating ICI regime will be a great problem for others and 

the severity will increase with high PHN levels. In case of OFDM/A uplink, the 

transmitter CPE is not same for all the users and the ICI is not only because of the 

higher order components of PHN. The loss of the cyclic nature of the transmitted 

signal also causes the ICI and thus the mitigation techniques need to consider the 

whole PHN sequence of the length including CP [45]. 

 

1.1 Motivation and Objectives 

This thesis addresses the OFDM/A system performance under the impact of 

transceiver oscillator PHN and contributes to improve it at the channel estimation and 

data detection stage. The first step towards the improvisation is to ascertain how badly 

PHN is affecting the OFDM/A system performance. The performance metric for this 

analysis, conducted over last twenty years, has been either signal-to-

interference+noise ratio (SINR) or symbol error rate (SER)/ bit error rate (BER) [26-

36, 42-46]. However, the evaluation was approximated with assumption of complex 

Gaussian distributed ICI and the MUI which surpasses the ICI in case of OFDMA, 

was also not incorporated. So a prominent motivation of this thesis is to characterize 

and analyze the SINR accurately with these two significant adaptations.  

To improve the system performance, two possible approaches are either to fabricate 

the high quality, low powered and spectrally fine analogue devices for analogue front-

end (AFE) or to design the digital signal processing algorithms to combat the 

impairments at the back-end. The first approach increases the cost and complexity 

whereas the later one adds the delay but still tolerable. The advancement of wireless 

communication engineering has attracted many of the researchers and academicians 

for the extensive research to produce many sound conclusions for estimating and 

compensating the PHN in OFDM systems [47-62]. One of the objectives of this thesis 

is to design a new algorithm, with lower computational complexity, to estimate the 

channel and detect the data in presence of PHN jointly with improved system 

performance over state-of-art results, by first estimating the PHN and then removing it 

from the OFDM signal.   
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1.2 Contribution of the Thesis 

This thesis contributes in the area of characterization & analysis of OFDM/A system 

performance in presence of transceiver PHN and then improving it by estimating and 

removing the PHN for channel estimation and data detection with proposed algorithm 

and optimization. 

First contribution does the statistical analysis of transceiver PHN effect on OFDM/A 

uplink system performance for arbitrary subcarrier mapping. A closed form 

expression for the SINR is derived without the assumption of complex Gaussian 

distribution of ICI and then analysed as a function of critical system parameters. This 

improved evaluation stringently specifies the plausible acceptable PHN characteristics 

for a certain OFDM/A uplink system and explains the serious under specification of 

local oscillator (LO) with Gaussian approximation [26-31].  

Characterization of the MUI as an impact of transceiver PHN on the OFDMA uplink 

system performance for arbitrary subcarrier mapping, and different powers and PHN 

levels for different users is the second contribution. The MUI, accompanied with 

power and PHN level differences among the users at the transmitter, causes further 

performance degradation for users with low signal powers and high PHN. This 

efficient characterization will allow the design of oscillators to meet the necessary 

PHN requirements and tends to improve the performance of techniques designed to 

perform sub-channelization and resource allocation with PHN in OFDMA systems 

[63-65]. 

The joint estimation of channel transfer function (CTF) in presence of receiver PHN is 

the area of third contribution by employing the maximum a posteriori (MAP) 

criterion. The joint estimation utilizes the prior statistical knowledge of PHN spectral 

components without the assumption of small PHN. An iterative cyclic gradient 

descent optimization algorithm is also derived to minimize the cost function over the 

unknown CTF and PHN. Mathematically analysed Cramer-Rao lower bound (CRLB) 

and simulation results show that mean square error (MSE) of the channel estimation 

achieves near CRLB performance. 

For forth contribution, an iterative receiver for statistically optimal data detection in 

presence of PHN is designed with the MAP cost function for the joint data detection 

and PHN estimation. Above mentioned cyclic gradient descent optimization algorithm 
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is used to minimize the cost function over the unknown data and PHN. Simulation 

results show that joint estimation and iterative cyclic gradient descent optimization, 

achieves near “No PHN” SER performance for both of the PHN modeling, i.e., 

Wiener process by free running oscillator (FRO) and Ornstein-Uhlenbeck (O-U) 

process by phase locked loop (PLL) oscillator. 

 

1.3 Thesis Outline 

The thesis is organised in 8 chapters. Chapter 2 is devoted to study the state-of-art 

results and discusses the outcomes of recent research works. The chapter is also 

finding the research gap to decide upon the objectives of the thesis and related 

motivations. Chapter 3 is to present the two different time varying models of 

oscillator PHN. Working principle of both the oscillators, i.e. FRO and PLL 

oscillator, is explained in context of PHN generation. The generated PHN is described 

under the topic of PHN profile and PHN modeling. Chapter 4 discusses the principle 

of OFDM and its advantages & challenges. The impact of transceivers‟ impairments, 

specifically of PHN is presented. The OFDM system performance in terms of BER is 

simulated and OFDM system modeling with PHN impairment is derived in the last 

section. In Chapter 5 the principle of OFDMA is presented with its advantages & 

challenges. The impact of transceiver PHN is characterised and analysed in terms of 

MUI and SINR respectively. The theoretical analysis is then verified with the 

corresponding simulation results. Chapter 6 is about estimating the CTF in presence 

of receiver PHN in joint. After a brief on the channel estimation methods the chapter 

derives the joint MAP cost function for channel estimation in presence of receiver 

PHN which is further minimized with proposed cyclic gradient descent optimization 

algorithm. The proposed joint estimator is simulated for near optimum results even in 

frequency selective fading channel. In Chapter 7 the joint data detection and PHN 

estimation is presented with cyclic gradient descent optimization. The proposed 

iterative OFDM receiver is implemented for both of the PHN modeling, i.e., Wiener 

and O-U process, to achieve near optimum SER performance. Chapter 8 concludes 

the thesis with abstract discussion on all the produced results and proposed methods. 

The chapter also states the future scope of the presented research work. 
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2. Literature Review 

The widely deployed systems with OFDM are following the basic technique of multi 

carrier transmission of [6-7], whereas the pioneer idea of multicarrier transmission 

with overlapped orthogonal subcarriers was given by [1] in 1967 and studied by [2] in 

1968. Authors in [4] have shown that for realization of frequency division 

multiplexing, inverse DFT (IDFT)/DFT is computed for modulation and 

demodulation process. Thus in OFDM the modulators and demodulators can be 

implemented with digital inverse FFT (IFFT) and FFT respectively. In [5] cyclic 

extension of OFDM symbol was used as null guard interval and this new technique of 

CP insertion was shown to reduce the inter symbol interference (ISI) to a great extent 

in fading channels. With all these outcomes the OFDM became the potential 

technique for multi carrier transmission to implement the digital communication 

systems [8-10] with high data rate and capacity but also placed many challenges to 

face and recover [11], including transceivers’ impairments.  

Though many researchers have been studying the transceivers’ impairments, the PHN 

is studied more than the others because of its highly degrading impact on the system 

performance. Moreover an OFDM system is much more vulnerable to PHN than 

single carrier system. In single carrier system, the PHN merely causes rotation in the 

symbol constellation, whereas in OFDM system, in addition to the rotational effect 

called CPE, PHN also causes ICI. CPE is a multiplication by the same complex 

number to that of all the subcarriers’ symbols within an OFDM symbol. CPE 

estimation techniques therefore merely estimate the common complex multiplier for 

all the subcarriers of an OFDM symbol [26-30].  Such estimation techniques used the 

similar approach and solved the problem of CPE estimation with averaging the 

estimated CPE values on pilot subcarriers using either least square (LS) or maximum 

likelihood (ML) estimation [27-28]. 

The ICI is more complex part of the PHN effect and thus its estimation is also more 

complex than the estimation of the CPE. When CPE has been mitigated from the 

signal the remaining time domain PHN contribution, for individual OFDM symbol, is 

just the same as the original with only one exception that the mean of the remaining 

PHN is approximately zero. This zero mean PHN causes the ICI. The problem of 

estimation and mitigation of ICI have been widely studied in the literature [31-36]. A 
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linear interpolation based tail estimation technique was proposed in [36] to mitigate 

ICI while using CPE and ICI estimations one after one. Instead of other more 

complex interpolators, linear interpolation is used as the main tool to emphasize on 

computational simplicity. After obtaining the final estimate for the time domain PHN 

within the processed OFDM symbol, the actual mitigation of the ICI is done by de-

convolving the corresponding received signal block with the FFT of the estimated 

PHN waveform.  

As in OFDMA transmission, simultaneously transmitted user signals give rise to 

multiple PHN, the conventional PHN correction methods cannot be directly applied 

since they target at single PHN. Earlier PHN mitigation techniques for OFDMA 

transmission involve the estimation of multiuser CPE only [42], while the other more 

advanced mitigation techniques involve the estimation of ICI  and MUI [43, 45-46] as 

well. In [46] the data symbols are detected after estimation and mitigation of CPE and 

channel effect. Further these detected symbols are used to estimate the ICI’s spectral 

components to improve over MUI estimation technique. 

ICI, which is a dominating factor over CPE, because of larger pass band cut off 

frequencies of low pass filter, is assumed to be complex Gaussian distributed in 

majority of the literature available [27-31]. In contrast for ‘Slow’ PHN model, where 

PHN does not change within one OFDM symbol, the relative PHN bandwidth,     

              

                      
  should be as low as possible to incorporate the advantages of 

OFDM transmission over single carrier transmission [45]. With low of this ratio, the 

assumption of complex Gaussian distribution of the ICI becomes false and even with 

higher number of subcarriers, the ICI is limit distributed with thicker tails [32-34].  

In OFDMA system, MUI is also an important factor, which is considered marginally 

in previous analytical methods [42, 44]. As MUI takes in to account the significance 

of the power level of users as well the transmitter                 the 

distribution of MUI in OFDMA cannot be taken same as ICI in OFDM system. 

Further in OFDMA uplink system these two will be precisely different for different 

users. Secondly a higher                  of the PHN process can also lead to 

more energy in the MUI factor of ICI term. Considering these two facts and the 

OFDMA uplink scenario, not all the other users will produce the same MUI for the 

intended user.  
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A reliable estimation of channel and transmitted symbols incorporate the functionality 

of PHN estimation either in isolation or joint. The independent function of channel 

estimation, PHN estimation and symbol estimation, in case of isolated approach, may 

results in poor channel estimates which effectively will produce poor symbol 

estimates. In [31-32, 35-36] PHN estimation and mitigation techniques are proposed 

but the channel frequency response is assumed to be known in prior to the suppression 

which is not statistically optimal. In frequency selective environment, the joint 

approach of [47-52] produces the statistically optimal estimates by combining the 

PHN estimation with channel estimation.  

In [47], on the criterion of MAP cost function, a joint channel, PHN and CFO 

estimation is proposed in time domain with high computational complexity. The 

estimation of channel impulse response (CIR) needs a priori knowledge of channel 

length which is not required in estimating CTF. In [48], minimum mean square error 

(MMSE) channel estimation is done in two successive stages. After joint CPE 

estimation the decision directed ICI reduction is performed which is not fully joint in 

true sense. The ICI is treated as additive receiver noise with known second order 

statistics and the parametric model of PHN realization is considered in [48]. The MAP 

based joint estimator of [49], utilizes a priori information on the PHN process to 

estimate CTF. Here the CTF is estimated in time domain which makes the method 

more complex than estimation in frequency domain. The ML based joint estimator of 

[50] utilizes the approach of forward and backward substitution in the frequency 

domain to estimate the channel. The method described in [50] proves its competency 

in the reduced computational complexity because of the frequency domain estimation 

but on the cost of performance degradation as a priori information on the PHN 

process is not used and the ML cost function is minimized with the constraint of small 

PHN approximation. In [51-52], Monte Carlo methods based on expectation 

minimization (EM) for channel estimation are proposed. The EM algorithm is an 

iterative method of obtaining ML estimates of parameters in the presence of hidden 

variables with very high computational complexity. In EM channel estimation, the 

non Gaussianity of the posterior probability density function (PDF) of the hidden 

variables, which are random parameters without direct observance, is the main 

problem. This has been solved in [51] with particle filtering technique and in [52] by 

considering point density estimation.  
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The emerging technique of massive MIMO renewed the possibility of further 

performance improvement and computational complexity reduction with the aid of 

spatial diversity [59-60].  In [59], basis expansion model (BEM) coefficients are 

jointly estimated in time domain with very high computational complexity, while the 

joint covariance matrix of phase and channel is already known. The two stage time 

domain MAP estimation of CPE corrupted CIR in [60] is not fully joint in channel 

estimation stage. 

In regards of symbol estimation in OFDM system, some initial methods used the 

approach of isolated estimation [35-36], whereas recently with high carrier frequency 

and dense constellations, a reliable detection of transmitted symbols incorporates the 

functionality of PHN estimation in joint [53-58]. In [35] the estimated PHN is 

compensated in received signal before next iteration of channel equalization and 

symbol detection, without performing any optimization. In the LS approach of [36], 

the ICI is simply treated as added noise without utilizing any a priori knowledge. The 

method of [36] only deals with the discontinuities at the edges of consecutive symbols 

in block based OFDM transmission.  

In [53-54] the authors presented a time domain approach to jointly estimate the 

symbol and PHN. The variational inference, approximation of Bayesian inference is 

used with the assumption of continuous distributed a-prior density of symbols. The 

joint estimation of data and PHN of [55] optimizes the minimum mean square 

prediction error of PHN with some extra numerical complexity. The blind 

compensation of PHN is proposed in [56] with data detection where time averaged 

PHN is approximated over sub blocks. In frequency selective fading this type of 

estimation is not optimal as the fading within    samples corrupts the PHN 

realization. In [57], PHN DFT coefficient matrix is approximated with one of the 

entries of codebook with assumption of equal probability.  With joint ML approach 

the method shows some performance degradation as compare to MAP and is also 

constrained by the air interface. In [58] the time domain joint MAP approach to detect 

the data in presence of PHN is presented with the aid of amplify and forward relaying 

strategy. 

Further, the performance improvement in joint symbol detection is shown in literature 

[61-62], with MIMO OFDM while using channel coding and spatial diversity. With 

high computation complexity, the frequency domain joint MAP approach of [61] 
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obeys the deterministic restriction with the assumption of small PHN and considers a-

prior known statistics of PHN and data both. The joint MAP technique of [62] is code 

aided synchronization with EM framework.  
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3. Oscillator Phase Noise 

Sending the electrical or electromagnetic signals from transmitter to the receiver for 

conveying the information is telecommunication. The transmission of signal may 

happen in two distinct ways, either as baseband transmission or as band pass 

transmission. In baseband transmission the signal is around the direct current (DC) 

frequency whereas in a band pass transmission, information signal is up converted to 

a particular frequency, known as carrier frequency (  ). This up conversion is known 

as modulation and the modulated signal is spread around carrier frequency even 

having the spectrum same as information bearing baseband signal. Usually a baseband 

transmission happens through a baseband channel over wires and cables while the 

wireless transmission is essentially band pass but not vice versa [66].  

Further the band pass transmission can be categorized as single carrier (SC), i.e. 

information signal is asserted on a single carrier frequency, or multicarrier (MC), i.e. 

information signal is embedded on many parallel carrier frequencies. Whether the SC 

or MC transmission is there, the modulation is done for frequency up conversion of 

baseband signal to radio frequency (RF) and demodulation is done for frequency 

down conversion of RF signal to baseband frequency [66].  

 

3.1 Transceivers’ RF Impairments 

As the most applicable modern transceiver hardware used for wireless mobile 

communication is the direct conversion architecture, Figure 3.1 shows the up/down 

conversion operation with this architecture. The architecture consists of analogue and 

digital part. The analogue part processes the continuous time signal at RF for signal 

transmission and reception and is known as RF front-end. The digital part known as 

back-end, deals with the signal in digital domain for information representation and 

processing. Unfortunately, the RF front-end devices, made up of electronics, are not 

ideal and producing the noise and distortion in the signal at the time of transmission/ 

reception. This undesirable noise further introduces inaccuracy of digital processing 

algorithms at the back-end and degrades the overall system performance. This 

problem of non ideal RF devices which are performing digital to analogue (DAC) & 
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analogue to digital (ADC) conversion, frequency up/down conversion and 

amplification, is known as transceivers’ RF impairments.   

 

 

Figure 3.1 Baseband to Band pass Modulation and Band pass to Baseband Demodulation. 

 

The amplification of the signal is done with high power amplifier (HPA) at the 

transmitter side and with the low noise amplifier (LNA) at the receiver side. The non 

ideal amplification leads to the in-band and out-of-band distortion because of the non 

linearity which further causes interference to the adjacent channels, especially in MC 

communication. As the OFDM signal is having high PAPR, it will drive the high 

power amplifier in saturation region and result will be the signal distortion. In case of 

mobile communication it will further cause higher heat dissipation and poor battery 

life as the amplifier efficiency is inversely proportional to the PAPR. Many of the 

researchers have produces the sound results to overcome this problem of high PAPR 

and non linearity of the power amplifiers [67-70].  

ADC & DAC, operating at few GHz for mobile transceivers face the challenges of 

high sampling rate and high resolution. With these two necessities, ADC & DAC 

further need to deal with the challenge of achieving low power dissipation with 
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efficient on chip integrability. With all these challenges to overcome, the ADC & 

DAC directly lend in the various noise sources including jitter noise, quantization 

noise, thermal noise and non linearity’s. A detailed survey of analysing these noise 

sources and then combating with these can be found in the literature [71-73].  

At the stage of frequency up/down conversion which is achieved by the mixers 

(multiplication in time domain and convolution in frequency domain) and oscillators, 

three types of transceivers’ RF impairments can take place, i.e. CFO, IQ imbalance 

and PHN.  At the time of frequency conversion in direct conversion architecture the 

RF signal is split into I and Q branches which is mixed with the LO signals having the 

phase difference of 90
0
. Unfortunately in the real scenario this difference is not 

exactly 90
0
 and it results in some correlation between the LO signals that feed the 

mixers. This mismatch in the phase differences is known as IQ imbalance and studied 

by many authors in [23-25]. Difference in the LO frequencies of the transmitter and 

receiver, produces the CFO which is estimated and mitigated in the training phase of 

the communication [19-22].   

In the frequency conversion stage a periodic co-sinusoidal signal known as 

information carrier is generated by LO and mixed with information signal. 

Unfortunately being the part of analogue front end, both the devices, mixer and 

oscillator, are not ideal though in this research work we will take mixer with ideal 

characteristics and will address the oscillator imperfections only. The non ideal LO 

produces the spectral spread of the carrier signal which is the attribute of PHN and 

amplitude noise. Here we will keep the amplitude noise in control with the mean of 

automatic gain controller (AGC) and will consider the PHN as the solo contribution 

of spectral spread.  

 

3.2 Oscillators 

The autonomous system, oscillator provides a periodic co-sinusoidal reference signal 

used for up/down conversion of the baseband/RF signal to/from RF/baseband 

frequency. Oscillator in isolation, known as FRO (Figure 3.2), consist of an amplifier 

composed of diodes and/or transistors and a positive feedback network which is a 

resonator circuit. 
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Figure 3.2 Free Running Oscillator. 

 

 

Figure 3.3 Phase Locked Loop Oscillator. 

 

In practice wireless digital communication systems use PLL oscillator because of its 

high stability and easy control. As shown in Figure 3.3 the error signal generated by 

phase detector, after comparison of two input signals, is passed through the low pass 

filter and then is used to drive a voltage controlled oscillator (VCO) to produce an 

output frequency signal. Through a frequency divider this frequency is feedback to the 

system input. Any drift in the output frequency will increase the error signal to drive 

the frequency of VCO in opposite to reduce the error. Thus the output frequency is 
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locked to the input frequency or to some integer multiple of input frequency which is 

the frequency of reference oscillator. 

Either FRO or PLL VCO, in an ideal oscillator for a perfect periodic signal the 

transition of phase over a time interval should be constant whereas practically this 

phase increment is a random variable. This random variation of phase is phase jitter 

and its instantaneous deviation is called PHN [74-77]. Thus the output of a practical 

oscillator is noisy and can be written as: 

 ( )  ,   ( )-    ,     ( )-                                                                          (3.1) 

where   and         are amplitude and angular frequency respectively and  ( ) is 

amplitude fluctuation which can be kept in limit by using an AGC.  ( ), the phase 

fluctuation (time varying PHN), is very difficult to mitigate and can have major 

impact on system performance. In Figure 3.4 the output of a noisy oscillator is 

compared with the ideal one and we can observe that because of PHN the zero 

crossing time is changing randomly in case of noisy oscillator.  

 

 

Figure 3.4 Output Signal from Ideal and Noisy Oscillator. 
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In frequency domain, in case of ideal oscillator power is concentrated at the central 

frequency, i.e. power spectral density is Dirac delta function. This signal is mixed 

with the information bearing signal (centred on zero frequency) also known as 

baseband signal. This embedding process (Figure 3.5) translates the base band 

frequency content to the bandanas region which is centred on high frequency   .  

 

 

Figure 3.5 Modulation with Ideal Oscillator. 

  

 

Figure 3.6 Spectral Spreading in the Noisy Oscillator. 
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As the LO used for this process (FRO or PLL VCO) is not perfectly ideal it shows the 

spectral spreading around the     (Figure 3.6) and when the information bearing signal 

spectrum is convolved with this spectrum the output signal is totally distorted. 

 

3.3 Sources of Noise in an Oscillator 

Phase fluctuations, resulting in the random shifting of oscillator frequency have its 

origin in the noise sources present in the internal circuitry of an oscillator. These noise 

sources may be thermal noise i.e. caused by Brownian motion of electrons, shot noise 

i.e. caused by small fluctuations in current due to the random electron emission and 

flicker noise i.e. cause by active device characteristics. These noise sources can be 

further categorized in white (uncorrelated) and color (correlated) noise sources [75]. 

Thermal and shot are white whereas flicker is colour noise source.  

 

 

Figure 3.7 PSD of Noise Sources in the Oscillator Circuitry. 

 

The white noise has the flat power spectral density (PSD) given by [74-76]: 

      ( )                                                                                                           (3.2) 

where        is the constant for particular device. The PSD of color noise is given by: 
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 ⁄
( )    

 ⁄

  

 
                                                                                                      (3.3) 

where   
 ⁄
 is the constant for particular device.   is the current through device and   

is the constant in the range of .5 to 2. Figure 3.7 is showing the total PSD of the white 

and color noise sources present in the oscillator circuitry. 

The PHN generation mechanism is based on two different phenomenons. First is the 

direct amplification/attenuation of the white and color noise sources resulting in the 

white PHN and flicker PHN with PSD: 

          ( )                                                                                                 (3.4) 

where            is again a constant for particular device and: 

       ⁄  
( )  

 

 
                                                                                                        (3.5) 

respectively. The second mechanism is based on the frequency modulation of the 

noise sources present in the oscillator circuit. This is equivalent to the integration 

process in the time domain. According to [72] the PSD of the frequency modulated 

(FM) PHN is given by: 

       ( )   
   

 

  
         ( )                                                                              (3.6) 

where         ( )  is PSD of noise source present in the system. Thus with the 

Equations (3.2) and (3.3) the resulting white FM PHN has PSD proportional to    ⁄    

and flicker FM PHN has PSD proportional to    ⁄ . This mechanism is shown in the 

Figure 3.8 and Table 3.1. The oscillator PHN spectrum having white PHN (flat) & 

white FM PHN (      ⁄ ) spectra because of white noise sources and flicker PHN 

(    ⁄ ) & flicker FM PHN (     ⁄ ) spectra because of color noise sources is shown in 

Figure 3.9.  

The short term frequency instability resulting in the random phase variation of a 

signal ( ( )) generated by the noisy oscillator is characterized by single-side-band 

(SSB) PHN spectrum, having unit of decibels below the carrier per hertz (dBc/Hz) in 

frequency domain as [76-77]: 

 ( )  
    (      )

  
                                                                                                     (3.7) 
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Figure 3.8 PHN Generation. 

 

Source of Noise Resulting PHN Spectra dBc/Hz 

Thermal & Shot 

Noise 

White PHN Flat -0 

White FM PHN       ⁄  -20 

 

Flicker Noise 

Flicker PHN      ⁄  -10 

Flicker FM PHN       ⁄  -30 

Table 3.1 PHN Generation. 

 

where    and    are oscillation and offset frequencies respectively and    is the total 

signal power around centre frequency.      (      ), represents the single side band 

power at a frequency offset of   from the carrier      with a measurement bandwidth 

of 1 Hz.  
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Figure 3.9 PSD of PHN in Oscillator Output. 

For FRO, PHN is result of internal noise sources where in case of PLL oscillator 

internal noise sources of each block contribute in the output PHN spectrum. 

According to the analysis done in [78-79], in case of PLL oscillator, output PHN 

spectrum follows the reference oscillator below a particular frequency and is identical 

to VCO above that. 

 

3.4 Phase Noise Modeling  

To understand the impact of PHN in either SC or MC communication system it is 

essential to model the PHN process accurately. This section focuses on the PHN 

modeling for simple FRO model [74, 76] and more complex PLL VCO model [78-

79]. Though the FRO model is easy to simulate mathematically, PLL is widely used 

in practice for digital communication systems. 

In general, time varying PHN process ( ( )), can be written as following stochastic 

differential equation: 

  ( )   (   ( ) )      ( )                                                                         (3.8)                     
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where   ( ),  and   ( ) are continues time Ornstein- Uhlenbeck (O-U) process and 

Brownian process respectively.   is asymptotic mean,   is the drift and    is the 

variance of the noise present in the system which is white noise in our case. Solution 

for Equation (3.8) with the initial condition  ( ) is [80]: 

 ( )    ( )       (      )   ∫    (   )   
 

 
.                                          (3.9) 

If  ( ) is sampled with the sampling interval      ⁄ , means     (    ⁄ ) where 

              then: 

        
  

  
   .     

  
 /     .                                                              (3.10)                        

Equation (3.10) represents the autoregressive process of order one (AR (1)) where    

is a sequence of identically and independently distributed (iid) random variables with 

mean zero and variance,      
   such that: 

                                                                                                                    (3.11)                                                                       

where        (   )  and        (     
 ) . In this case, Equation (3.10) is 

known as discrete time regular O-U process with: 

   
  

  

  
(      

  
 ).                                                                                        (3.12) 

                                                   

3.4.1 Free Running Oscillators 

If we take no drift in the process,       then Equation (3.10) is: 

                                                                                                                (3.13) 

which is Wiener process [76] with mean zero and variance,    
     . PHN from 

the FRO follows the Wiener process of Equation (3.13) with probability density 

function (PDF),    (  )   (     
 ). Further with the PHN process of a FRO, 

modelled as Wiener (also known as random walk) process or Brownian motion: 

 ( )  √   ( )                                                                                                      (3.14) 

where   is the diffusion rate of the particular oscillator describing its quality,  ( ) is 

random time shift in the carrier and  ( ) is the standard Brownian motion. The carrier 
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phase shift and time shift are related as   ( )       ( ) . For a discrete time 

Brownian motion process, the sampled version of Equation (3.9) can be written as:  

   √   (    ⁄ )                                                                                                 (3.15) 

where    ⁄  is the sampling interval. For a standard Brownian motion: 

 (    ⁄ )   ((   )   ⁄ )  (     ⁄ ).                                                         (3.16) 

Which means that    is an accumulated Gaussian random variable with zero mean 

and variance     ⁄  and so the discrete time phase shift    is having the variance: 

       
       

 
    ⁄                                                                                       (3.17) 

The frequency domain characterization of PHN process is done with its PSD,   ( )  

In case of FRO,   ( ) is Lorentzian PSD [77] which is squared magnitude of a first 

order low pass filter transfer function and is given as: 

  ( )  
 

 

   
  

(   
  )

 
   

 .                                                                                             (3.18) 

Figure 3.10 illustrate the FRO output PHN PSD for Wenzel standard 100 MHz-ultra 

low noise crystal oscillator. Data points for the intended mask are directly taken from 

[81]. 

It is well established conclusion [76-77] that at high offset frequencies   ( )  is 

approximated as SSB PHN spectrum,  ( ), which means:  

 ( )     ( )                                                                                                (3.19) 

Now we use a parameter, PHN 3-dB Bandwidth (     ), to characterise the oscillator 

PHN property.       is a measure of the point where the   ( ) has decayed by half 

of its maximum value. The relation between   and       is:  

  
     

   
 .                                                                                                                (3.20) 

Thus the variance of PHN process is given by: 

  
       

     ⁄        ⁄                                                                             (3.21) 

where          .  
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Figure 3.10 PHN PSD Out from FRO (Wenzel standard 100 MHz-ultra low noise crystal oscillator). 

 

3.4.2 Phase Locked Loop Oscillators 

Digital communication systems, requiring the low PHN oscillators, generally avoid 

the low noise dedicated crystal oscillators because of very high cost. Thus a PLL 

VCO is employed widely because of its high stability with ease of control and 

affordable cost. Though PHN from the PLL VCO follows the regular O-U process 

[80], but for wide sense stationary output from the PLL, asymptotic mean should be 

zero [78] and with that, Equation (3.8) results in: 

  ( )     ( )      ( )                                                                               (3.22)     

with the solution: 

 ( )   ( )       ∫    (   )   
 

 
                                                                   (3.23)                         

which is celebrated O-U process [80]. The discrete time sampled version of Equation 

(3.23) is: 

        
  

  
                                                                                              (3.24)                               
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where       is a sequence of identically and independently distributed (iid) random 

variables with mean zero and variance: 

      
  

  

 
.     

  
 /                                                                                      (3.25)     

 In literature, [79] has solved the Equation (3.22) for the PLL VCO with loop filter of 

order one (Figure 3.3) resulting in zero mean and variance:  

      
       

 .   
  

 
  ∑ (     )(   

   
  
 ) 

   /                                       (3.26) 

where: 

     
     √(    

       √    )

 
  

   
     

(     )  
    

      
(     )  

  

   
        
(     ) 

(
  
 

   
 

    
 (     )

)  

and 

   
        
(     ) 

(
  
 

   
 

    
 (     )

) 

where    is the centre frequency of VCO in Hz ,      is the angular corner frequency 

of the low pass filter in rad/sec and √      is the PLL bandwidth in Hz.    and 

     are diffusion rates of the reference oscillator (RO) and VCO respectively.  

While considering the white noise sources only, in both, RO and VCO, in case of PLL 

VCO PSD,      ( ) is: 

     ( )   

    
   
 *(     )(     )+ ∑

0(     
 )
 
(     )

  (     )
  1 (     

              )

(      ) ,(
     

    
           )

 

      -

  

       

 

                                                                                                                                (3.27) 
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Figure 3.11 PHN PSD Out from PLL VCO (ADF4360-1). 

 

Figure 3.11 illustrate the PLL output PHN PSD for ADF4360-1, 2.25GHz with loop 

bandwidth of       . Data points for the intended mask are directly taken from [81]. 

The simulated samples of PHN modelled as Wiener process and celebrated O-U 

process, for FRO and PLL VCO respectively, are shown in Figure 3.12. Though the 

time varying PHN process of FRO can be characterized with  

  only, PLL VCO requires more parameter to characterize such as given in Table 3.2, 

assuming that the VCO is noisier than reference oscillator. 

 

        

        

           

           

            

                

Table 3.2 PHN Modeling Parameters. 
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Figure 3.12 Simulated PHN Time Samples for FRO and PLL VCO. 

 

 

Figure 3.13 Simulated PHN Time Samples for FRO after CPE Removal. 
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The simulated samples of PHN, modeled as Wiener process for FRO with   =20 KHz 

and 10 KHz are shown in Figure 3.13 after CPE removal. 

 

3.5 Conclusion 

Analyzing and mitigating the impact of transceiver PHN by means of digital signal 

processing algorithms necessitates the accurate mathematical modeling of generated 

PHN. As the FRO model is easy to simulate mathematically and PLL is widely used 

in practice for digital communication systems, the PHN modeling for both of the 

oscillators are presented. With the white noise sources in the oscillator circuitry, the 

PHN is modelled as Wiener process and celebrated O-U process, for FRO and PLL 

VCO respectively. The frequency domain characterization in terms of PSD is done for 

both the PHN processes and time samples are simulated.  
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4. Orthogonal Frequency Division Multiplexing 

Tremendous growth in the demand of high data rate at minimal cost for as many users 

with smart flexibility and great reliability of multimedia wireless communication 

systems, have attracted many academicians and researchers to develop the 

communication technique which is spectral efficient and robust to the fading 

environment, and the result is MC transmission. Either in urban or indoor wireless 

communication, multipath fading is the main cause of performance degradation. In 

multipath environment, the resultant signal at the receiver antenna is the combination 

of multipath waves and can vary in amplitude and phase. This results in the rapid 

amplitude fluctuation of the received signal within a time interval or distance, known 

as fading. Fading is the function of the transmitted signal bandwidth, the intensity 

distribution of the waves and relative propagation time. With the channel parameters 

i.e., delay spread, coherence time, Doppler spread and coherence bandwidth, fading 

can be classified as [82]: 

Flat Fading 

If the channel is not time dispersive i.e. BW of signal < coherence BW of channel or 

delay spread < symbol period, the channel is flat and there does not exist the inter 

symbol interference (ISI) at the receiver. 

Frequency Selective Fading 

If the channel is time dispersive i.e. BW of signal > coherence BW of channel or 

delay spread > symbol period, the channel is frequency selective and there exists the 

ISI at the receiver. 

Slow Fading 

If the channel is not frequency dispersive i.e. coherence time > symbol period or the 

channel is having low Doppler spread, the channel is slow i.e. the channel impulse 

response does not change within the symbol duration and signal does not get 

frequency dispersion at the receiver. 

Fast Fading 

If the channel is frequency dispersive i.e. coherence time < symbol period or the 

channel is having high Doppler spread, the channel is fast i.e. the channel impulse 
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response changes rapidly within the symbol duration and signal goes under frequency 

dispersion at the receiver. 

It is clear from the above classification that to combat the frequency selective 

multipath fading the use of narrowband signals is a potential solution and this evolved 

the idea of MC communication. Various kind of MC communication includes multi 

carrier code division multiple access (MC-CDMA) and OFDM. 

In case of MC-CDMA, serial chips (Pseudo Random Codes) of direct sequence 

spread data symbols are converted in parallel stream and are asserted on each 

orthogonal sub carriers [83]. This parallel conversion increases the bit duration and so 

reduces the signal bandwidth. These narrowband signals are transmitted through the 

channel and are not sensitive to frequency selective fading of the channel. Within a 

time period, orthogonal subcarriers allow the efficient accommodation of many users 

as they do not interfere to each other, i.e. no ICI. 

In late 1950s, classical multicarrier modulation systems were used to transmit the data 

over non overlapped band limited orthogonal signals in military with high frequency 

radio links. Since these systems demanded for high précised front-end devices to 

recover the each sub carrier without inter carrier interference, this concept did not get 

much attention that time. In January 1970, an U. S. patent gave the name of OFDM to 

this concept [3]. In 1971 [4] suggested the use of IDFT (inverse DFT)/DFT to 

generate/recover orthogonal subcarriers which eliminated the requirement of high 

précised front-end devices at the transmitter and receiver.  

The invention of FFT, simplified the OFDM modem even more with fast DFT 

algorithm. In last two decades OFDM is the one of the MC technique which have 

become part of new emerging communication standards like Wireless MAN-

Advanced, 3GPP2 Long Term Evolution (LTE) Advanced, Wireless Local Area 

Network (WLAN) and Digital Video Broadcasting - Terrestrial (DVB-T). 

 

4.1 Principle of OFDM 

The goal for designing a MC transmission scheme for a mobile wireless channel is 

that the channel is slow during one symbol duration and the fading over subcarriers is 

frequency non selective means flat [82]. For that the symbol duration should be 
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greater than the maximum delay spread of the channel and the subcarrier spacing 

should lesser than the coherence bandwidth of the channel. Thus the principle of MC 

communication is to convert a high rate serial data stream to the many low rate 

parallel data sub streams. Each of these sub streams is modulated on one of the 

subcarriers. Figure 4.1 shows an example of multi carrier communication with 4 sub 

carriers. As the symbol duration is increased, the subcarrier symbol rate is very less 

than the serial data rate; the delay spread impact is reduced allowing the less complex 

equalization. 

 

  

Figure 4.1 Multicarrier Modulation. 

 

OFDM is a low complex modulation/multiplexing MC technique to modulate   

orthogonal sub carriers with   complex valued source symbols              

 , efficiently by using digital signal processing. The source symbol is achieved after 

source coding, interleaving, and channel coding if applicable. The source symbol 

duration     of the serial data symbol results in the OFDM symbol duration: 

                                                                                                                         (4.1) 

after serial to parallel conversion. With rectangular pulse shaping, to achieve the 

orthogonality between the signals of   sub carriers,   sub carriers are having the sub 

carrier spacing: 
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.                                                                                                                    (4.2) 

The   parrallel modulated source symbols                 are referred as an 

OFDM symbol with     symbol duration and bandwidth       . However OFDM 

follows the principle of frequency division multiplexing (FDM) to sent parallel data 

sub streams over a single radio channel but with the aid of orthogonal subcarriers 

OFDM is much spectral efficient than FDM. As shown in Figure 4.2 in conventional 

FDM, each transmitter uses a carrier frequency different than other and because of the 

non orthogonality a large band gap is required to eliminate the ICI, whereas in case of 

OFDM half of the bandwidth is saved because of the overlapped orthogonal sub 

carriers. 

 

(a) 

 

(b) 

Figure 4.2 Comparison of Bandwidth Requirements in (a) Conventional FDM (b) OFDM. 
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Two signals which are mutually independent of each other are orthogonal signals and 

this orthogonality allows communication of multiple signals over a single radio 

channel with accurate detection. In context of the OFDM, orthogonality property can 

be described with its power density spectrum shown in Figure 4.3 for 5 orthogonal 

subcarriers. We can observe from Figure 4.3 that each sub carrier peak is coinciding 

with nulls of all others which validate the orthogonality in between the sub carriers of 

OFDM signal. Peaks are located at the center frequency with the gap of sub carrier 

spacing   . 

As the number of subcarriers   increases, the spectrum approaches to single carrier 

modulation with ideal Nyquist filtering. As the symbol duration on each subcarrier 

increases, the time dispersion i.e. ISI, caused by frequency selective fading of the 

channel is reduced. 

 

 

Figure 4.3 Spectrum of OFDM Signal with    . 

 

Though the parallel conversion increases the symbol duration     to          to 

reduce the ISI, but to completely eliminate the time depressiveness of the channel a 

guard time of duration: 
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                                                                                                                       (4.3) 

is inserted in between the consecutive OFDM symbols which enables the one tap low 

complex equalization at the receiver, where      is the channel impulse response 

duration. The guard time is a cyclic prefix (CP) i.e. pre inserted cyclic extension of 

the OFDM symbol, to maintain the orthogonality and reduce the ICI, which extends 

the OFDM symbol duration: 

   
         .                                                                                                        (4.4) 

Figure 4.4 shows the time/frequency representation of an OFDM symbol and an 

OFDM frame. Block of    consecutive OFDM symbols is known as an OFDM frame 

where    is function of coding/spreading. 

 

 

                        (a)                                                                       (b) 

Figure 4.4 OFDM (a) Symbol (b) Frame. 

 

The main advantage of using OFDM as the multi carrier modulation technique lies in 

its implementation with IDFT and even more computationally efficient IFFT (inverse 
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FFT). If   
               is the frequency domain QAM modulated symbol on   

      subcarrier of      symbol then,      ,  
    

        
 -  defines a symbol 

vector. Consequently the     sample of   the discrete time baseband signal after taking 

IFFT is:  

  
  

 

 
∑   

  
     

    
                                                                              (4.5) 

The      discrete samples of the guard interval are inserted to prevent the ISI, where: 

    ⌈
     

  
⌉.                                                                                                           (4.6) 

This results in: 

  
  

 

 
∑   

  
     

    
                                                                          (4.7) 

This digital sequence is converted to analogue signal waveform   ( ) with duration 

   
 . The   ( ) is up converted to the RF signal and transmitted over the channel. The 

channel can be additive white Gaussian Noise (AWGN) or multipath channel as 

applicable. Let the discrete time composite CIR with order   is denoted by  ( ) and 

the CTF on the         subcarrier is denoted by   , and then   can be given as: 

   ∑  ( ) 
      

    
   .                                                                                             (4.8) 

After RF down conversion, the received signal waveform,   ( ) is convolution of 

  ( ) with the continuous time CIR ( (   )) and addition of AWGN (  ( )). This 

received signal is passed through an A/D converter, where   ( )  is sampled with the 

rate    ⁄  , which gives the output sequence   
              .     Samples, in 

which ISI is present, are removed before OFDM demodulation. Denoting the discrete 

time AWGN impairment to the         symbol by    
   , the received OFDM signal 

after down & analogue to digital conversion and CP removal can be written as: 

  
  ,  

   ( )-    
                                                                        (4.9) 

where   denotes the circular convolution.  Since the    samples of the received 

sequence are removed which only contains the ISI, after taking the FFT of    
 , the 

frequency domain received signal on the     subcarrier of the      symbol is without 

ISI and ICI and is given by: 
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                                                                               (4.10) 

where    
   is         element of symbol vector    ,    is the         element of 

channel vector   ,               -
 ,   

  is AWGN in frequency domain. It is 

preferable to represent the signal model in matrix form as: 

                                                                                                          (4.11) 

where       ,  
    

        
 - ,   is the     DFT matrix with  (   )  

   . 
     

 
/ ,        ,  

    
        

 - and   , ( )  ( )    (   )-  is 

the time domain channel vector.      ,  
    

        
 - , is an uncorrelated 

white noise vector distributed as,    (  )    (     
  )  with mean zero and 

covariance matrix    
   , which says: 

   (  )  
 

(  )   
     .

  

   
      /                                                             (4.12) 

 

 

Figure 4.5 OFDM Modulation and Demodulation. 
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As     , Equation (4.11) can be rewritten as:  

                                                                                                           (4.13) 

where   ,               -
 . 

Figure 4.5 illustrate the basic block diagram for multi carrier communication system 

with the OFDM modulation/Demodulation employing IDFT (IFFT)/ DFT (FFT). 

Performance, in the term of SER, of the OFDM system is simulated in Figure 4.6, 

where each simulation point is conducted using 10,000 OFDM symbols in MATLAB. 

Simulation model is based on IEEE 802.11g like system with parameters given in 

Table 4.1. 

OFDM symbols are generated using 16- quadrature amplitude modulation (QAM) and 

64-point IFFT, and then prepended by CP of length 16 samples before transmitting 

over the channel. The channel is AWGN or multipath channel as applicable. For 

multipath channel the discrete sampled CIR is modelled as,      tapped delay lines 

having an exponentially decreasing power delay profile (PDP):  

  
   *| ( )| +  

 

 
   (     )                                                           (4.14) 

where   ∑    (     )   is choosen to normalise the PDP to unit energy. The 64-

point FFT of the received signal is taken after CP removal. 

 

    20 MHz 

  64 

FFT Size 64 

    16 Samples 

Mapping 16-QAM 

Table 4.1 OFDM Modeling Parameters. 
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Figure 4.6 16-QAM OFDM SER Performance. 

 

4.2 Advantages of OFDM 

In OFDM the wideband wireless radio channel with frequency-selective fading is 

turned into a set of narrow-band channels (the subcarriers) with flat fading (NO ISI) 

which makes the data symbol resilient against multipath fading with one tap easy 

frequency domain equalization (FDE) at the receiver side.  

The orthogonality between densely spaced subcarriers makes the system resilient 

against the ICI while abandoning the requirement of steep and precise band pass 

filters for detection and gives the optimum spectrum utilization too. Efficient 

digital signal processing with IFFT/FFT and FDE makes the OFDM a low complex 

application for the MIMO principle.  

In OFDM each burst allocation can be changed from frame to frame as well as the 

modulation order. This allows the base station to dynamically adjust the bandwidth 

usage according to the current system requirements. The bandwidth of the operation 

can vary from country to country, depending upon the spectrum allocation. This tends 

to variations in the OFDM parameters like the subcarrier spacing and the OFDM 

symbol period which further needs the flexibility in hardware design.  
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Secondly with different subcarrier spacing the Doppler spread effect and frequency 

offset get change which demands for modifications in baseband algorithms. As to 

make the RF front-end flexible to accommodate difference in bandwidths is easier 

than changing the baseband algorithms which are applied to compensate the channel’s 

deleterious impacts, bandwidth scalability is used. As shown in Figure 4.7, 

bandwidth scalability is easy to apply in case of OFDM by just adjusting the FFT 

size. This scaling of bandwidth, while maintaining the subcarrier bandwidth and 

symbol duration, produces minimal impact to higher layers. 

 

  

Figure 4.7 Bandwidth Scalability in OFDM. 

 

The capacity increment by using adaptive channel coding and modulation, and 

adaptive spreading, are also the key advantages of OFDM technique. 
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4.3 Challenges of OFDM 

With all the advantages of MC transmission to guarantee a high spectral efficiency 

with a low cost receiver a reliable and robust digital synchronization and channel 

estimation is mandatory in OFDM with IFFT/FFT operation. Especially in fading 

channel when high order modulation schemes are employed with coherent detection, 

synchronization is even critical. 

The synchronization unit of OFDM demodulator (Figure 4.8) is including the time 

and frequency synchronization units. These synchronizations are performed with 

digital algorithms which are either based on blind synchronization (uses intrinsic 

redundancy of CP of each OFDM symbol) or pilot aided synchronization (uses 

dedicated data which are frequency/time multiplexed with transmitted data). 

 

Figure 4.8 Synchronization Unit of OFDM Demodulator. 
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The main objective of time synchronization for OFDM systems is to know when a 

received OFDM symbol starts. By using the guard time, the timing requirements can 

be relaxed. If a timing error is small enough to keep the channel impulse response 

within the guard time, the orthogonality is maintained and a symbol timing delay can 

be viewed as a phase shift introduced by the channel which can be estimated and 

corrected at channel estimation stage. However, if a time shift is larger than the guard 

time, ISI and ICI occur and signal orthogonality is lost. The time synchronization is to 

estimate the FFT window positioning (OFDM symbol/frame synchronization) and 

sampling rate for analogue to digital conversion control (I/Q balance). The operation 

of time synchronization can be carried out in two steps: coarse and fine symbol 

timing.  

As a MC system is much more sensitive than a SC system, to a carrier frequency 

offset (CFO), another essential function of an OFDM demodulator is the frequency 

synchronization. Difference in oscillator frequencies of the transmitter and receiver, 

Doppler shifts, and PHN produces the frequency offset. This frequency offset leads to 

a reduced amplitude signal and to a loss of orthogonality between sub-carriers which 

introduce ICI. Like time synchronization, frequency synchronization can be 

performed in two steps: coarse and fine frequency synchronization. An automatic 

gain control (AGC) signal for the incoming analogue signal is also needed to adjust 

the gain of the received signal to its desired values. 

The simplified OFDM transmitter front end (Figure 4.9) consists of an I/Q generator 

with a local oscillator, low pass filters, channel band pass filters, mixers and high 

power amplifiers (HPAs). The receiver front end is also having the similar 

components. Unfortunately the HPAs are non linear devices and MC modulated 

systems using OFDM are more sensitive to HPA non linearity than SC modulated 

systems. Because of the superposition of    narrowband signals in time domain, 

OFDM signal have a high peak-to-average power ratio (PAPR). This requires the 

higher output back-off values with HPAs to keep an acceptable performance, 

otherwise leading to severe clipping effects. At high carrier frequency the RF 

transmitter and receiver oscillators increase the infrastructure cost, so low cost 

transceivers ’oscillators are employed with the cost of higher PHN. 
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Figure 4.9 OFDM Transmitter Front End. 

 

OFDM without guard time is an optimum spectrum utilizing system, and its optimum 

normalized efficiency approaches to 1 bit/s/Hz with large number of subcarrier. But  

in the digital implementation of OFDM (Figure 4.10),  the guard time     (or    

samples) inserted after the IDFT operation at the transmitter side produces the loss in 

spectral efficiency and the spectral efficiency reduces to: 

          
   

      
                                                                                   (4.15) 

The number of the FFT points,   decides about the complexity of the operation which 

is of  (     ) . Large value of   results in long    , and makes the system 

vulnerable to the time variant nature (Doppler spread) of the channel and more 

sensitive to the transceiver PHN. At the same time long     improves over spectrum 

utilization while reducing the loss due to    . So a trade off is maintained in between 

spectrum utilization and sensitivity to Doppler spread and transceiver PHN. 
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Transmitter                                                      Receiver 

Figure 4.10 Digital Implementation of OFDM. 

 

 

 

Figure 4.11 Virtual Subcarriers used for Filtering. 
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To simplify the design and implementation of filters while achieving the high 

frequency resolution in the channel bandwidth, slightly higher numbers of FFT points 

are employed than required data transmission subcarriers. This implementation 

facilitates with null subcarriers (guard band), also called virtual subcarriers at both 

sides of the spectrum (Figure 4.11). As the DC component creates a very low 

frequency which cannot be passed through a band pass filter a DC problem arises in 

OFDM too. To avoid this, a null subcarrier is put in the middle of the spectrum known 

as DC subcarrier and is not used for transmission. 

The main advantage of an OFDM transmission and reception is the digital 

implementation of an OFDM system with FFT processing which makes it the 

preferable choice for wireless services. This necessitates that the digital signal after 

digital IFFT processing is converted back to the analogue domain with a digital to 

analogue (D/A) converter, for IF/RF up conversion at the transmission side and vice 

versa (A/D conversions) at the receiver side. The accuracy required for the used 

constellation, the difference between the receiver sensitivity and the maximum 

received power and the sampling rate are some of the prime parameters which decide 

about the number of bits reserved for the D/A and A/D conversions. 

Further, at the receiver side, converter should be more accurate due to a higher 

disturbance. So practically to achieve satisfactory trade-offs between the performance 

and implementation complexity,  for 16 to 64- quadrature amplitude modulation 

(QAM) transmission, 6-8 bits or higher should be used with D/A converters, and for 

the receiver A/D converters, 8-10 bits or higher are used. To avoid aliasing, the 

sampling rate is a crucial parameter. The sampling rate should be at least twice the 

maximum frequency of the signal which is theoretically maintained by choosing: 

         
 

     
 

 

  
  .                                                                                      (4.16) 

Whereas practically in regards of adjacent channel interference, to achieve a better 

channel selectivity in the receiver, a higher sampling rate:  

      
 

  
                                                                                                               (4.17)  

which is greater than the channel bandwidth is recommended. 
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4.4 Phase Noise Impaired OFDM System Modeling 

There are many transceivers’ impairments that are to be taken in to consideration 

while designing an OFDM communication system. Still there is a convincing reason 

to focus on the PHN precisely as CFO and I/Q imbalance impairments are constant 

over time whereas the PHN is of time varying nature. Hence, one can measure CFO 

and I/Q imbalance in training phase and then can compensate these in data 

transmission stage. As such an approach cannot be adopted for PHN; it is likely to be 

most dominant impairment in data transmission stage. Since, in OFDM, very high 

quality transceiver oscillators are needed, which increase the cost, it is preferable to 

mitigate the effect of the PHN in digital domain to ensure the performance of system.  

 

 

        (a)                                                              (b) 

Figure 4.12 Effect of Phase Noise in SC Communication System (Random rotation in constellation). 

 

OFDM is much more vulnerable to PHN than SC systems [84]. In SC systems, the 

phase noise merely causes simple random rotation in the symbol constellation known 

as CPE. Figure 4.12 (a) shows the received  signal constellation of a SC, 16 -QAM 

modulation over an AWGN channel (SNR=30dB) whereas the effect of PHN from an 
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FRO (PHN variance=.06 rad
2
), on received signal constellation is shown in Figure 

4.12 (b). 

 

 

Figure 4.13 Effect of Phase Noise in MC Communication system 

 (Spectral Re-growth (in-band-ICI) (out-of- band -MUI)). 

 

In OFDM systems, in addition to the rotational effect, PHN also causes ICI. The ICI 

is present because PHN causes energy of individual subcarriers to spread on the top of 

all the other subcarriers [85-87]. Figure 4.13 shows two systems with the bandwidth 

of 22MHz where first system employs the ideal oscillator without PHN with carrier 

frequency 2420.5  MHz whereas second system uses a noisy FRO (PHN variance=.06 

rad
2
) with carrier frequency 2433.5 MHz, which cause spectral re-growth and results 

in power leakage to the first band, producing the ICI. 

Figure 4.14 (a) shows the received signal constellation of an OFDM system with 64 

subcarriers which are, 16 -QAM modulated whereas the impact of an AWGN channel 

(SNR=35dB) is shown in Figure 4.14 (b).  
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                                          (a)                                                                          (b)                                             

Figure 4.14 Received Constellation in (a) 16-QAM OFDM System (b) with AWGN. 

 

 

                                             (a)                                                                                    (b)                                             

Figure 4.15 Received Constellation in 16-QAM OFDM System with (a) Receiver Phase Noise (b) 

Transceiver Phase Noise. 

 

Figure 4.15 (a) shows the received signal constellation of an OFDM system with 64 

sub-carriers which are, 16 -QAM modulated over AWGN (SNR=35dB) with receiver 

PHN (both CPE and ICI) from an FRO (PHN variance=.06 rad
2
) whereas the effect of 

receiver as well transmitter PHN from an FRO (PHN variance=.06 rad
2
), on received 
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signal constellation is shown in Figure 4.15 (b). The constellation rotation is produced 

because of the CPE whereas the cloudy constellation is impact of ICI.  

The effect of PHN on BER of the OFDM system (Table 4.1) before compensating it is 

shown in Figure 4.16 for receiver FRO PHN (PHN variance=.06 rad
2
) only and for 

transceiver FRO PHN (PHN variance=.06 rad
2
) and is compared against the BER of 

pure AWGN channel. 

 

 

Figure 4.16 16-QAM OFDM BER Performance in AWGN Channel with Phase Noise. 

 

In this work we are considering packet transmission of OFDM symbols in which a 

packet consists of several consecutive OFDM symbols.  Few initial symbols are full 

pilot and followed by pay load. In payload symbols data and pilot subcarriers are 

multiplexed together.  

At the receiver side, full pilot symbols are used for channel estimation while the data 

vector is assumed to be known. At the time of payload receiving channel is exactly 

known. Figure 4.17 is illustrating this packet structure. 
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Figure 4.17 OFDM Packet Structure. 

 

Further to model an OFDM system with receiver PHN consisting of   subcarriers 

with sampling instant 
  

 ⁄   we denote the discrete time receiver PHN impairment to 

the      subcarrier of the         symbol by    
   than the received OFDM signal after 

down conversion and CP removal can be written as: 

  
  ,  

   ( )-    
 

   
                                                           (4.18) 

If     ,  
    

       
 - , is the PHN vector for the     OFDM symbol, then: 

   , 
 

 

 

   
 

 

 
  

      
      

 
  

    

 
  

 -                                                            (4.19) 

defines a vector of the DFT coefficients of one realization of        during        

OFDM symbol where:  

  
  

 

 
∑     

 
 

      

    
     

 

 
   

 

 
                                                         (4.20) 

After taking the FFT of     
 , the frequency domain received signal on 

the     subcarrier of the      symbol is: 

  
  ∑   

    〈   〉
    

     
                                                             (4.21) 

where    
   is         element of symbol vector    ,    is the         element of 

channel vector   ,               -
 ,   

  is AWGN in frequency domain and 

 〈   〉
  is the (   )   spectral component of PHN spectral component vector,     , 

with modulo    indexing. Further note that with modulo    indexing, the lower order 

spectral components of PHN are given by                      etc. For convenience 

of the later analysis it is preferable to represent the signal model in matrix form as: 
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                                                                                                         (4.22) 

where 

    ,  
    

        
 - ,      ,  

    
        

 - ,    ,               -
  , 

    ,  
    

        
 -    and    is a column wise circulant matrix whose first 

column is vector ,    
      

            
 - .    ,  

    
        

 - , is an 

uncorrelated white noise vector distributed as,   (  )    (     
  ) as given in 

Equation (4.12). 

 

4.5 Conclusion 

OFDM, as a low complex modulation technique, became the potential contender for 

MC transmission to combat the frequency selectivity of the channel. The 

synchronization unit (including the time and frequency synchronization units) of 

OFDM demodulator is performing the robust digital synchronization and channel 

estimation with digital algorithms. The presence of transceiver PHN degrades the 

OFDM system performance because of the rotational effect CPE and spectral re-

growth ICI. Mathematical modeling for OFDM system, without and with PHN, is 

presented and system performance is simulated for packet transmission of OFDM 

symbols in AWGN and multipath channel.   
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5. Orthogonal Frequency Division Multiple 

Access 

OFDM has established itself as a popular transmission technique for wireless mobile 

services in frequency selective fading environment. It can be used in combination 

with various multiple access schemes, such as OFDM combined with time division 

multiple access (TDMA) (OFDM-TDMA), OFDM combined with code division 

multiple access (CDMA)(MC-CDMA) and OFDMA [16]. 

In case of OFDM-TDMA, multiple users are handled by allocating the users with 

different time slots where multiple of symbols are separated in time but not in 

frequency grid. As shown in Figure 5.1 all the subcarriers are used by the one of the 

users for a finite number of OFDM symbol duration [13]. 

 

   

Figure 5.1 OFDM-TDMA Time-Frequency-Power Grids [13]. 

 

Combination of OFDM and CDMA known as MC- CDMA, handles the multiple 

users with different spreading codes. In this case the multiple signals of many users 
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do overlap in both time and frequency domain but can be separated with applying the 

right spreading code at the receiver side [83]. 

In OFDMA system, both the time and frequency resources are used to separate the 

multiple users. As OFDMA is typically used with burst transmission and a burst 

consists of many OFDM symbols. In an OFDM symbol there are many subcarriers. 

So, a subcarrier in frequency domain and symbol duration in time domain is the finest 

unit. The combination of a time unit and a frequency unit, i.e. a symbol period and a 

subcarrier is the finest slot which or group of which is allocated to one of the multiple 

users. Figure 5.2, is showing the time frequency and power grid of OFDMA [13, 15].   

 

 

Figure 5.2 OFDMA Time-Frequency-Power Grids [13]. 

 

Practically, in frequency domain the allocation is not done at the level of subcarriers 

but on the group of subcarriers. This subcarriers‟ allocation is known as sub 

channelization and is discussed in the later section. 
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5.1 Principle of OFDMA 

To explain the basic principle of OFDMA transceiver we are considering here that 

one user is using one subcarrier in the given time slot, i.e. number of users ( ) =  . 

With this the simplest OFDMA uplink scheme is illustrated in Figure 5.3. At the 

transmitter side (mobile terminal) each user is having individual transmitters. At the 

receiver side (base station) the received signal is the sum of   users‟ signal which acts 

as an OFDM signal. Because of this in OFDMA receiver, a single MC-demodulator 

(OFDM demodulator) is required than   demodulators as in case of conventional 

frequency division multiple access (FDMA) system. At the transmitter side a single 

transmitter consists of symbol generator and OFDMA modulator. The symbol is 

generated with applicable channel coding and mapping. These symbols are then 

OFDMA modulated with sub channelization and SC modulator (in case of    ) or 

OFDM modulator in case a single user is using group of the sub carriers.  

 

 

Figure 5.3 OFDMA Uplink. 
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An exact clock and carrier synchronization is must for an OFDMA system to 

ensure orthogonality between the    modulated signals from different mobile 

terminals. This is achieved by transmitting synchronization signals from the receiver 

to all mobile terminals instantly.  Each terminal OFDM modulator drives the carrier 

frequency and clock signal from these downlink signals. In case of coherent detection, 

simple carrier and clock recovery circuits are sufficient in the demodulator to extract 

this information from the received signal as the clock and carrier frequencies are 

available at the base station. This factor simplifies the OFDMA demodulator. 

 

5.2 Sub Channelization in OFDMA 

In frequency domain the allocation is not done at the level of subcarriers but on the 

group of subcarriers known as sub channel. The sub channel is a group of subcarriers 

in same burst but might be in different time slots. This grouping of subcarriers can be 

done in two different ways:  Contiguous mapping and Interleave mapping [13, 15-16].  

In contiguous mapping a sub channel is group of adjacent subcarriers. Here the 

number of subcarriers in a sub channel is predefined. In figure 5.4, the time frequency 

grid of an OFDMA burst containing 4 symbols and 10 subcarriers is shown.  One sub 

channel is group of 2 subcarriers. The contiguous mapping can be further divided in 

two categories depending on that how these sub channels are allocated to the different 

users within a time slot. If a user within a time slot is allocated with all the sub 

channels consecutively than it is called Consecutive contiguous mapping and if not 

consecutive sub channels than it is Block wise contiguous mapping. In Figure 5.4 the 

given burst is divided in 20 sub channels contiguously, where user 1and 2 are using 5-

5 sub channels and user 3 and 4 are using 6 and 4 sub channels respectively. Figure 

5.4 (a) is showing the above resource allocation in consecutive contiguous mapping 

where the Figure 5.4 (b) is using the Block wise contiguous mapping. Contiguous 

mapping is also known as Localized mapping. In contiguous mapping the channel 

frequency response is expected to be correlated very strongly within sub channel and 

this unit will have the same channel feedback for the adaptive modulation and coding 

and thus reducing the overhead. At the same time it will be very sensitive for the 

highly frequency selective fading environment. The block wise contiguous mapping 
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can overcome the problem of frequency selective fading sensitivity with the 

advantage of lesser overhead [88]. 

 

 

 

(a) 

 

(b) 

Figure 5.4 Contiguous Mapping (a) Consecutive (b) Block wise. 
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In interleave mapping a sub channel is group of distributed subcarriers across all the 

number of subcarriers in frequency domain. Here the number of subcarriers in a sub 

channel can be different depending on the resource requirement of different users. In 

Figure 5.5, the time frequency grid of an OFDMA burst containing 4 symbols and 10 

subcarriers is shown. In Figure 5.5 the given burst is divided in 4 sub channels, where 

sub channel 1and 2 are using 12-12 sub carriers and sub channel 3 and 4 are using 6 

and 10 sub carriers respectively. The interleave mapping is also known as Distributed 

mapping and is much more robust to frequency selective fading, while fully 

exploiting the channel‟s frequency diversity but highly sensitive for frequency 

synchronization [88].  

 

 

Figure 5.5 Interleave Mapping. 

 

In context of the orthogonality, like OFDM in OFDMA also this can be described 

with its power density spectrum shown in Figure 5.6 and Figure 5.7 for contiguous 

and interleave mapping respectively.  We can observe from Figure 5.6 and Figure 5.7 

that each sub carrier peak is coinciding with nulls of all others which validate the  
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Figure 5.6 Spectrum of an OFDMA Symbol with Consecutive Contiguous Mapping. 

 

 

Figure 5.7 Spectrum of an OFDMA Symbol with Interleave Mapping. 
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Orthogonality in between the sub carriers of OFDMA signal. Peaks are located at the 

center frequency with the gap of sub carrier spacing    
 

   
. In Figure 5.6 and 5.7, 

the resource of 14 orthogonal subcarriers is divided in 3 different users with different 

resource requirements. User 1 and 2 are using 4-4 subcarriers whereas the user 3 

requires 6 subcarriers within a time slot. 

Figure 5.6 is the example of consecutive contiguous mapping in which one sub 

channel is group of two contiguous subcarriers and user 1 and 2 are allocated with 2-2 

sub channels and user 3 with 3 sub channels consecutively. In Figure 5.7 interleave 

mapping is done to allocate the same resource, where all the subcarriers of all the 

three users are distributed across the frequency grid.  

 

5.3 DFT Spread OFDMA 

As discussed in chapter 4, an OFDM signal suffers from a high PAPR because of 

superposition of    narrowband signals in time domain. At the transmitter side where 

HPAs are used, this necessitates the linear and with large back off operation of HPAs 

to avoid inter as well harmonics modulation. Moreover in the uplink where 

transmitter is a small mobile terminal this calls for major problem because of shorter 

battery life and higher power consumption with more expensive unit. 

This calls for an alternative for the uplink OFDMA scheme which is single carrier 

frequency division multiple access (SC-FDMA), also known as DFT-spread OFDMA 

[89]. It is very similar to traditional OFDMA with the only difference that the 

resulting signal applied to the transmitter is behaving like a single carrier and 

consequently is with lower PAPR.  

In Figure 5.8 the block diagram of OFDMA and SC-FDMA is compared where in 

case of SC-FDMA, the block of serial input time symbols after the applicable channel 

coding and constellation mapping, from     user is converted to parallel and an    -

point DFT is applied before transmitting it to the OFDMA modulator.     is the 

number of subcarriers which are used by the     user. In this way all time symbols are 

spread over all allocated sub-carriers and become a frequency domain symbol. The 

subcarrier mapping can be both contiguous and interleaved after which  -point IDFT 

is applied. This will produce a new parallel time domain symbol which is converted to  
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Figure 5.8 SC-FDMA Transceiver. 

 

 

Figure 5.9 Resource Allocations in OFDMA and SC-FDMA [15]. 
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serial and then to analogue signal.  At the receiver side   - point IDFT is applied in 

extra than OFDMA demodulation to create the original symbols. 

The resulting signal in case of SC-FDMA is a single carrier signal for a user [89], as 

shown in Figure 5.9. Either contiguous or interleave sub channelization is applied; in 

both the cases the reduction in PAPR holds [90]. Reducing the PAPR being the upside 

also causes the performance degradation in fading channel. As in case of DFT 

spreading PAPR is moved to frequency domain, this leads to high out-of-band 

emission for the instant [91]. 

 

5.4 Frequency Hopping OFDMA 

Both the block wise contiguous and Interleave mapping can be combined with 

frequency hopping such that the sub channels assigned to a user and subcarriers 

assigned to a sub channel respectively, are not in the same order for all the time slots 

in a burst [92].  

The hopping pattern is decided by the base station and may be periodic and non-

periodic at the same time uniformly and non- uniformly distributed over the signal 

bandwidth. With this a method for re-scheduling resources in the time domain must 

also be employed. This opens the way for adaptive sub channelization schemes. 

Figure 5.4 (b) and 5.5 are the examples of non- uniformly distributed frequency 

hopped block wise contiguous and interleave OFDMA respectively.   

Frequency hopping OFDMA approaches the basic principle of MC-CDMA [93]. In 

MC-CDMA spreading of the signal bandwidth is done using direct sequence 

spreading with processing gain   . In OFDMA, frequency assignments can be further 

specified with radio resource management resulting to a better BER performance than 

MC-CDMA in a cellular environment even at the boundaries of cells where the 

maximum interference is experienced [94-95]. This improvement over MC-CDMA 

increases with resource load because the whole diversity use of MC-CDMA causes 

higher MUI at higher resource load. Even for a fully loaded system the OFDMA 

without any radio resource management outperforms the MC-CDMA.  
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5.5 Diversity in OFDMA 

Besides all the advantages of OFDM, i.e. one tap easy frequency domain equalization, 

resilient against the ICI, abandoning the requirement of steep and precise band pass 

filters, optimum spectrum utilization, efficient digital signal processing, suitability for 

MIMO principle, dynamically adjusting the bandwidth,  adaptive channel coding and 

modulation, adaptive spreading and bandwidth scalability, OFDMA possess the 

advantage of multi user diversity and interference diversity with higher gains as the 

signaling in case of OFDMA is managed over sub channel level whereas in the other 

multiple access schemes such as MC-CDMA this is done over sub carrier level.  

 

 

Figure 5.10 Interference Diversity in OFDMA. 

 

Typically in the multi cellular environment the deployment of any multiple accesses 

scheme faces the challenge of tight frequency reuse. At the sub channelization stage 

the OFDMA accepts this challenge by exploiting interference diversity and 

approaches to the frequency reuse factor of 1 in fully loaded system with different 
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mapping (interleave only) of subcarriers to sub channel in different but adjacent cells 

without co channel interference. As shown in figure 5.10, the intended user of the 

intended cell is using a group of sub carriers with sub channel 1. The sub carriers of 

this sub channel are assigned to different users in the adjacent cells. As the co channel 

interfering users in the adjacent cells are on different location the incoming 

interference will be diversified.  

 

 

Figure 5.11 Multi User Diversity in OFDMA. 

In case of OFDMA the scheduling of the resources can be done by exploring both the 

frequency and time domain responses of the channel. As the frequency responses of 

the channel will be different on the same frequencies for the different users (Figure 

5.11), the good and bad bands of the corresponding users will be different. The sub 

channelization allocated as per these bands can lead to have higher bit rates for the 

corresponding user without fading effects while using the multi user diversity. 

Contiguous sub channelization supports the use of multi user diversity in OFDMA as 

the channel frequency response is highly correlated in contiguous sub carriers and the 

allocation of good and bad bands is easy. 
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5.6 Comparison of Sub Channelization Schemes 

With many of the advantages provided by the different sub channelization schemes in 

the OFDMA, we can compare these schemes for different concepts. 

 

Concept Contiguous Mapping Interleave Mapping 

Frequency Reuse Cannot approach to unit 

frequency reuse 

Unit Frequency reuse is possible 

Multi user diversity Uses multi user diversity in 

frequency domain 

Cannot use multi user diversity 

Interference Diversity Cannot use frequency diversity 

on averaging 

Uses frequency diversity on 

averaging 

Channel State Information Required Not required 

Scheduling Complex schedulers are needed 

at the base station 

No complex scheduling 

Terminal Mobility Fixed deployment Both fixed and mobile 

deployment 

Gain Loading gain Diversity Gain 

Compatibility Suitable to combine with beam 

forming 

Suitable to combine with 

MIMO 

Table 5.1 Comparison of Sub Channelization Schemes. 

 

5.7 Phase Noise Impaired OFDMA System Modeling 

Like all other challenges of OFDM, i.e., time and frequency synchronization, high 

PAPR, CFO and IQ imbalance, OFDMA also faces the challenge of transceiver RF 

impairment because of time varying PHN. In OFDMA, CPE and in-band ICI is not 

the only source of interference that should be considered. The multiplexing of several 

users in an OFDMA scenario introduces out-of-band interference from one user on 

another in the OFDMA symbol. This MUI is induced by the spectral spread of the 

energy of each user‟s subcarriers on the top of other users‟ subcarriers. The spread is 

more severe in case of uplink, when there are unequal power levels as well unequal 
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transmitter 2(PHN 3-dB BW) for different users due to different path loss effects and 

different oscillator non idealities respectively, in an uplink scenario.  Additionally, in 

the case of transmitter PHN, ICI results not only from the higher order components of 

PHN but also because of the loss of the cyclic nature and so the orthogonality is 

destroyed of the transmitted signal as the transmitter PHN affects the samples of the 

CP differently than the corresponding samples in the actual OFDMA signal part. 

Further, the transmitter PHN impairing the CP also tend to produce ICI and hence not 

only     but        samples of PHN realization should be considered for 

PHN mitigation. 

In regards of PHN impaired OFDMA modeling, we consider the uplink of an 

OFDMA with                users and   represents the index set of use full 

subcarriers with size  , means that among   subcarriers, the     user is assigned to a 

subset of    subcarriers with index set:        
    

    
     

  , either contiguous 

or interleaved where      denotes the     user. If      is the     frequency domain 

symbols sent by the     user, then     entry of it, say   
    is nonzero if        . 

Thereupon discrete time baseband signal of the     user using IFFT can be 

represented as: 

    
    

 

 
∑   

   
      

    
  

              .                                                   (5.1) 

As there is no ISI in between the windows of    samples, and that the whole 

processing can be done in a symbol to symbol manner, we drop the OFDMA symbol 

index   hereafter. After this the signal is transformed back to the serial form and is 

up converted to RF with noisy transmitter oscillator and finally is sent over the 

channel. Let the discrete time composite channel impulse response with order    

between the     user and the uplink receiver be denoted by       and the channel 

frequency response on the     subcarrier of     user‟s channel be denoted by    
  , 

then we have: 

   
  ∑       

           
  

  .                                                                                     (5.2)  

Denoting the discrete time transmitter PHN process, receiver PHN process and 

AWGN impairing to the     user by       
 ,        

  and    respectively, the received 

OFDMA symbol after down conversion and CP removal can be written as:  
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   ∑       
        

 
         

          
 

    .                                                      (5.3) 

After taking the FFT, the frequency domain received symbol on the     subcarrier is: 

     
   

   
   ∑ ∑     

   
   

 
     
   

 
                                                              (5.4) 

As   is a circulant matrix we can effectively map the transmitter PHN as receiver 

PHN, and by writing        
         

    
 , we have   

  
 

 
∑     

 
   

    

    
     and    

is the AWGN noise in frequency domain.  

From Equation (5.4), we find the effect of phase noise in OFDMA to be different 

from that of single user OFDM. First of it the CPE term (  
 ) varies according to the 

index  , means that each user suffers from different CPE and they need to be consider 

separately for each user to estimate and mitigate.  

Secondly, the summative term, called ICI, includes the user‟s „in-band‟ ICI (Self 

Interference (SI)) and ICI caused by MUI. While including the frequency domain 

dummy symbols transmitted by each active user in Equation (5.4) a unified frequency 

domain signal model can be given by: 

  = ∑ ∑     
   

   
    

   
 
        .                                                                           (5.5)  

Splitting the summative (ICI) term is important for our analysis purpose , as MUI 

takes in to account the significance of the power level of users as well the transmitter 

2(PHN 3-dB BW) as these two will be significantly different for different users 

precisely in case of OFDMA uplink. So the signal for     user, on his     subcarrier 

is given as: 

     
   

   
  ∑     

   
   

 
     
   

  ∑ ∑     
   

   
 

     
   

 
   
   

   .                      (5.6) 

First to characterize the Phase Noise strength in OFDMA transmission, we adopt a 

parameter widely used in literature which is the relative PHN Bandwidth,      

             

                      
  . Having the desired advantages of OFDM transmission over 

single carrier transmission with „slow‟ PHN model, restricts to have low of this ratio 

which makes the assumption of complex Gaussian distribution of the ICI false, even 

with higher number of subcarriers.  Secondly a higher                of the 

PHN process and the higher value of power level can also lead to more energy in the 
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MUI factor of ICI terms. Considering these two facts and the OFDMA uplink 

scenario, not all the     users will produce the MUI for     user but only those 

who will satisfy the following  inequality will be the disruptive users for    user: 

∑   |  
 |        

   ∑  *|  
 
|
 
+   

                             .                           (5.7) 

Here we define a subset of users for the     user   ,         with size   . Since the 

PSD of phase noise tapers off rapidly beyond the loop bandwidth, most of the energy 

in a phase noise sequence is contained in the frequency components corresponding to 

the first few orders. Hence, the largest contribution to interference on a particular sub-

carrier is likely to come from users occupying adjacent sub-carriers. As a result, 

disruptive users who are occupying sub-carriers adjacent to the      user are likely to 

be most disruptive users. Keeping this valid, the Equation (5.6) can be rewritten while 

using Equation (5.7) as: 

     
   

   
  ∑     

   
   

 
     
   

 ∑ ∑     
   

   
 

     
   

                              (5.8) 

where the second term is SI and third term is MUI. From Equation (5.7) and (5.8) the 

SINR of      subcarrier is given by (using modulo     indexing): 
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With reasonable assumptions that,   
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  , and   
  are mutually independent and 

stationary, and that           
   are mutually independent random variables with 

zero mean and variance    
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By using derivation of PHN variance from [43],       is given in Equation (5.11) as 

its final form to analyze.  

      ∑   
                                                                                                        (5.11) 

where: 
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This is the closed form solution to efficiently compute the effect of ICI (SI and MUI) 

on OFDMA signal in either contiguous or interleaved multiuser configuration. 

 

5.8 Analysis of Signal to Interference + Noise Ratio 

In presence of PHN, Equation (5.11) indicates that SINR is a function of various 

system parameters like,                               ⁄      
  

  
  and their 

corresponding ratios. The system performance in terms of SINR is analyzed in this 

section and depicted in Figures 5.12-5.16, for AWGN channel. 

OFDM system performance with imperfect oscillator is strongly dependent on 2(PHN 

3-dB BW):    and so for OFDMA system too. As shown in Figure 5.12, the larger   

is the worse the SINR is. But unlike OFDM, in case of OFDMA, the shown range of 

  can be bifurcated in three areas: No PHN/ CPE area, ICI/ non Gaussian distribution 

area, and ICI overwhelm/ Gaussian distribution area. First is explained by the fact that 

as number of subcarriers is increased, PHN impact gets worsen due to the shorter 

subcarrier spacing, hence more sensitive to PHN. Singularity of the following area 

says  that as PHN increases, ICI gets dominance over CPE and non-Gaussian 

distribution of ICI terms make the negligence of correlation between these terms false 

and heavier tails of the limit distribution makes the degradation independent to the 

number of subcarriers [33-35]. In Gaussian distribution area where power of DC value 

spills more into other spectral components, ICI overwhelms. With higher  , 

degradation is higher, since with higher value of   Gaussianity is reached faster 

because as the number of summands increases, the sum becomes a Gaussian random 

variable.  
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Figure 5.12 Effect of    on SINR Performance for Different No. of Subcarriers ( ), with SNR=20dB 

and   =20 MHz. 

 

 

Figure 5.13 Effect of      on SINR Performance for Different SNR Levels. 
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It can be observed from Figure 5.13 that for higher transmission data rate     , 

when   is very small in comparison to the subcarrier spacing (  ), i.e., Relative PHN 

3-dB BW ((   ) is of the order of 10
-4 

or less, PHN becomes negligible, and it is 

equivalent to the no PHN/ CPE case. When     is between 10
-4

 and 10
-2

, non-

Gaussian ICI can be mitigated with application of effective ICI correction schemes. 

Now we compare the intended range of     (10
-4

 to 10
-2

) with its peer range in 

OFDM system [31], i.e., 10
-5

 to 10
-2

 and find that in case of OFDMA the range gets 

restricted, as „out- of-band‟ effect is also included with „in-band‟ effect of OFDM 

case. The overwhelmed ICI area makes the degradation a logarithmically linear 

function of     which is not the practical range as „small‟ PHN approximation does 

not hold anymore. With Figure 5.13 we can also observe that higher SNR leads to 

better performance in the presence of PHN but at the same time systems with high 

SNR are more sensitive to PHN.  

 

 

Figure 5.14 Effect of       on SINR Performance for Different SNR Levels, with  =256. 
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   , regardless of the SNR value. This can be proved by letting     approach zero 

in Equation (5.11), which gives: 

    
 

 

 
  

 
   

          
.                                                                                       (5.12) 

As      always, this limit can be approximated to  
 

   
   , which says that, for large 

PHN (thus, low    ), a high SNR does not improve the performance. Therefore, a 

well designed system must have a reasonable     ratio in order to achieve adequate 

performance. Further, Equation (5.11) shows that SINR becomes SNR when      

approaches to infinity: 

     
 

 

 
  

    .                                                                                                (5.13) 

This can be proved directly from Equation (5.11) that when      goes to infinity, the 

system is equivalent to a normal one without PHN. 

 

 

Figure 5.15 SINR Degradation as a Function of SNR with Different     Settings. 
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overwhelms the desired signal. We also observe that, when           , though 

system loss does not exceed the value of the SNR, it is considerably high, e.g., the 

SINR degrades with 7.58 dB for         , when the SNR equals 20 dB. This 

happens, as high PHN levels are catastrophic here. In particular if,          

    , all PHN correction schemes which are based on CPE estimation, does not 

improve or even makes the performance worse with these high PHN levels and we 

need to go beyond the standard approach to compensate the CPE, and that is to have 

effective ICI suppression schemes. 

 

 

Figure 5.16 Comparison of SINR Degradation as a Function of SNR for          . 
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In addition, to design the system parameters, we take the standard based on the IEEE 

802.11a like system, where the frequency band is 5 GHz and transmission bandwidth 

is 20 MHz with 64 subcarriers. All users are working with same power, noise and 

PHN levels and channel is AWGN. With the SNR ranging between 0–30 dB, if we 

require that the SINR degradation cannot be larger than 2 dB, especially for high SNR 

levels, we obtain             , in terms of Equation (5.11). In other words, the 

PHN Bandwidth must be less than 378 Hz. 

 

5.9 Characterization of Multi User Interference 

In this section all the formulation results are verified with respective simulation 

results in Figures 5.17 to 5.21, where each simulation point is conducted using 10,000 

OFDMA symbols in MATLAB. Simulation model is based on IEEE 802.11a like 

system with parameters given in Table 5.2.  

 

    20 MHz 

   5GHz 

  64 

Active sub-carriers 52 

Users 4 (With Equal Resource) 

FFT Size 64 

    16 Samples 

Mapping 16-QAM 

        Table 5.2 OFDMA Modeling Parameters. 

 

The DC carrier as well the carriers at the spectral edges are not modulated and are 

virtual carriers. OFDMA Symbols are generated using 16-QAM and 64-point IFFT, 

and then prepended by CP of length 16 samples.  

Finally transmitter PHN is modeled before transmitting over the AWGN channel. The 

combined received signal from all four users is then OFDMA demodulated with 64-
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point FFT after receiver PHN modeling followed by CP removal. Each user is 

following the above described operation separately so that power and 2(PHN 3-dB 

BW) can differ specifically, if applicable. 

In Figure 5.17,  SINR of four OFDMA users with contiguous subcarrier mapping is 

depicted  corresponding to their subcarrier index where user-2 have 5dB more power 

than the other users and all users as well receiver 2 (PHN 3-dB BW) is 200 Hz.  

 

 

Figure 5.17 Subcarrier wise Effect of MUI on SINR Performance for Contiguous Mapping with Power 

Difference while 2(PHN 3-dB BW)=200Hz. 

 

From the Figure 5.17, it can be observed that adjacent subcarriers to user-2 are 

experiencing very heavy SINR degradation because of „out-of-band‟ (MUI) effect 

whereas the „in-band‟ (SI) effect is relaxed because of high subcarriers‟ power. 

 

-26 -13 -101 13 26
6

8

10

12

14

16

18

20

Subcarrier index

S
IN

R
 d

B

Contiguous subchannelization with Power Difference

 

 
Formulation

Simulation



Chapter 5. Orthogonal Frequency Division Multiple Access 
 

74 
 

 

Figure 5.18 Subcarrier wise Effect of MUI on SINR performance for Contiguous Mapping with 2 

(PHN 3-dB BW) Difference while SNR=20dB. 

 

As shown in Figure 5.18, when user-2 have 400 Hz, 2(PHN 3-dB BW), but all the 

other users as well receiver have 200 Hz of 2(PHN 3-dB BW), again the adjacent 

subcarriers are facing severe „out-of-band (MUI)‟ effect but this time the „in-band‟ 

effect is stronger as high PHN of user-2 is resulting higher SI than the other users with 

lesser PHN. By comparing the results of Figure 5.17 and Figure 5.18, it can be also 

observed that severity of MUI is more serious in case of power difference. 

In Figure 5.19, SINR of four OFDMA users with interleaved subcarrier mapping is 

depicted corresponding to their subcarrier index where user-2 have 400 Hz, 2(PHN 3-

dB BW), but all the other users as well receiver have 200 Hz of 2(PHN 3 dB BW). 

Subcarriers of user-2 are marked with vertical dashed lines. In this case the average 

MUI to the adjacent users is around to contiguous mapping but the instantaneous 

effect is moderate as in case of interleaved mapping MUI impact is also distributed.   
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Figure 5.19 Subcarrier wise Effect of MUI on SINR Performance for Interleave Mapping with 2 (PHN 

3-dB BW) Difference while SNR=20dB. 

 

 

Figure 5.20 Effect of SI and MUI on Average SINR Performance for Contiguous Mapping with Power 

Difference while 2(PHN 3-dB BW) =200Hz. 
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In Figure 5.20 average SINR for four users and average SINR of user-2 is simulated 

for contiguous mapping, where user 2‟s subcarriers have 5dB to 20 dB more power 

than the other users‟subcarriers and all users as well receiver 2(PHN 3-dB BW) is 200 

Hz.  

As user-2 gets power hike on the subcarriers, „in-band (SI)‟ effect is limited, but 

power increment   does  not  limit    PHN  effect  when    it reaches to high SNR 

region, as systems with high SNR are more sensitive to PHN. At the same time, since 

user-2 is producing more and more MUI, average SINR of all the users get degraded 

and this degradation is higher for higher SNR regions because of above stated reason. 

 

 

Figure 5.21 Comparison of Average SINR performance for Contiguous and Interleave Mapping with 

2(PHN 3-dB BW) Difference while SNR=20dB. 

 

Figure 5.21 shows the comparison of average SINR performance in case of 

Contiguous and Interleave mapping for  four users, where all users as well receiver 

have 200 Hz of  2(PHN 3 dB BW) excluding  user -2, who has variation of 2 (PHN 3-

dB BW) from 200 to 800Hz, while all users‟ SNR is 20 dB. 
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At 200 Hz the values of SINR coincides but as it is increased, Interleave mapping 

clearly shows the  lower SINR performance than Contiguous mapping as in case of 

interleave mapping MUI is evenly distributed around the  OFDMA symbol. As we 

increase the 2(PHN 3-dB BW) difference, degradation in SINR performance shows 

that with high PHN level, MUI is catastrophic. 

 

5.10 Conclusion 

Being effective in mitigating the hostile channel selectivity with adaptive sub 

channelization and resource allocation, the OFDMA technique has gained much more 

interest in recent years. With transceiver PHN in OFDMA, CPE and in-band ICI are 

not the only sources of interference like OFDM but the multiplexing of several users 

introduces out-of-band interference from one user on another known as MUI. A 

unified PHN corrupted OFDMA uplink signal model, which can characterize any 

subcarrier assignment (Contiguous and Interleave) scheme, is derived where each 

OFDMA user suffers from the transmitter PHN and receiver PHN as well. A closed 

form expression for the SINR is derived without the restriction of complex Gaussian 

distributed ICI and MUI. The derived expression is analyzed as a function of different 

critical system parameters. This contribution is published in [P4].  Further the SINR is 

characterized in terms of SI and MUI for in-band and out-of-band effects of 

transceiver PHN. The analytical results are verified with the simulation results for 

arbitrary subcarrier mapping with different powers and PHN levels for different users 

in AWGN channel. This contribution is published in [P3].   
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6. Estimation of Channel Transfer Function 

and Phase Noise in OFDM 

OFDM, operating at high data rates and high spectral efficiency for a wireless 

multimedia service needs to estimate and track a time varying channel for a reliable 

estimation of channel and transmitted symbols. Although the use of non coherent 

detection of differential phase shift keying (DPSK) does not necessitate the tracking, 

however, it limits the arbitrary choice of signal constellation and number of bit per 

symbol, as compared to coherent phase shift keying (PSK) and its logical extension 

QAM.  

In general, the channel estimation methods can be divided into two categories, blind 

channel estimation and pilot-based channel estimation. In blind channel estimation the 

correlation between the information transmitted and received is the criteria to estimate 

the channel, without knowing the information of the transmitted data. The pilot- based 

channel estimation methods are using pilots, which are the reference signals to be 

used at either transmitter or receiver side. These reference signals are carrying the 

information, known to both transmitter and receiver [96-97].  

In case of pilot-based estimation methods, the spectral efficiency of the transmitted 

symbol gets lower as the pilot symbols are occupying the bandwidth without carrying 

the information. The power requirements get also rise or the power utilisation gets 

lower. Even with these two drawbacks the pilot-based channel estimations are more 

suitable for multipath fading channel. This is because even with higher spectral and 

power efficiencies, blind channel estimation needs many of the data’s to analyse with 

complex analysis.  

A quick response to the channel variation can be estimated with pilot-based channel 

estimation whereas the blind channel estimation is only suitable for very slow varying 

channel [98]. Thus the pilot based channel estimation with maintaining a good trade 

off between spectral efficiency & power utilization and channel tracking performance, 

is always preferred method in case of wireless channel estimation and with the same 

we are proceeding towards pilot-based channel estimation only.  
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6.1 Channel Estimation in Multipath Fading 

As the multipath fading channel of OFDM system is viewed as a two dimensional 

(2D) signal in time and frequency domain, the channel estimator in terms of giving 

the minimum mean-square error should also be based on both the time and frequency 

dimension. Figure 6.1 is showing one such type of arrangement of pilots in 

transmitted OFDM frame, located along both the time and frequency grid for 2D 

channel estimation. The 2D channel estimation is completed in two steps: first the 

initial estimate of the channel at pilot symbols’ positions are obtained by dividing the 

received pilot symbol by the originally transmitted pilot symbol. In the second step, 

two dimensional interpolations or filtering is performed to have the final estimates of 

the complete channel belonging to the intended OFDM frame. 2D Wiener filter 

interpolation with orthogonality principle is the optimal filter to give the minimum 

mean square error in the estimation. Unfortunately, such a 2D estimator structure and 

interpolation/filtering is too complex for practical implementation. 

 

 

Figure 6.1 Pilot Symbol Grids for Two-Dimensional Channel Estimation. 
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The one-dimensional (1D) channel estimations are optimal in OFDM systems while 

maintaining the trade-off between computational complexity and performance 

accuracy.  Pilot-based 1D channel estimation methods mainly face two challenges to 

design the channel estimator.  The first challenge is to arrange the pilot information 

within the transmitted symbols with optimum use of bandwidth.  The second 

challenge is the designing of estimator which tracks the channel with minimum error 

and has low computational complexity. 

The design of a pilot pattern determines where to put the pilot and how closely. A 

suitable way of inserting these is based on frame structure and speed of the mobile 

terminal with occupying the minimum bandwidth [99]. As the multipath fading 

channel is viewed as 2D, the 2D sampling rate should be decided according to the 

Nyquist sampling theorem to avoid the distortion. As per the Nyquist theorem the 

span of time domain (  ) and frequency domain (  ) in between the pilots along time 

and frequency grid is given by: 

                 and                                                                                (6.1)              

where    is maximum Doppler frequency. But for practical implementation the 

oversampling is used with: 

                 and                                                                                (6.2)                                     

The two basic 1D pilot-based channel estimations are block-type pilot channel 

estimation and comb-type pilot channel estimation, in which the pilots are inserted in 

the frequency direction and in the time direction, respectively as shown in Figure 6.2. 

In case of block type channel estimation, for a specific period in time, pilots are 

inserted in to all the subcarriers of OFDM (Figure 6.2 (a)). So the whole OFDM 

symbol is reference symbol and also known as training symbol. The next training 

symbol is inserted with the gap of at least    OFDM symbols. In case of comb type 

channel estimation, for a specific frequency span in frequency grid, pilots are inserted 

in to all the OFDM symbols (Figure 6.2 (b)). So a particular sub carrier is pilot in 

each OFDM symbol. The gap between two such pilot subcarriers will be at least    

OFDM subcarriers. 
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(a) 

 

(b) 

Figure 6.2 Pilot Symbol Grids for (a) Block Type Pilot (b) Comb Type Pilot Channel Estimation. 
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As the training symbol is covering all the subcarriers, block type pilot channel 

estimation is more effective for frequency selective fading environment [100] but at 

the same time very sensitive for the fast fading of the channel. Thus the block type 

pilot channel estimation is implemented with the assumption of slow fading channel. 

In case of comb type pilot channel estimation the interpolation is done to estimate the 

conditions of all the data sub carriers. The comb type pilot channel estimation satisfies 

the need for equalization when the channel changes even from one OFDM block to 

the next one [101].  

 

6.1.1 Block Type Pilot Channel Estimation 

In case of block type pilot channel estimation the task is to estimate the   or   given 

that the     and     are known in Equation (4.11) and (4.13) respectively. The 

estimation can be based on LS or MMSE depending upon without or with use of 

certain channel statistical knowledge respectively. 

For the LS estimation of the channel no noise and no ICI is considered. This 

technique minimizes the                    and the LS estimate is given 

as: 

 ̂  =                                                                                                              (6.3) 

or 

 ̂  =        
  

 

  
   

  
 

  
    

    
 

    
    .                                                                       (6.4) 

The LS estimators are very low computationally complex but suffers with very high 

MSE. 

To minimize the MSE, the MMSE estimator employs the second-order statistics of 

the channel conditions and minimise the       ̂     ̂    . The MMSE estimate 

of the channel is given by: 

 ̂     =       
                                                                                                 (6.5) 

where      is cross covariance matrix of          and     is auto covariance matrix 

of   . These can be calculated with: 

        
  

                                                                                                        (6.6) 
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and 

          
       

                                                                                      (6.7) 

where     is auto covariance matrix of the channel ( ). So if     and    
  are known 

at the receiver side the MMSE estimate can be calculated as: 

 ̂                 
                                                                      (6.8) 

The performance of MMSE estimator could gain 10-15 dB more of performance than 

LS estimator, precisely in lower SNR regions [97]. However, because of the matrix 

inversions, the computation complexity increases with the number of subcarriers of 

OFDM system. To reduce the computational complexity many modified variants of 

this technique are available in the literature including linear MMSE (LMMSE), 

optimal low rank MMSE (OLR-MMSE) and singular value decomposition MMSE 

(SVD MMSE) [98-99]. Further note that MSE is not minimum if channel is not 

Gaussian. 

In block type pilot channel estimation, the estimation is performed once in a block but 

to further improve the estimate a decision feedback equalizer can be additionally 

used with each subcarrier after the initial estimation, done with the training symbol. If 

 ̂ is the channel estimate (LS or MMSE): 

  ̂  { ̂ }                                                                                               (6.9) 

for the training symbol, than for the next symbol in the OFDM block   
    is 

calculated as: 

 ̂ 
      

    ̂ ⁄              .                                                                 (6.10) 

The   ̂ 
                 is mapped to the binary data through the 

demodulation according to the signal de-mapper and then obtained back through 

signal mapper as   ̌ 
                  . The estimated channel  ̂  is updated 

to:  

 ̂    
    ̌ 

   ⁄             .                                                                  (6.11) 

At each next OFDM symbol this updating is performed till next training symbol. As 

here we are assuming that the decision at each level is correct the fast fading channel 

can destroy the estimation accuracy very badly. The estimation technique for such fast 

fading channels is comb type pilot channel estimation.  
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6.1.2 Comb Type Pilot Channel Estimation 

In comb type pilot channel estimation    pilot subcarriers are inserted uniformly in to 

the OFDM symbol with       ⁄  subcarriers apart from each other. As the 

receiver side knows the location of the pilot’s subcarrier as well the pilot data, the LS 

estimate of the channel on the pilot subcarrier can be given as: 

 ̂ 
  

    
  

    
               .                                                                             (6.12) 

After estimating the   ̂ 
              , interpolation in frequency domain is 

used to get the channel estimation  ̂  { ̂ }             . Many of the 

interpolation methods are described in the literature with different complexity and 

accuracy including piecewise constant interpolation, linear interpolation, second order 

interpolation, cubic spline interpolation, low-pass interpolation and time domain 

interpolation [98-99]. Some other methods can be ML estimator [98] and parametric 

channel modelling-based (PCMB) estimator [98]. 

 

6.2 Statistically Optimal Channel Estimation 

To take a statistically optimal decision we need four elements. First we need a set of 

hypothesis that describes the possible true state of decision. Then a test through which 

the data are obtained. The truth is inferred from this data according to the decision 

rule for which a criterion of optimality is required.  

In context of communication system the possible hypothesis is a finite set of signals, 

like in case of M-ary signaling there are M hypotheses available to describe the 

possible true states. The test to obtain the data is here the likelihood ratio test 

depending on the Bayes’ theorem. The optimality criterion which we are operating on 

is to minimize the probability of making a decision with error. The decision rule 

which is applied on the test while comparing the measurement of received signal and 

the threshold can be maximum a posterior (MAP) or maximum likelihood (ML) 

criterion [66]. 
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6.2.1 Maximum A Posteriori Criterion 

According to the Bayes’ theorem: 

  (  |  )  
  (  |  )       

       
                                                               (6.13) 

Here while examining the received sample,   , we need to find a statistical measure of 

the likelihood that     belongs to transmitted signal class    from the conditional PDF, 

  (  |  )  The         is a prior probability (before the experiment) of occurrence of 

the     transmitted signal class. After the experiment we improve over this a prior 

probability which is known as a posterior probability,   (  |  ) .         is the 

probability of the received signal over the whole space of signal class such that: 

  (  )  ∑   (  |  )       
 
                                                                                 (6.14)       

and is taken as a scaling factor only. 

For most of the wireless communication applications, the possible values of the 

received samples are continuous in range thus to understand the likelihood test we are 

taking continuous valued PDF. The threshold decision rule in this case is: 

 ̂             |          |                                           (6.15)                                             

From Equation (6.13): 

 ̂            |               |                  

                                                                                                              (6.16) 

This gives the form of decision rule in terms of likelihoods: 

 ̂         
    |   

    |   
   

        

       
                                                (6.17) 

The left hand side of    in Equation (6.17) is known as likelihood ratio and the 

Equation (6.17) is known as likelihood ratio test. As we are making the decision on 

choosing the signal class with maximum a posteriori probability the decision criterion 

is known as MAP criterion. For the Gaussian probabilities this criterion is also called 

the MMSE criterion.  
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6.2.2 Maximum Likelihood Criterion 

In communication systems, there may be non availability of a prior probability, 

        Sometimes the availability is also not trusted as per the marked accuracy. In 

such cases an assumption of equally likely of signal classes is made and in this 

scenario the decision criterion with likelihood ratio test becomes maximum likelihood 

criterion. This gives the form of decision rule in terms of likelihoods: 

 ̂         
    |   

    |   
                                                          (6.18) 

 

 6.3 Channel Estimation in OFDM System 

The conventional OFDM channel estimator, without attending the substantial effect of 

PHN as CPE and ICI, severely degrades the wireless link quality because of channel 

estimation inaccuracy and this degradation gets more pronounced in the systems, with 

high carrier frequency and dense constellations. A reliable estimation of channel and 

transmitted symbols incorporate the functionality of PHN estimation either in 

isolation or joint.  

As shown in Figure 6.3 (a), the independent function of channel estimation, PHN 

estimation and symbol estimation, in case of isolated approach, will result in poor 

channel estimate as well symbol estimates because in case of isolated estimation 

approaches, the channel and data is estimated using techniques that assume there is no 

PHN in the system. Semi joint approach of Figure 6.3 (b) probably will produce 

inaccurate symbol estimates. In the joint approach, Figure 6.3 (c), statistically optimal 

estimates are obtained by combining the PHN estimation simultaneously with both 

channel estimation and symbol estimation. 

Most of the presented methods in the literature for the channel estimation in presence 

of PHN belong to either approach of isolated or fully joint. Previous one, developed in 

the initial stage of the research could not be very popular because of non optimal 

results [30-32], whereas the later one, with statistically optimal solutions, has become 

the necessary function of the OFDM receivers [47-52, 59-60].  
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(a) 

 

(b) 

 

(c) 

 

Figure 6.3 Channel, PHN and Symbol Estimation Approach (a) Isolated (b) Semi-Joint (c) Joint. 
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6.4 Proposed Joint MAP Estimator 

To estimate the channel, full pilot symbols are used, where the symbol vector is 

known to the receiver. We refer this phase of transmission as the channel estimation 

phase.  The data transmission phase consists of regular transmission of symbols, and 

the task of the receiver is to recover symbol vector using the estimate of the channel 

obtained from the channel estimation phase.  

This is a transmission method on the assumption of a quasi-static fading channel, 

where the channel is assumed to be static for a block length of the channel estimation 

and data transmission phase (Figure 4.17).  

The PHN is present in both the channel estimation and data transmission phase. The 

known full pilot symbols are used to jointly estimate the PHN and channel as the data 

is known. In the data transmission phase also the pilots are inserted within each 

OFDM data symbol and are used to estimate PHN.  

As the PHN is time varying it needs to be estimated over each OFDM symbol in case 

of data transmission phase whereas for quasi static channel the channel estimation is 

done once over a block of OFDM symbols for which channel is assumed to be static. 

In this chapter we are dealing with the channel estimation phase only and the data 

transmission phase will be discussed in the next chapter. 

The statistically optimal channel estimation for OFDM systems in presence of PHN is 

presented here by deriving MAP cost function for the joint estimation of CTF and 

PHN in frequency domain by utilizing the prior statistical knowledge of PHN spectral 

components without the restriction of small PHN. The frequency domain estimation 

of unknown frequency selective fading makes the method simpler compared with the 

estimation of CIR in time domain.  

Further a statistically optimal solution of the joint estimate is produced with the 

proposed cyclic gradient descent optimization algorithm for minimization of cost 

function globally. The MSE of the channel estimation is compared to the CRLB for 

an OFDM channel estimator without PHN.  
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6.4.1 PHN Modelling 

If the samples of PHN (  ) are modelled as a discrete-time Wiener process and     

defines a vector of the DFT coefficients of one realization of      during       

OFDM symbol then the correlation matrix          is given as [32]: 

          
 

  
∑ ∑  

           

    
   

   
         

 

 
     

 

 
  .                           (6.19) 

As the cumulative PHN increment between two samples of the received signal is a 

Gaussian random variable, for      modelled as Wiener process,     is complex 

Gaussian distributed,                with mean zero and covariance matrix, 

          . Since the power spectral density (PSD) of PHN tappers off rapidly 

beyond the loop bandwidth, PHN process can be sufficiently characterized by few 

lower order spectral components, containing most of the energy of a PHN sequence. 

These lower order spectral components of PHN are given by 

   
    

      
    

     
  etc. Here we define a variable  , as an approximation 

order for which      elements of the vector              
      

      
  can well 

approximate the PHN process.  

 

 

Figure 6.4 Correlation Properties of PHN Spectral Components. 
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Results for the matrix   are evaluated and presented in Figure 6.4, corresponding to 

IEEE 802.11g like system with 64 subcarriers, 20 MHz baseband sampling frequency 

and 200 kHz, 2(PHN 3-dB BW). It can be observed from the Figure 6.4 that, although 

the cross correlation terms are significant for some lower order PHN spectral 

components only, the cross correlation of these PHN spectral components cannot be 

neglected when compared with auto correlation terms. 

 

6.4.2 Joint MAP Estimation 

In this section we will form a MAP estimate of the CTF     and the PHN spectral 

components     ) jointly, given that    is observed for the OFDM signal model 

given in Equation 4.22. As a posterior distribution        |    is proportional to 

the “complete likelihood function”,               by using Bayes’ rule we can 

write: 

                 |                .                                                   (6.20) 

With the assumption of no prior knowledge of   ,       is constant and with Wiener 

PHN model presented in Chapter 3 and Sub-section 6.4.1, the prior distribution of  

   is               : 

       
 

  | |
   (         )                                                                    (6.21) 

where   is known. It is equivalent to minimize the “complete negative log-likelihood 

function” than maximising the “complete likelihood function” in Equation (6.20). 

This yield: 

 ̂  ̂                        |                                                 (6.22) 

Given the signal model in Equation (4.22) and the AWGN density in Equation (4.12), 

the conditional density can be written as: 

     |      
 

       
       

  

   
                                      (6.23) 

Using Equation (6.21), (6.22) and (6.23), the joint MAP estimate can be given as: 

 ̂  ̂                                                                                                 (6.24) 

where: 
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                                                     (6.25) 

defines the joint MAP cost function, which is to be minimized simultaneously, for 

statistically optimal solution of   ̂ and  ̂  with respect to   and    .  

 

 6.4.3 Cyclic Gradient Descent optimization 

The problem of cost function minimization is challenging and is solved in this section 

with cyclic gradient descent optimization algorithm. For a frequency selective fading 

environment, Equation (6.25) is not easily differentiable with respect to  , whereas 

with a fixed   , by searching over a finite set of feasible CTF, we can minimize the 

Equation (6.25) with respect to  . Now, as   is a non-singular covariance matrix,     

is possible and is positive semi definite matrix, which makes Equation (6.25) a 

quadratic function in   .  

Further note that for a possible solution of Equation (6.24) with respect to   , 

Equation (6.25) should be holomorphic, means analytic in complex vector     Thus if 

  is fixed, cost function in Equation (6.25) can be minimized by taking its conjugate 

gradient with respect to    and equate it to zero. We begin the optimization with 

some initial estimate of PHN spectral components,   ̂  
. This estimate can be 

obtained by least square (LS) estimation of [36] or minimum mean square error 

(MMSE) estimation of [35]. At     iteration, the estimate of CTF can be calculated as: 

 ̂          ( 
     ̂  

)
 

(      ̂  
)                                              (6.26) 

To find the minimiser of Equation (6.26), an exhaustive grid search over a range of 

possible values of   can be used, however it is important to begin with the best 

estimate of    possible to avoid local minima.  

In particular, random search method has been found to be more effective in high 

dimensional spaces [102] than potentially expensive exhaustive grid search method, 

which suffers from the “curse of dimensionality”. To update the PHN spectral 

components estimate, we compute the conjugate gradient of the MAP cost function 

with respect to the vector   . This gradient is given by: 
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 (             )                                         (6.27)                                    

 where: 

            

[
 
 
 
 
 
 
        

   
  

        

   
  

 
 

        

     
  ]

 
 
 
 
 
 

 .                                                                                  (6.28) 

At iteration   , we fix the CTF in Equation (6.27) such that    ̂   Then by 

setting            |
   ̂  equal to zero and solving for    we obtain the next PHN 

spectral components estimate: 

 ̂    
   ̂   

 ̂  
    

        ̂   

                                                          (6.29) 

This updating procedure for the CTF and PHN spectral components continues for 

            till  ( ̂  ̂ ) get stabilized with ‖ ̂     ̂ ‖ ‖ ̂ ‖    ⁄ (preset 

threshold) or a number of iteration is reached. 

 

6.4.4 Computational Complexity  

The computational complexity is a critical issue for an OFDM receiver design and is 

addressed by the aid of FFT implementation with complexity order of         . 

The frequency domain analysis maintains its original motivation of easy single tap 

equalization and linear receiver design. In case of PHN estimation, the frequency 

domain approach is always preferred over time domain as it allows the estimation of 

only few lower order PHN spectral components to mitigate nearly 100% of 

interference. Estimating the CTF in a frequency selective fading environment rather 

than CIR facilitates the proposed algorithm with the advantage of correlated 

subcarriers channel frequency responses (CFR) being associated with dominant PHN 

spectral components. 

The computational complexity for the proposed joint MAP algorithm rest over 

evaluating Equation (6.26) and (6.29). In Equation (6.26),    and  ̂  are vectors 

while    is a circulant matrix. Thus each matrix-vector computation has complexity 
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order of     . The applied random search method is computationally compact with 

majority of addition and subtraction with few multiplication and no divisions [102]. 

The PHN estimation step of Equation (6.29) is more critical as it involves inversion of 

a matrix with complexity order of      . However, in the frequency domain analysis 

of proposed joint MAP algorithm, all the matrices in Equation (6.29) are reduced in 

the size of          , resulting in the complexity order of             , 

where    . The empirical values and dependency of estimation accuracy on 

        are further simulated in the next section. 

 

6.4.5 Performance Analysis: Mean Square Error 

Performance of the proposed algorithm is simulated in this Section for various system 

parameters, where each simulation point is conducted using 1,000 OFDM symbols in 

MATLAB. Simulation model is based on IEEE 802.11g like system with parameters 

given in Table 4.1. OFDM symbols are generated using 16-QAM and 64-point IFFT, 

and then prepended by CP of length 16 samples before transmitting over the channel.  

The discrete sampled CIR is modelled as 10 tapped delay lines having an 

exponentially decreasing PDP as given in Equation (4.14). The 64-point FFT of the 

received signal is taken after receiver PHN modelling followed by CP removal. The 

receiver PHN, modelled as Wiener process with         , is simulated by 

passing independent identically distributed samples of a Gaussian process through one 

pole low pass filter. The initial estimate of         ̂  
 is obtained by LS estimation 

[36] using different order of approximation ( ) where channel is estimated with CPE 

correction [30]. For CPE estimation, channel has been LS estimated [97], while 

ignoring the PHN. An MMSE approach can also be used, instead of LS estimation 

which is chosen here because of its computational simplicity. The random search 

algorithm [102] is applied to find the minimiser of Equation (6.26).  

We now simulate the channel estimation performance for the proposed joint MAP 

algorithm in presence of receiver PHN. To illustrate the convergence behaviour of the 

algorithm, the cost function, Equation (6.25), is plotted in Figure 6.5 as a function of 

iteration numbers ( ) for different order of approximation ( ) with signal to noise 

ratio (SNR) =25dB. Figure 6.5 shows that, higher the order of approximation: faster 

and better is the convergence. 
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Figure 6.5 Cost Function Minimization with Cyclic Gradient Descent Optimization. 

 

In Figure 6.6 the MSE of the proposed channel estimation for estimating normalised 

CTF against system SNR for     and    , is compared with the posterior CRLB 

for an OFDM channel estimator without PHN distortion. MSE performance curves for 

the channel estimation with CPE correction only and non iterative ML joint 

estimation of [50] are also simulated and presented in Figure 6.6.  

For an OFDM system, operating in a frequency selective channel, discrete composite 

CIRs are uncorrelated whereas the subcarriers CFRs, which are DFTs of CIRs, are 

correlated. Thus for the proposed joint MAP estimator, we cannot calculate the CRLB 

of the MSE for the estimation of CTF directly. Instead, we derive the CRLB of the 

MSE for the estimation of CIR (       ), and use the fact [100]: 

             .                                                                                               (6.30) 

The received frequency domain signal, for an OFDM system without PHN distortion 

can be written as Equation (4.11) and thus: 

     |               
   .                                                                           (6.31) 

or similarly: 
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         |    
  

   
                    .                                        (6.32) 

By taking the conjugate derivative with respect to  : 

 

             |      
  

   
                 

                                       
  

   
        .                                                               (6.33) 

The Fisher information matrix [47, 49] can be calculated as: 

         ,*
 

   
          |    +  

 

             |      - 

                 
 

    
   

                

              
 

(   
 )

                   

              
 

   
          .                                                                                    (6.34) 

For a constant modulus modulation,             where,        is the symbol 

energy per subcarrier. Thus:  

       
   

   
      

                 
  

  
   .                                                                                                   (6.35) 

Therefore the        is given by: 

                     

               
   

 

     

               
 

     
                                                                                                      (6.36) 

where      
  

  
⁄  

   

   
  . 

From Equation (6.30) the posterior CRLB for estimating the CTF, (     ), is 

calculated as: 

      
 

   
.                                                                                                         (6.37)                                                  

The MSE is obtained as: 
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∑ ∑ (  

   ̂ 
 )

    
   

 
                                                                         (6.38)  

where   represents the number of simulated OFDM symbols. 

 

 

Figure 6.6 MSE Performance of CTF Estimation as a Function of SNR. 

 

It can be observed from Figure 6.6 that for a wide range of SNR, the proposed joint 

MAP algorithm performs almost optimal with cancelling the effect of PHN distortion 

completely. Whereas, the performance of conventional channel estimator with CPE 

correction only is much inferior than proposed joint MAP estimation and this 

performance gap increases with SNR.  This happens because, for large values of SNR, 

random ICI dominates over CPE, which produces significant SNR degradation in the 

channel estimation and creates an error floor. Although the conventional method is 

having very small computational complexity of order      to estimate the CPE only 

but the MSE performance comparison proves that the proposed algorithm is quite cost 

effective to use for performance up gradation. 

It can also be observed from Figure 6.6 that in comparison to the non iterative ML 
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improvements. This happens because of the performed optimization before each 

iteration, which combat the sever sensitivity towards high PHN level. Applying the 

statistical knowledge of the PHN spectral components for the optimization without 

small PHN approximation, even adds over the performance improvements. Though 

the order of computational complexity of proposed algorithm and of non iterative ML 

joint estimator [50] is comparable, the proposed algorithm has a higher computational 

time precisely.  

The number of iterations ( ) and the order of approximation ( ), are the two critical 

factors to decide about the complexity of the proposed joint MAP estimator. Thus the 

Figures 6.7 and 6.8 demonstrate the performance of the channel estimation as a 

function of     and   respectively, at                    . 

 

 

Figure 6.7 MSE Performance of CTF Estimation as a Function of Iteration Number. 
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there because of the sensitivity to PHN modelling error, which needs more iteration to 

get compensated. 

Figure 6.8 shows that at any SNR value, increasing the order of approximation 

produces similar performance improvement for the CTF estimation. It can also be 

observed from Figure 6.8 that beyond    , increasing the approximation order does 

not produce significant improvement. This happens because of frequency selective 

nature of the channel which shapes the PHN spectrum. However, increasing the 

approximation order excludes the trapping of random search algorithm in local 

minima [102] and speeds up the convergence. 

 

 

Figure 6.8 MSE Performance of CTF Estimation as a Function of Approximation Order. 
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The applied optimization including the random search method shows the fast and 

better convergence with increasing iteration number and approximation order. The 

proposed joint MAP algorithm shows better performance improvement over 

conventional method and ML joint estimator [50] and approaches to CRLB. This 

contribution is published in [P2].   
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7. Cost Function Optimization for Joint MAP 

Detection in OFDM 

A reliable detection of transmitted symbols incorporates the functionality of PHN 

estimation in joint. With the quasi-static fading channel, the channel is assumed to be 

static for a block length of OFDM symbols with the channel estimation and data 

transmission phase (Figure 4.17). As described in the last chapter, the known full pilot 

symbols are used to jointly estimate the PHN and channel in the channel estimation 

phase. The pay load is transmitted in the data transmission phase, in which data and 

pilot subcarriers are multiplexed together. As the PHN is time varying it needs to be 

estimated over each OFDM symbol in case of data transmission phase whereas for 

quasi static channel the channel estimation is done, once over a block of OFDM 

symbols. In this chapter we are dealing with the data transmission phase only and 

assume that channel is already known with channel estimation phase. 

The conventional OFDM receivers, without attending the substantial effect of PHN in 

joint with data detection, severely degrade the SER performance of the system [30-32, 

35-36]. Thus a reliable detection of data incorporates the functionality of PHN 

estimation in joint [53-58, 61-62].  

A new approach to derive the MAP cost function for the joint data detection and PHN 

estimation in frequency domain is introduced in this chapter. The proposed joint MAP 

detector utilizes the prior statistical knowledge of PHN spectral components without 

the restriction of small PHN. Further a statistically optimal and computationally 

compact solution of the joint detection is produced with proposed cyclic gradient 

descent optimization algorithm for minimization of cost function. The proposed 

iterative receiver focuses on more enhanced PHN model as O-U process [78-79], as 

well on most studied model in literature [74-77] as Wiener process.  

 

7.1 Phase Noise Modeling  

For the samples of PHN (  ),     defines a vector of the DFT coefficients of one 

realization of      during       OFDM symbol, then the correlation matrices for FRO 

and PLL VCO are given as [32, 35]: 
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           (7.2) 

As the cumulative PHN increment between two samples of the received signal is a 

Gaussian random variable, for      modelled as Wiener process and asymptotically 

Gaussian random variable for    modelled as celebrated O-U process,    is complex 

Gaussian distributed,   (  )    (   ), with mean zero and covariance matrix, 

     (   )for FRO and      (   )     for PLL VCO.  

Since the PSD of PHN tappers off rapidly beyond the loop bandwidth, PHN process 

can be sufficiently characterized by few lower order spectral components, containing 

most of the energy of a PHN sequence. These lower order spectral components of 

PHN are given by    
    

      
    

     
  etc.  

Here we define a variable  , as an approximation order for which      elements of 

the vector               
      

      
   can well approximate the PHN process. 

Results for the matrix   are evaluated and presented in Figure 7.1 (a) and 7.1 (b) for 

FRO and PLL VCO respectively, corresponding to IEEE 802.11g like system with 

parameters given in Table 4.1. The parameters of PHN from FRO and PLL VCO are 

described in Table 3.2.  

By comparing Figure 7.1(a) and 7.1(b), it can be observed that PLL VCO tends to 

reduce the overall PHN as well the near carrier PHN significantly.  

It can also be concluded from the Figure 7.1 (a) and 7.1 (b)  that, although the cross 

correlation terms are significant for some lower order PHN spectral components only, 

the cross correlation of these PHN spectral components cannot be neglected when 

compared with auto correlation terms. 
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(a) 

 

(b) 

Figure 7.1 Correlation Property of PHN spectral components (a) FRO (b) PLL VCO. 
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7.2 OFDM Modeling  

The frequency domain received signal on the     subcarrier of the      symbol after 

taking the FFT of    
  is given in Equation (4.21), and is represented in the matrix 

form as: 

                                                                                                           (7.3) 

where     ,  
    

        
 - ,     ,  

    
        

 - , 

  ,               -
  ,    ,  

    
        

 - and    is a column wise 

circulant matrix whose first column is vector ,    
      

            
 - .     

,  
    

        
 - , is an uncorrelated white noise vector distributed as, 

   (  )    (     
  )(Equation 4.12). 

 

7.3 Joint MAP Detector  

In this section we will form a MAP estimate of the symbol vector  (  ) and the PHN 

spectral components (  ) jointly, given that    is observed and   is known. As a 

posterior distribution,   (     |  )  is proportional to the “complete likelihood 

function”,   (         )   so by using Bayes’ rule we can write: 

  (        )    (  |     )   (  )   (  ).                                            (7.4) 

With no prior knowledge of    ,   (  ) is constant and with PHN model presented 

in Chapter 3 and Section 7.1, the prior distribution of     is,    (  )    (   ), 

which says: 

  (  )  
 

  | |
   (         )                                                                        (7.5) 

where   is known. As it is equivalent to minimize the “complete negative log-

likelihood function” and maximise the “complete likelihood function” in Equation 

(7.4), so: 

 ̂   ̂                      
*    ,  (  |     )--

    ,  (   )-+ 
                                       (7.6) 

Given the signal model in Equation (7.3) and the AWGN density in Equation (4.12), 

the conditional density can be written as: 
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  (  |     )  
 

(  )   
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      ) (       )+                 (7.7) 

Using Equation (7.5), (7.6) and (7.7), the joint MAP estimate can be given as: 

 ̂   ̂             * ( 
    )+                                                                    (7.8) 

where: 

 (     )  
 

   
 ( 

      ) (       )                                   (7.9) 

defines the joint MAP cost function, which is to be minimized simultaneously, for 

statistically optimal solution of  ̂  and  ̂  with respect to    and    .  

 

7.4 Cost Function Optimization 

The problem of cost function minimization is challenging and is solved in this section 

with the cyclic gradient descent optimization algorithm proposed in the last chapter. 

We begin the optimization with some initial estimate of PHN spectral 

components,  ̂ 
 
. At     iteration, the estimate of symbol vector can be calculated as: 

 ̂ 
 
         

*.      ̂ 
 
/
 

             .      ̂ 
 
/+
                                                          (7.10) 

To find the minimiser of Equation (7.10), an exhaustive grid search or a random 

search method over a range of possible values of    can be used with the best 

estimate of   , to avoid the local minima. To update the PHN spectral components 

estimate, we compute the conjugate gradient of the MAP cost function with respect to 

the vector   . This gradient is given by: 

     ( 
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            )                                         (7.11)                                    

where: 
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At iteration  , we fix the symbol vector in Equation (7.11) such that     ̂ 
 
  Then 

by setting      ( 
    )|

    ̂ 
   equal to zero and solving for    we obtain the 

next PHN spectral components estimate: 

 ̂ 
   

 , ̂ 
  

 ̂ 
 
    

    -   ̂ 
  

                                                           (7.13) 

This updating procedure for the symbol vector and PHN spectral components 

continues for             till  ( ̂   ̂ ) get stabilized with 

‖ ̂ 
   
  ̂ 

 
‖ ‖ ̂ 

 
‖    ⁄ (preset threshold) or a number of iteration is reached. 

 

7.5 Performance Analysis: Symbol Error Rate 

Performance of the proposed joint MAP algorithm is simulated in this Section for 

various system parameters, where each simulation point is conducted using 10,000 

OFDM symbols in MATLAB. Simulation model is based on IEEE 802.11g like 

system with parameters given in Table 7.1. 

 

    20 MHz 

  64 

Active Sub-Carriers 56 

   10 

FFT Size 64 

    16 Samples 

Mapping 16-QAM 

Table 7.1 OFDM Modeling Parameters for Data Detection. 

 

OFDM symbols are generated using 16-QAM and 64-point IFFT, and then prepended 

by CP of length 16 samples before transmitting over the channel. The channel is 

AWGN or multipath channel (Equation (4.14)) as applicable.  
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The 64-point FFT of the received signal is taken after receiver PHN modelling 

followed by CP removal. The receiver PHN is modelled as Wiener process and 

celebrated O-U process for FRO and PLL VCO respectively as described in Table 3.2 

and shown in Figure 3.12. The PHN effect is estimated and then jointly optimized 

with data detection by using proposed joint MAP algorithm. The initial estimate of 

        ̂ 
 
 is obtained by LS estimation [36] using order of approximation ( ) 

equals to 4. The random search algorithm [102] is applied to find the minimiser of 

Equation (7.10).  

 

 

Figure 7.2 FRO PHN Estimation with Proposed Joint MAP Algorithm for Multipath Channel. 

 

We now simulate the performance of proposed joint MAP algorithm in presence of 

applicable receiver PHN model and channel type. To illustrate the estimation 

accuracy and convergence behaviour of the algorithm, the generated PHN samples for 

FRO over one OFDM symbol are compared with estimated PHN samples in 

multipath channel for different no. of iterations ( ) with SNR=30 dB and     . 

Figure 7.2 shows that estimation approaches to the actual PHN with     whereas 

with      , it is very accurate. 
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Figure 7.3 SER Performance Comparison between the Conventional Method and Proposed Algorithm 

for AWGN Channel in case of FRO. 

 

In Figure 7.3 the SER performance of the proposed joint MAP algorithm is compared 

with the “No PHN” scenario, for      and    , against system SNR in AWGN 

channel in case of FRO.  The corresponding SER performance of the conventional 

method [35-36] is also simulated and presented in Figure 7.3.  

It can be observed from Figure 7.3 that proposed joint MAP algorithm achieves near 

“No PHN”   performance whereas the conventional method shows an error floor at 

higher SNR values. This happens because the inaccurate detection of symbols led to 

less accurate PHN spectral components estimation and this error propagation at higher 

SNR values deteriorate the SER performance, which is compensated in the proposed 

algorithm with joint MAP optimization before next iteration. Although the 

conventional method is having lesser computational complexity than the proposed 

algorithm but the SER performance comparison proves that the proposed algorithm is 

quite cost effective to use for performance up gradation. 
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In Figure 7.4 the SER performance of the proposed joint MAP algorithm is compared 

with the “No PHN” scenario and conventional method of [35-36], for      and 

   , against system SNR in AWGN channel in case of PLL VCO.  It can be 

observed from Figure 7.4 that as the PLL VCO limits the single direction drift of 

PHN process, it reduces the overall PHN floor and so the CPE significantly. 

Simultaneously the high frequency components of PHN are also suppressed with PLL 

VCO.  

This double advantage can be observed in the SER performance of Figure 7.4, which 

is showing 1dB improvement at SER=10
-3

 and 4 dB improvement at SER=10
-4

, as 

compared to FRO case of Figure 7.3. It can be also observed from Figure 7.4 that the 

conventional method also works significantly well in case of PLL VCO because with 

less CPE and reduced high frequency components of PHN, the probability of 

inaccurate detection of symbols reduces and so the error floor. 

 

 

Figure 7.4 SER performance comparison between the conventional method and proposed algorithm for 

AWGN channel in case of PLL VCO. 
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In Figure 7.5 the SER performance of the proposed joint MAP algorithm is compared 

with the “No PHN” scenario, for      and    , against system SNR in multipath 

channel in case of FRO.  The corresponding SER performance of the conventional 

method [35-36] is also simulated and presented. It can be observed from Figure 7.5 

that presented joint MAP estimator with proposed optimization closely follows the 

“No PHN” curve even in multipath channel whereas the conventional method 

underperforms over the entire range of SNR and needs higher order of approximation 

to combat the severe sensitivity towards PHN modelling error, because of deep fade 

scenario. 

 

 

Figure 7.5 SER performance Comparison between the Conventional Method and Proposed Algorithm 

for Multipath Channel in case of FRO. 

 

In Figure 7.6 the SER performance of the proposed joint MAP algorithm in case of 

FRO is compared with the case of PLL VCO, for      and    , against relative 

PHN bandwidth,    ,with system SNR=30dB, in multipath channel. With the double 

advantage of PLL VCO, SER of the proposed algorithm shows the noticeable 

increment at very large    , whereas it rises early at very small     for FRO 
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Figure 7.6 SER Performance Comparison between the FRO and PLL VCO for Proposed Algorithm in 

Multipath Channel. 

 

7.6 Conclusion 

Because of the time varying nature we need to estimate the PHN over each OFDM 

symbol in joint with data detection for data transmission phase. A 1D, comb type pilot 

data detection approach with the optimum MAP criterion is proposed here with cyclic 

gradient descent optimization algorithm. Simulation results demonstrate that the 

proposed joint MAP detection algorithm shows better performance improvement over 

conventional method for both the PHN models, i.e. Wiener and O-U process. The 

SER approaches to “No PHN” performance for both the channel models, i.e. AWGN 

and multipath channel. This contribution is published in [P1]. 
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8. Conclusion and Future Scope 

With great potential for high data rate even in multipath fading channel, OFDM have 

gained ample interest to be deployed worldwide. Multiuser extension of the 

technique, i.e. OFDMA, further adds the potential of high spectral efficiency to the 

system. This chapter highlights the contribution of our research work done in the area 

of OFDM/OFDMA systems with PHN. The chapter also presents the opportunities to 

extend the research in future. 

 

8.1 Discussion over Contributions 

Designing an OFDM/OFDMA-based communication system demands an accurate 

prediction of the tolerable PHN which can allow the system and RF engineers to relax 

the specifications. In single carrier systems, the PHN merely causes simple rotation in 

the symbol constellation, whereas in OFDM systems, in addition to the rotational 

effect called CPE, PHN also causes ICI. Moreover the PHN in OFDMA system 

heavily degrades the performance as it creates MUI also because of multiple access 

technique.  Incorporating both the transmitter, accompanied with power and PHN 

level differences between the users, and receiver PHN induced spread in OFDMA 

uplink system, further produces the performance degradation for users with low signal 

powers.  

In this thesis an improved evaluation of OFDMA system performance is studied in 

terms of SINR, which is derived here to extend the state of art results while relaxing 

the assumption of complex Gaussian distributed ICI and MUI. The analysis is proven 

with simulation results to have an insight of PHN effect on the actual system as a 

function of critical system parameters. This efficient analysis will allow the design of 

oscillators to meet the necessary PHN requirements and hence ensures satisfactory 

performance of the overall system. This contribution is published in [P4].  

Further the characterization of MUI, in the SINR, as a function of power level and 

PHN level differences among the users is done with both type of sub channelization 

(Contiguous and Interleave). The simulation verifies the analysis results and also 

proves that non Gaussian distributed ICI and MUI produces serious degradation in the 
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system performance even with small 2(PHN 3-dB BW). This accurate 

characterization tends to improve the performances of algorithms, designed to 

perform sub channelization and resource allocation in OFDMA systems with PHN. 

This contribution is published in [P3].   

To improve the system performance even in the presence of PHN, designing the 

baseband algorithm to estimate and mitigate the PHN effect is always preferred over 

incorporating the highly complex and costly accurate RF devices. Computational 

complexity of the algorithm is also the critical parameter to prove the competence of 

the derived algorithm along the system performance improvement. Thus a near 

optimum channel estimation for OFDM system in presence of receiver PHN, using 

joint MAP criterion is proposed in this thesis. With the proposed iterative cyclic 

gradient descent algorithm for optimization, the MSE of the channel estimation 

achieves near CRLB performance even with lower computational complexity. 

Estimated PHN spectral components analysis without the assumption of small PHN 

improves over the cost function minimization and joint MAP estimation. Simulation 

results prove the performance improvement over state of art results and also show that 

the estimator improves with order of approximations and number of iterations. The 

performance of the conventional channel estimator with CPE correction only is much 

inferior to proposed joint MAP estimation and this performance gap increases with 

SNR because for high PHN levels, with large values of SNR, random ICI dominates 

over CPE, which produces significant SNR degradation in the channel estimation and 

creates an error floor.  

In comparison to the non iterative ML joint estimator [50], the proposed joint MAP 

algorithm results in better improvements because of the performed optimization 

before each iteration, which combat the sever sensitivity towards high PHN level. 

This contribution is published in [P2].    

With the proposed iterative cyclic gradient descent optimization algorithm a new 

alternative of near optimum data detection for OFDM system in presence of PHN is 

also proposed in this thesis. Simulation results show that by using joint MAP criterion, 

SER achieves near “No PHN” performance whereas the conventional method shows 

an error floor at higher SNR values. This happens because the inaccurate detection of 

symbols led to less accurate PHN spectral components estimation and this error 
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propagation at higher SNR values deteriorate the SER performance, which is 

compensated in the proposed algorithm with joint MAP optimization before next 

iteration.  

Results also show that presented joint MAP detector with proposed optimization 

closely follows the “No PHN”   curve even in multipath channel whereas the 

conventional method underperforms over the entire range of SNR and needs higher 

order of approximation to combat the severe sensitivity towards PHN modelling error, 

because of deep fade scenario. This contribution is published in [P1]. 

 

8.2 Suggestions for Future Work 

A research can be completed but never ends, as there is always a scope to extend the 

current outcomes.  Some directions for the future extension of the presented work can 

be: 

 While characterizing the MUI in OFDMA uplink system, the transmitter AFE 

is always more critical than receiver AFE in context of PHN production. This 

factor has been proved in the presented work with simulation results. To 

incorporate the effect of as many PHN sequences as there are users, not only 

the non Gaussian distribution of MUI but also the additional degradation due 

to the acyclic nature of the transmitted signal can be considered. This calls for 

a more complex analysis as one need to deal with diverse PHN parameter’s set. 

 In the proposed joint MAP channel estimator, to derive the joint MAP cost 

function of  CTF and PHN spectral components,    ( )  is taken constant 

which represents that   ( ) is non informative prior which usually happens 

when channel is blind. This generalized approach can be extended while 

incorporating the fading statistics for different channel modeling. This calls 

for deriving the cost function with known statistical channel state information 

(CSI) without knowing the instantaneous CSI. Further this will be limited by 

the choice of fast and slow fading channel. The achievable techniques can be: 

exploiting the diversity (spatial dimension) as in MIMO-OFDM or relaxing 

the blind channel with known fading distribution and line of sight component. 
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 In the proposed joint MAP data detection algorithm the aid of channel coding, 

as in Coded OFDM, can be the next state to enhance the system performance. 

This plausible enhancement in the performance calls for a more careful insight 

in the field of channel coding and detection algorithms. The achievable 

technique can be the aid of soft extrinsic information in case of Turbo Codes 

or some complex pruning algorithm in case of Low Density Parity Check 

Codes. 
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