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Abstract

Recent organizational changes have refocusedtiatieon the productivity
and performance of the employees and consequenmtlght about a re-evaluation
of the quality of work life that these employeespeence, as well as their

competencies in the organisation.

Employee competency and quality of work life (QWdijectly affects the
company’s ability taetain its talent, and if it is not measured, et be effective.
It is revealed from literature that employees vathigh level of psychological well
being are better, more committed and more prodeidhan employees with a low
level of psychological well being, Wright and Bong&007).

QWL and competencies are increasingly being ifledtias progressive

indicators related to the function and sustaingbdf business organizations.

The present research is designed to fill the ifledtresearch gaps and
further validate the existing sparse evidence adityuof work life and competency
relationship by examining the influence of employsgception of quality of work
life on their competencies in the Indian telecorat@e To accomplish the present
research work, firstly a detailed study of the #mditelecom sector, structure,
employee status and their roles and responsiBilitias performed. The study
comprised of three phases. First dealt with thewewof existing literature than a pilot
study was conducted followed by the empirical gtud

Responses to an internet-based survey methodaludyglso personal visits in
some cases were analyzed using quantitative tesbsignd structural equation
modeling. Results confirm a positive relationshgivieen employees’ competencies

and quality of work life.

This study accentuates the importance of managetoelpe aware of the

employees’ competencies in the organisation asagdtheir experience of QWL.

The findings of this research study are usefutesiit provides valuable
information about, and an understanding of, thati@hship between employee
competencies and quality of work life as reflecbgdthe empirical analysis of the



middle level personnel of the Indian telecom indusiThus, the research has
practical implications which may be useful for tbeganizations. In general the
present study showed that managers within the @gdons should be more
attentive regarding their competencies, as thishimigfluence the building of good
quality of work life within the organizations. Owdl; the current study findings
provide tentative support to the proposition thatlgy of work life should be

recognized as a significant antecedent for empkyamnmpetencies. To sum up in a
line the implications of the present research igppy & healthy employees are

more competent and add to productivity and proifitsdof the organizations.’
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Chapter - 1

Scientific Orientation to the Research

“Ability is what you’re capable of doing. Motivatiodetermines what

you do. Attitude determines how well you do it.”

This thesis aims to describe a quantitative reseandertaken to explore the
relationship between employees’ competencies aadgtlality of their work life.
The present chapter contains eleven sections ddlat@troduction, background and
motivation of the study and the problem statem@&hie objectives of the study,
hypotheses, research design and method is repartéd introductory chapter. The

final section of this chapter shows the importaoicthe study and its limitations.

1.1  Introduction

Human capital is one of the important resourcesvhith companies build
their competitive advantage. In order to meet e nhallenges of today’s business
environment, organizations have to find new waysdoing business. Since the
beginning of the 1980s, vast literature emphasinese strategic role of human
resources, Guest (1987). For sustainable competivantage it is essential for the
organizations to manage their human resourcesiezfflg. Now a days, for an
organization, it is very important to satisfy themm@oyees by providing a healthy
working environment in order to be more successfachieving its objectives. The
working environment not only affects the employgasysical but also psychological

and social wellbeing.

There is a need to develop the humanised jobsditisfying the employees
needs, wants, make use of their advanced skillscamdert them into a better

citizens, spouses and parents.

Employee competency and quality of work life (QWdijectly affects the
company’s ability toretain its talent, and it is effective only whenigstmeasured
correctly. It is revealed from literature that #s@ployees who possess a high level
psychological well being are superior, shows mammitment and trust towards

the organization in comparison to those employed® wossess low level of



psychological well being, Wright and Bonett (200Q)WL and competencies are the
two factors which are being identified as prognessndicators of the organization

aimed to increase its sustainability and function.

1.2  Background and motivation

Today we are living a life which is constantly ogang and time-determined.
According to Ellinger and Nissen(1987); Ballou &&ddwin (2007); Huang, Lawler
and Lei (2007), the quality of day to day life igtily dependent on various factors,

like work, family, safety and leisure,

Today employees are facing a major problem in sesfrdissatisfaction with
work life. It affects each and every employee durinis/her working career,
regardless of position or status which resultgustfation, boredom and anger. This
can be costly to the individual as well as the oiggtion.

Walton (1973); May and Lau (1999) and Huang et(2007) stated that
many managers search for job satisfaction at allgtiels of organization, including
their own. However they find it difficult to ideyi all of the attributes, which affect
the quality of work life. Past research by Skroya®33); Reid (1992); Sirgy, Efraty,
Siegel and Lee (2001); Kotzé (2005) indicate thality of work life is an old
phenomenon with a broad concept. Quality of wdlik i6 a concept used in almost
every organization for instance, in education indusgovernment, labor, and

management circles.

Quality of Work Life is a perception which is highdependent on mutual
respect, encourages employee participation, anghostgp open communication
which affect employees’ jobs, business, futuresl doeir feelings of self-esteem,
Cascio (1998); Ellinger and Nissen (1987) and Sapgikdi and Vitell (2007).

The perception of the employees of working to d&s given way to enrich
their quality of work life, May and Lau (1999); Hagi et al. (2007). In present times
the employees expect to gain benefits from thebsj@and lay emphasis on
“challenge and achievement, career developmengenwith, balance between work
and family life, a harmonious organizational climmand a supportive managerial

style”.



An employee’s quality of work life is based on twactors personal
(subjective) and situational factors (objective)ishhare an important aspects of
work-related rewards and experiences, Kaushik aodkT(2008); Koonmee,
Sanghapakdi, Virakul and Lee (2010).

Job security, reward systems, training, carrieraadements opportunities,
participation in decision making are the integraiftf the quality of work life, Lau
RSM, Bruce EM (1998). According to Ellis and Pom(002), to improve the
employees quality of work life an organization hagsemove the barriers like poor
working environments, workload, resident aggressstift work, inability to deliver
quality of care preferred, imbalance of work andhifg, lack of involvement in
decision making, professional isolation, lack afagnition, poor relationships with
supervisor/peers, role conflict, lack of opportynito learn new skills. The
organization need to focus on the working environtheemunerations, welfare
schemes, promotion of the employees, the work enment, training and
development, leadership style, cooperation amorigagues, organization image,
communication, organizational rules and regulatioogganization climate and
culture, working time and workload of the employe€$lEN Jia-sheng and Fan
Jingli (2003).

The growing significance of quality of work lif@fluencing the employee
perception, qualities and competencies motivated résearcher to undertake the
present study and evaluate the impact and reldtipnsetween the employee
competencies and quality of work life on the basfisan empirical study of the
middle level personnel/managers of the Indian tefecsector. The Indian
telecommunication sector is one of the most rapgpibpwing industry in the world.
Besides it is the driving force behind the ovemtbnomic development of the

Indian nation.

Thus in current times the organizations are fouwysin the efficiency and
performance of their managerial employees, in @aldr to the time spent in the

office.



1.3 Problem statement

Around 150 research articles on competency, QWi_tatecom industry in
were reviewed by the researcher out of which 6@lastwere found appropriate for
the present research. These studies have foundthbeg is sufficient scope to
explore the relationship between QWL and competefi¢ye detailed review of

existing literature has been presented in chapier t

As unveiled by review of existing literature, rasghers have sparsely
studied the impact of quality of work life on empé@s’ competencies. The present
work attempts to validate the related quality ofrkvtife outcomes in the Indian
context. Moreover, the telecom industry plays alvible in the development of
economic growth and employment generation in dgezlcas well as in developing
countries; therefore researchers targeted to ghidysector of the economy on the
same have remained scarce.

Thus, the present research study is intendedltthéise identified research
gaps and further validate the existing sparse ecelen quality of work life and
competency relationship by investigating the impattemployee perception of
quality of work life on their competencies in thedian telecom sector. The present
research area not only enhances the literaturehenquality of work life and
employees’ competencies, but also contributesa@tbanizational behavior literature
within the Indian telecom sector. Furthermore, therent study seeks to examine
the relationship of employee competencies withgtlnaity of work life.

The quality of work life is becoming increasinghyportant for the employees
and competencies of employees create meaning imidodl’'s work environment.
Thus, it is important to explore the relationshgtvieen these two constructs. To
address the above issues, the present researchebasdesigned to answer the

literature and empirical questions related to:

. The factors of the construct competency
. The essential factors of the construct quality ofknlife
. The significant relationship between the dimensiafiscompetency and

quality of work life
. The possible recommendations to the organizationanaging and retaining
talented competent employees



1.4  Objectives of the study
The main objective of this research is to deteeniire relationship between
the employees’ competencies and quality of work [ifhe specific aims related to

the literature review were:

1. Conceptualizing competency
2. Conceptualizing quality of work life
3. Integration of competency and quality of work life

The empirical study targets to:

I. determine whether or not there is a significantatrehship between
competency (middle management level) and qualitwark life within the
telecom sector of India;

il. integrate the results of the various questionnaisesl;

iii. formulate and compile recommendations and conahgsibased on the
results of the study.

15 Hypothesis of the study

The word ‘hypothesis’ is a proposed explanationgghenomenon which
means ‘to suppose’. To prove a hypothesis, thensfiemethod requires that one
can test it. A hypothesis requires a scientificib@s confirm or disprove it. The
researcher has selected two dimensions over whelnypothesis would be based.
These dimensions are quality of work life and erppés competencies and the null
hypothesis to be tested is:

Ho : There is no significant relationship between ¢ngployee competencies and

quality of work life.

1.6 Research design
According to Mouton (2002) and Struwig and Sted@0() “a research
design is a blueprint, framework or plan for cdlieg and using data in order to

obtain the desired information with sufficient pssan”.

Descriptive quantitative research and cross-seatidata analysis has been
used to answer the research questions of the presety. Two types of research
have been conducted in the present work: desczipéisearch tries to explore certain



research phenomena which are already defined instigect area. Exploratory
research attempts to develop those paradigms wiéste not previously been
researched, Struwig and Stead (2001).

The cross-sectional research can be used to exglationships between the
variables and to compare the subgroups, Fife-Sd2@@2). For present research
work, cross-sectional research has been usedd ieiormation at a single time
from individuals in different conditions and conslons can be drawn in a short

period of time.

According to Salkind (2008) validity is used to asare the quality of the
guestionnaire i.e. what it says it does, and réiighrepresents the uniformity of a
measurement. He further instated that in a resesiuay validity and reliability are
used to ensure content validity of the questiomsai€Cronbach alpha (coefficient of
reliability) has been used to test the internal stsiency reliability of the

guestionnaire.

An internet-based survey and personal visits & dhganization approach
was used to collect primary data from a probab#iéynple of respondents. In this
study, the units of analysis were middle level esgpes’ within the Indian telecom
organizations. Descriptive statistics related te thlemographic sample were
generated. To test the relationship between thewsadimensions of competencies

and quality of work life structural equation moaeli(SEM) was used.

Frequency distributions, multiple linear regreasigath estimates and
goodness-of-fit as part of the SEM process werel usedetermine the stated
relationship by using SPSS 20 (statistical pacKageocial sciences) with AMOS
18 and Mplus 7.1 software.
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1.7

Research method

The study comprised of three phases. First deit thve review of existing

literature, then a pilot study was conducted winels followed by the empirical study.

1.7.1

a)
b)

c)

d)

1.7.2

b)

1.7.3

1.8

Stage 1: Literature review

The literature review contained the following step

Identifying the research gap and motivation fos ttudy

The conceptualization of competency as a variabteanstruct within this
study

The conceptualization of quality of work life asvariable and construct
within this study

The theoretical integration of quality of work lig@md competency

Stage 2: Pilot study
The pilot study comprised of following steps
Selection and description of population, sample @erticipants

Reliability and validity test of the measuring inshent.

Stage 3: Empirical study

The empirical study comprised of the followingpste
Study and selection of population, sample and @pents
Measuring instruments and rationale for their dedac
Methods of data collection

Analysis of the data and hypothesis formation
Results and their interpretation

Implications of the results

Conclusions

Limitations and recommendations

Sample study

The target population selected for this thesis thasmiddle-level personnel

of the telecommunication sector in India. The meddiével staff comprises a

significant number in the sector as is indicatedhgyinformation collected from the



Indian telecom sector showing that the total middies| staff during the financial
year 2012-2013 was 22174. Besides, the middle legedonnel serves as the link
between the upper and lower levels hence theiifgignce in managerial decision

making and functioning cannot be ignored.

To accomplish the present research work, firstigetailed study of the
Indian telecom sector, structure, employee statdstlaeir roles and responsibilities
was performed. Henceforth, a 67-item questionnaae developed on the basis of
dimensions developed Malton (1973) for QWL and dimensions for competesci
were developed on the basis of existing literature inputs from the academic and

industry experts

1.8.1 Sampling technique

Multi stage random sampling technique is usedther present study. The
Indian telecom sector is organized into twenty seovice areasout of these seven
service areaswere selected by random sampling. Eventually, riiddle-level
personnel from both private and public organization the selected service areas

formed the sample in the present study.

1.8.2 Description of the questionnaire

. Part 1: Demographic Profile
This part of the questionnaire contained twentygtaphical questions
related to the name of organization, employee design, age, family size,

family income, tenure within the organisation, etc.

. Part 2: Competencies at middle-level personnel
This part measures six dimensions through twertgugestions.

. Part 3: Quality of Work Life
This part contained forty one QWL questions fghgiconstructs.



Table 1.1: Factors and their acronyms

Factors Acronyms
| | Competencies Comp
1 | Achievement/result orientation ACHRO
2 | Basic knowledge and innovation BKNOI
3 | Skill and attributes SKLAT
4 | Meta qualities MTKV
5 | Communication KMUN
6 | Decisiveness DCCV
Il |Quality of Work Life QWL
1 | A fair and appropriate salary (remuneration) SAL
2 | Working conditions WRK
3 | Use of capacities at the work KPW
4 | Opportunities available at work APO
5 | Social integration at work SOIN
6 | Constitutionalism(respect to the laws) at work ONS
7 | The space that the work occupy in one’s life SPL
8 | Social relevance and importance of work SORI

1.9 Importance of the study

Competency is of paramount importance from theonat point of view
especially in a developing country like India. & defined as a process for
developing the work force of any organization bynggheir skills and knowledge in
an organized manner. The employees are not justlkepof acquaintance and skills
but they are the important assets which are a &eydtcess in the current changing
environment. The process of identifying such pasénand enhancing it by
providing a healthy working environment, welfare asgres and opportunity for
career growth. The relationship between the empgla@yampetencies and QWL, the
two studied constructs is an important area ofarete Besides, the Indian telecom
industry is one of the rapidly growing telecom nedskin the world and its fast track
growth has made it a key contributor in the nasaconomy.
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1.10 Limitations of the study

Despite the earnest attempt and intention of #searcher to elicit all the
required data on Indian telecom industry middleelemanagers, it is subject to
certain limitations due to the fact that the dathased on individual opinion, which
may bring in some biasness. Though random sampsicitnique has been adopted,
yet due to resource constraints the researchetelimip to some selected cities of
north Indian region for eliciting the responsesnirdhe participants of eight
organizations working at middle level. Thus, thendasions drawn cannot be
generalized for all the public and private teleceeator organizations in India. In
addition the diversity in the behavior of the resgents while responding has its

impact on the validity and universality of the clusion drawn.

1.11 Chapter outline
In order to follow the objectives of the presetidy, the entire work has

been broadly divided into seven chapters.

The first chapter introduces the entire reseatodys The objectives and
motivation of the present study, the scope of thdysand its limitations have been
discussed in this chapter. The research layout raethodology of the study,
sampling method, the constructs, the hypothesis tlae dimension selected for the

study has also been discussed in this chapter.

The second chapter related to the intensive reakthe existing literature

on competency, quality of work life and their copzalization and integration.

The third chapter deals with the current scenanid expansion of the Indian
telecom sector. The chapter highlights the sigaiftaole of the sector in the Indian

economic and structural changes over the years.

Fourth chapter has been framed to highlight treeasch methodology,
sampling techniqgue and examines the methods througkbh competencies at
managerial level and quality of work life can beasgred and compared to reach

empirically based conclusions.

In the fifth and sixth chapters, the researcherdiscussed and developed the

empirical model of the relationship between the suwtalied constructs from the data
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collected from a sample of 1021 (valid sample ree@dil000) of the middle level
management employed in both public and private oseotganizations of the
surveyed regions (service areas) of the Indiarcoeheindustry during the period of
2012-13.

The concluding seventh chapter focuses on thdtseand findings of the
study, conclusions arrived at, suggestions and piodéicy implications. It
encompasses the contribution and limitation of phnesent study and scope for

further research.
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Chapter - 2

Review of Literature

This chapter presents the literature related to variables employees
competencies and QWL and basic theoretical andreralpaspects of these variables
to determine the correlation between studied ve®abThe main construct
‘competency’ and ‘quality of work life’ are discusson the basis of existing review

of literature.

2.1  Theoretical perspectives of the variables
An overview of literature in varied areas of resbarelated to the variables
selected for study is presented in this sectiorh waitview to draw conceptual,

theoretical and empirical development of the vdealand their assessment.

2.1.1 Competency defined

Globalization has changed the dimensions of thernational business
environment which has become highly competitivec@ding to the Kogut (1999)
in present economic environment there is uncegtaer comparative advantages.
The comparative advantage theory emphasized tlatctimpetitive strength is
determined by the ability to earn higher profitiwé lower cost. The human resource
management acts as a key strength for improvingotiganizations’ economic
growth by lowering the cost of human capital, Ibnakhan (2006). Velde (2001)
mentioned that now days the human resource managegive more emphasis on
the development and implementation of competenay ifoproving the job
performance of the employees which results in awmge the organizational
competitiveness. Cardy and Selvarajan (2006), tmpate with the upcoming
challenges, it is essential for the organizatiorreécexamine the competencies of
employees in order to succeed in the rapidly changiobal economy. An increase
in the competitiveness of an enterprise’s workfaznbances its opportunities to be
successful. This study presents a literature revaewob competency in business

settings to examine relevant definitions, categiin and models of competency.

The word competence is derived from Latin wordnpetere’ which means

‘to be suitable’. Competency can be defined asraterlying characteristic required
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for executing a given job, activity or role effealy. It comprises three elements
viz; knowledge, skills, attitude. Competencies astan inner tool to motivate the
employees and to guide the business towards aolgidhie organizational goals
which results in the increase in the value andcéffeness. Competency is the tool
which integrates all the human resource functidkes dareer development, training
and development, recruitment, performance managenpenformance appraisal,
succession planning etc. Thus, competency is a io@atidn of knowledge, skills
and attitude of an individual that enable the ifdlnal to perform any given task or
job more efficiently. Competency is important far arganization as it describes
what superior performers actually do on a job gratluces superior results. Boyatzis
(1982) “A capacity that exists in a person thatiet behaviour that meets the job
demands within parameters of organizational enwremt and that in turn brings
about desired results”. Spencer and Spencer (198@parly defined competency as
“an underlying characteristic of an individual thatcausally related to criterion-
referenced effective and/or superior performanceainob or situation”. They
elaborated on their definition explaining that uglag characteristic meant “the
competency is a fairly deep and enduring part pérgon’s personality . . . causes or
predicts behavior and performance” and criteridierenced meant “the competency
actually predicts who does something well or pqodg measured on a specific
criterion or standard”. Spencer and Spencer (1998)lored an idea of competency
by developing the Job Competence Assessment MéfiaodM), which is designed
to encourage an organization to establish a compgteodel by analyzing the key
characteristics of people with average to supejidr performance rather than
traditional job descriptions. Marrelli (1998) dedth competencies as “measureable
human capabilities that are required for effectwerk performance demands”.
According to The National Vocational Council for sational Qualification UK
NVCVQ (1997), performance standards can be destalkedhe ability to perform in
given job as per the standard required in the eynpémt. Competencies are defined
as “the skills, knowledge, abilities and other auaeristics that someone needs to

perform a job effectively”, Jackson and SchulerO@0

Cardy and Selvarajan (2006) concluded the peerareBers thought as

“competencies was the characteristics which coiddificantly distinguish high-
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gualified employees from others who showed infep@rformance”. Hoffmann
(1999) defined competency on the basis of pastareBeas (a) underlying
gualification and attributes of a person, (b) olable behaviors, and (c) standard of
individual performance. Lucia and Lepsinger (19%)ompetency is a cluster of
related knowledge, skills, and attitudes that a$f@ecmajor part of one’s job with role
or responsibility, that correlates with performarmeethe job, that can be a measure

against well-accepted standards, and can be imghnoadraining and development”.

Table 2.1: Different definitions of competency give by researchers

Authors Definitions

Hayes (1979) | Are generic knowledge motive, trattialorole or a skill of g
person linked to superior performance on the job.

Boyatzis A capacity that exists in a person that leads tmelaavior that
(1982) meets the job demands within parameters of orgaons

environment, and that, in turn brings about desiesdilts.
Albanese Competencies are personal characteristics thatriloo@ to
(1989) effective managerial performance.

Woodrufee 1 Competency: a person related concept that rdferthe
(1991) dimension of behavior lying behind competent perfer.

2 Competence: a work related concept that referar¢éa of
work at which a person is competent

3 Competencies: often refereed as the combinatiorithe
above two.

UK NVCVQ | The national vocational council for vocational dficétion

(1997) described competency as performance standardsabihty to
perform in work roles or jobs to the standard reegliin the
employment

Marrelli Competencies are measurable human capabilitieathaequired

(1998) for effective work performance demands

UNIDO A competency is a set of skills, related knowledgd attributes

(2002) that allow an individual to successfully performtask or an

activity within a specific function or a job

Rankin (2002)| Competencies are definition of skibmd behaviors that
organization expects their staff to practice in kvor

Jackson and | Competencies are the skills, knowledge, abilitiewl ather
Schuler (2003) characteristics that someone needs to perform affebtively.
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2.1.1.1Components of competency
Competency has the following three major compong(it knowledge (ii)
skills (iii) attitude (KSA).

Tucker and Cofsky (1994) have identified the cormgrds of competency as

knowledge, skills, self concept, motives and tréigure 1).

Surface
competencies most
easily developed

Self Concept

Traits and
motives

Attitude

Core competencie
most difficult to
develop

Fig. 2.1 Components of competencies

In the recent times the competency mapping is lyideed by managers and
HR professionals. The movement of competency fitslorigin during the mid
1950s and early 1970s. Johan Flanagan (1954) weafirsh person to work on the
concept of competency and developed a technigoeeteas critical incident technique
which is a set of procedures for systematicallyitdging behaviors that contribute

to success or failures of individual or organizatio specific situation.

Later, David McClelland (1973) discovered and dtgyed the term competency
which predicts job performance and the approadhisfconcept concentrates on the
radical departure of job analysis. He went on muarthat the actual predictors of

the job performance are personal characteristiGsoonpetencies’.

Thus, the study of competencies started in e®&R04 when the psychologists
and human resource management experts were fiméwgways of improving the

job performance.
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At that time several studies pointed out thatgebformance was not affected
by the aptitude test, grades and credentials. Bsy&1982) conducted a study on
two thousands managers holding forty one diffepasitions in twelve organizations
in order to explore the characteristics of manadkat enable them to be more
effective and productive at different positions. Bleo proposed a model which
defines the relationship between management funetiol organizational environment.
Evarts (1988) defined “competency as an underlgihgracteristics of a manager
which casually relates to his/her superior perforoeain the job”. Jacob (1989),
states that to accomplish the managerial objecthuesessfully it is necessary to
have an observable skill or ability. Hornby and as (1989) defined it as the
“ability to perform effectively and the functionsrea associated with a work
situation”. Hamel and Prahalad (1990) defined aompetence as “the collective
learning in the organization, especially how to rdimate production skills and

integrate multiple streams of technologies”.

In recent times, for the term ‘competence and cgenry’ many meanings

and new labels have evolved through common usdgay&t (1992).

Spencer and Spencer (1993) analysed 650 jobslittateathe Mc Clleland
job competence assessment methodology and progesetic job models which
includes: motives, traits, self concept, attitudevalues, content knowledge or
cognitive behavioural skills. Spencer and Spent@93, 94) defined “any individual
characteristic that can be measured or countedbigliand that can be shown to
differentiate significantly between superior ander@age performer or between

effective and ineffective performer”.

According to the Hoffman (1999) generally ‘compmt¢ represents the
behaviour that an individual needs to demonstratdle the term ‘competence’
represents the standards of performance. “Compet&nca cluster of related
knowledge, skills and attitudes that affect a mapart of one’s job (role and
responsibility), that correlate with performancel aneasured against well accepted
standards and that can be improved with trainirgdy @ggvelopment,” this definition
of competency was given by numerous specialistdRD in Johannesburg, South

Africa in (2003). Competencies are basically bebaral but some of them may be
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learned through training and development, Mc QCtidl§1998). Rothwell (2002)

categorizes the core skills into foundational amdermediate competencies.
Competencies are also context specific Boyatzi8Z}9Delamare Le Deist and

Winterton (2005); Youn, Stepich and Cox (2006). @etencies must be integrated
throughout all human resource practices for thecessful implementation of

competency concept in the organization, Lucia aegdsinger (1999); Fulmer and
Conger (2004); and Alain and Kramer (2006). Compatencludes knowledge and
skills alongside attitude, behaviors, work hatatsilities and personal characteristics,
Green (1999); Lucia and Lepsinger (1999); Naquid ®itson, (2002) Gangani,

(2004); Nitardy and Mclean (2002).

Beck (2003) mentioned that competence manageneiat corporate level
not only improves the competence of its employees ib also improves their
performance. Deist and Winterton (2005) define @lsage of competence in the
context of training and development in USA, UK, f&ra and Germany and also
clarify the fuzzy concept of competence with a $iadi competence typology. The
managerial competencies lead to marketing effeotise in the corporate

organization, N. Gladson Nwokah, Augustine |. Alzia2008).

The past studies showed that through implememtaticophisticated human
resource development and workplace learning stegeg the organization helps in
selecting and developing best performers by enhgritieir competencies so as to

enable employees to respond quickly and flexiblgusiness needs.

Competent human resources are the essence ofssfudcerganizations.
Human resources are the valuable assets for eveygniaation and it is the
responsibility of the organization to manage thenathrough efficient and effective
competency mapping, Farah Nagvi (2009). The rewaklterature highlight that the
competency movement has started in various coagntiie Australia, Comford and
Anthansor (1995) U.S Boyatzis and Kolb (1995), UINKwton, Wilkenson, (1995),
Scandinavian Countries, Mabon (1995) and Israeiciee (1996). The employees
who possess a specific set of competencies provdoetbetter performers and
challenges for others, Schroder (1989); Rachim),gt1995). In many organizations

competency framework is the basis of promotion ojypaties and organizational
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career paths, Thomson and Mabey (1994). Competeasgyd structured interview
and other assessment techniques are used tolsedditt care professionals, Patterson,
Lane, Ferguson and Norfolk (2001). Competency fraonks can be used as a basis
for workplace learning, Dr. Thomas N. Garvan andiB&ic Guire (2001). Lucian
Cerusca and Cristnia Dima (2003) laid emphasishencompetency mapping and
linked it to performance and one’s career develogmilodern organizations are
undergoing heavy transformation and to cope with tlansformational process it is
required to manage the human resource. Organizaimngiving more attention in
understanding and developing the competencies pfoy®es and making use of the
tool of competency mapping to increase the prodiigtand employees’ performance
with a good work culture. Competency is an effextigol for the organization as
well as for the individual’'s career developmentleBp Kumar M. (2006). A study
has also been done on the relationship between rhumsource management
competencies and performance of HRM activities aui@y Chairs, Jannes
Rtrument Lindner (2001).

In the literature competency has been defined franous perspectives. The
American heritage dictionary of English languag@0@ has provided a general
depiction for this as “the state or quality of lagiproperly or well qualified”.
Numerous scholars have attempted to pin down aitlefi for competency. Quinn,
Faerman, Thompson, and McGrath (1990) suggestdd ctirapetencies are the
combination of knowledge and skills for implemeqgtmiven roles and responsibilities
successfully. To accomplish the desired resulta b, one must be effective in a
particular competency with specific qualificatiomsd personal attributes. The
functional perspective of competency is defined lasv the objectives of
organizations were best achieved by improving mesilggerformance, Burgoyue
(1993). For an organization competencies act asypartant tool for developing the
personnel plan, performance management and traipiogram in a consistent
manner, Klemp (1980). To be more effective andceffit in a job an individual
should exhibit underlying characteristics encourgdp that particular job, Boyatzis
(1982) and Kravetz (2008).
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Job descriptions list only responsibilities or egi@d results of a job, while
the competencies are viewed more broadly and iectueny factors which affect
employee’s job success but are not included ifabhelescription, Hayward (2002).
Similarly, personal traits are also not includedcompetencies. People bring their
underlying characteristics such as physical andtahdraits into the workplace.
These traits include qualities such as diligenéectveness which is inherent or

learned early in life and not at work, NahavandiQ@).

There is a difference between competencies andvlkdge, skills, and
abilities (KSAs). Knowledge can be defined as ad{pof information about the
theoretical and practical understanding of a supgeoquired by a person through
experience or education. Skills refer to the appion of data or information with
manual, verbal, or mental proficiency. Skills cantbsted to measure quantity and
quality of performance, usually within an estab#idhlime limit. Examples of skills
include typing and computation using decimals. Wpiimeans the strength to
accomplish something, especially the physical anehtad quality to perform
activities. Examples include planning and impleragoh”, Kravetz (2008). KSAs
are the important part of competencies and arelyhidapendent on individual’s
behavior. Each competency is a set of KSAs whitewiersa may not be true and
having KSAs does not mean that one has a certds afecompetencies. An
individual may know how to do a certain task withtneing able to complete the

task competently, Kravetz (2008).

The Department of Education Science and Training #he Australian
National Training Authority in 2002 has also propdshe similar set of guidelines.
The framework was based on the results of the relsgaoject conducted in 2001
and contained eight primary skills that work togetlwith the personal attributes,
such as: “loyalty, commitment, honesty and intggenthusiasm, reliability, personal
presentation, commonsense, positive self-esteamgsgf humor, balanced attitude
to work and home life, ability to deal with pressumotivation, and adaptability,
covering the practice of small, medium and largedienterprises” requirements for
employability skills, Curtis and McKenzie (2002hd results were concluded in the
2002 Australia White Paper as the ‘EmployabilitylISkEramework’. The framework
defined the eight employability skills as follows:
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0] communication skills that contribute to productawed harmonious relations
between employees and customers;

(i) teamwork skills that contribute to productive wagi relationships and
outcomes;

(i) problem solving skills that contribute to produetioutcomes;

(iv) initiative and enterprise skills that contribubeinnovative outcomes;

(v) planning and organizing skills that contribute émd-term and short-term
strategic planning;

(vi)  self-management skills that contribute to emplosatesfaction and growth;

(vii) learning skills that contribute to ongoing improvarh and expansion in
employee and company operations and outcomes; and

(viii) technology skills that contribute to effeat execution of tasks

2.1.1.2 Categorization of competency

Competencies could be categorized on the basitheofcharacteristics of
behaviors, Guglieliemino (1979). His analysis af\pous research findings on top-
level management skills led him to summarize threanagerial competency
dimensions as follows: (i) conceptual capacityluding decision making, creativity,
and problem-solving; (i) capacity to interact wipieople utilizing skills such as
communication, leadership, negotiation, analysef-growth; and (iii) technical
expertise such as time management and creationsaidss plans. His grouping was
supported by, Derouen and Kleiner (1994). Byham Moger (1996) made similar
groups including motives, behaviour, and knowleskjs competencies.
Siriwaiprapan (2000) proposed five common domaihsmployee competency
development in his study of Thai human resourcetpi@ners’ perceptions of HR

initiatives. His five common domains were as folfow

) Organizational competence: capacity to un@est and internalize
“organization-specific knowledge, such as businggges, organizational

cultures, policies, procedures, goals and objestigte”.

(i) Social competence: “basic abilities for sdarderaction and communication’,
including skills in making connections, maintainimgerpersonal relationships,

and taking pleasure in the significance of peati@hships”;
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(i)  Cognitive competence: “the ability to learand to perform analytical
thinking, planning, and problem solving, which eleaén individual to take

responsibility for handling contingencies that naaige”.

(iv)  Self-competence: “ability to adjust to changeadiness to learn, readiness to
develop oneself, readiness and ability to initiattion, trust, endurance,
receptiveness, broad-mindedness and self-discigeleesteem, individuality,

and self-determination™;

(v) Job competence: “the knowledge, theory, meth@ohd skills to carry out
employees’ work assignments and to affect theissef self-efficacy and

self-confidence about a certain job”.

In the business management field, management ¢engyegrouped into two
categories as: technical and generic competenteshnical competency related to
KSAs, “which basically consist of having knowledaed knowing how to apply it to
a job”, Agut and Grau (2002). In contrast geneampetency referred to individual
characteristics “that involve coping with less inat programmed, technique tasks

that are also part of the job”. For example in@to implement a new plan.

Development Dimensions International (DDI), a Ulsiman resources
consulting firm, based on its long-term experiendth the industry proposed four
dimensions: (i) individual performance; (ii) effae communication with others;
(iii) facilitation of individuals or teams to aclve company goals; and (iv) outcome-
orientation. Moreover, the relative importance atle dimension varied with place,
time, and people. DDI suggested that competenaegs Mifferent layers based on
the functions of jobs. For an organization core petancies were needed by all
members if they were to achieve a core competatheantage for the organization.
The second layer was managerial competencies wiech required of employees’
of management. For every work unit, it had spediiiectional competencies based
on its unique operational function (Development Birsions International, n.d.). To
develop a successful competency profile DDI suggkttat a competency analysis
should include at least four Ws, i.e., “what thatgon knows, what they can do,
what they have experience, and what motivates th@eVelopment Dimensions

International).
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Hong (1997), divided job competencies into sixugs (i) professional
capacity which was associated with knowledge anlis dlor certain occupations;
(i) management capacity such as executing capggiéning capacity, and time
management; (iii) interpersonal relationship skisch as communication and
timework; (iv) attitude, including initiative, entBiasm, and ability to learn; (v)
value systems such as decision making and timentatien; and (vi) types of

intelligence, such as problem solving.

2.1.1.3 Paradigm shifts on competency

Recently, several paradigm shifts in the conceptamd application of
competency are taking place. These new paradigmspeoviding insight into
current perspectives about the competency. Inahgpetition to conduct business at
the lowest cost possible. Companies have movedrttsaa performance-based pay
system, differentiating employee rewards in accocdawith performance in order
to minimize their personnel costs. Companies irgnegy reward their workforce,
focusing on employees with the greatest potentia those with the skills most
valuable to the company. Further research has esiggtathe importance of soft
skills when discussing job competency. Each rebeasc Spencer and Spencer
(1993) argued that high-quality performance was amly determined by better
technical skills but also by the manifestation nélerlying characteristics. Likewise,
Buhler (2001) and Ganzel (2001) maintained that s&flls were the key in
determining the actual tasks being performed becao# skills such as emotional
management ability led to superior performance ntloa@ did intelligence. In line
with the continuously changing business environme&oeimpetent professionals
should not only have adequate professional knovdealyd be proficient at task-
oriented skills, but also be sensitive to changes adapt to the new challenges in
the workplace, Abanteriba (2006).

Siriwaiprapan (2000) observed that thinking slsSllEh as analytical thinking,
problem solving, and planning have become more itapbin tackling contingencies
when jobs change unpredictably. As the business@maent becomes increasingly
knowledge-oriented, “jobs require employees who ¢haimk, make decisions,
conceptualize, analyze and resolve problems, imghémew ideas, communicate
well, and adapt to change”, Velde (2004). Therefatemerous contemporary social
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movements and educational authorities have becaomopents of building strong
character, an effort originally proposed by RichRitey, the former U.S. Minister
of Education, Huang (2003).

To succeed under the current market trends ingkbleal economy, future
employees need to be ready for either local ormatgonal work opportunities. A
growing number of scholars have given internatigreakpectives to the concept of
competency. Reich (1991) recognized that the wbdd become a highly global
network, suggesting that a symbolic analytic wonkeeded to be able to identify,

solve and broker problems.

Dlabay (1997) suggested that economic, politigaletechnology, culture,
and human relations skills were basic courses tefnational business instruction.
Three chief competencies for expatriates, includeddaptation, interpersonal
relationship, and culture shock management werealiglged by , Feng and Pearson
(2002). Hodges and Burchell (2003) suggested tigtlyn competitive business
environment required graduates to acquire thetghiti understand situations in
order to communicate effectively. Das (2012) sutggeshat competency can be
conceptualized as one of the four major componehtetermining and measuring

organizational effectiveness.

2.1.1.4 Competency in Indian Telecom sector

After adopting economic liberalization policies the last decade of the
previous century, the growth in India’s GDP haweadly shown and the contribution
of telecom sector in this growth story is notab@urrently the Indian telecom
industry is the major contributor to the Indian eamy by creating jobs and by
steady flow of money to the exchequer through sesvtax.In service industry the
organizations are highly dependent on the emplsyespacity and ability due to the
intrinsic characteristics of services like intanlijifp and perishability. Thus, in India
the HR experts have started recognizing the impoetaf competency framework in
the service industries. The Indian Telecom sedtorsfare widely using competency
mappingas a “process to identify key competencies fordtganization and/or a
particular job”. The competencies are used in the various processerelikeitment,

training, performance management of the organiaafldne process starts with job
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analysis to gather the information from the empésyeegarding what are the key
behaviours necessary to perform their respectitss, jafter that job description is
being developed and on the basis of competenciéiseafespective job description
and performance evaluation is being done. Currerties show that the service
sector is highly dependent on customer satisfacimhit is related with the ability
and behaviors of the employees of the organizafiberefore, it is important for an
organization to include the customers’ views anihiop in identifying competencies

for a particular job which involves frequent cusemmteraction.

2.1.1.5 Summing up literature on competency

Since, David McClelland (1973) used the term caempey as a decisive
factor of assessment in the higher education syst@mous studies have been
conducted in business management and human resonecegement. Competencies
are more behavior based in comparison to KSAs almdi¢scription. Competency is
set of several KSAs and it includes various factehsch affect the success of the
job but are not part of the job description. Corepey can be defined in three terms
i.e. attributes and qualification, behavior andivital’s performance. In brief, the
main aim of competency is to map the performana# tanprovide well trained
employees for achieving the organizational godkscétely and efficiently.

Even competencies have been categorized in thmtlire from various
perspectives such as conceptual capacity, behawidrknowledge/skills competencies
which form common groups. According to the icebergdel, knowledge and skills
were visible and appeared at the top of the icebatyeasily developed and can be
improved through education and job training. Ondhb®er hand, motives and traits
appeared at the base of the iceberg, because leothmore likely to be hidden and
comprised the innermost part of an individual'sspeality and were difficult to
develop and improve through education and job imgirHard skills are those skills
which are related to the professional knowledge taist-oriented skills, while the
soft skills are associated with the individual’'sh@eior which is necessary for
successful interpersonal interactidtiard skills are related to intelligence quotient
(IQ) as it requires more intellectual thought psxéactoring in an individuaOn
the other hand, soft skills are mainly related he emotional quotient (EQ). In
comparison to the idea of the iceberg model, haillis gend to refer to visible
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competencies, and soft skills are similar to hiddees in the iceberg model. As there
is overlapping between hard and soft skills, dif§icult to precisely categorize and
itemize visible and hidden competencies becauseladk of exact definitions in the

literature.

Currently, several paradigm shifts in the coneptand application of
competency are occurring. First, companies haveechdoewards a performance-
based pay system, differentiating employee rewiardscordance with performance.
Secondly, more and more research has emphasizeungoetance of soft skills
when the global business environment becomes isiaglg knowledge oriented
and keeps changing quickly. Thirdly, to succeedeurttie market trends in the
global economy, future employees need to emplari@tional perspectives to the

concept of competency.

2.1.2 Quality of Work Life

Today we are living in a constantly changing antetdetermined life. There
are several factors which affects the quality & kxistence like family, safety,
work and Lesuire, Ellinger and Nissen (1987); Balllmmd Godwin (2007); Huang,
Lawer and Lei (2007). Today employees feel disentdth with their work life
which causes dissatisfaction with job in the forinfrostration, tediousness and
anger during their working career and it can belgads both the individual and the
organization. Although many organizations try tduee the job dissatisfaction but it
is very difficult to identify all the factors whicmfluence the quality of work life,
Walton (1973); May and Lau (1999) and Huang ef24107).

Enormous literature appeared globally on qualitywork life. In India
various studies has been conducted on various taspeQWL by the scholars and
practitioners but still no ample attempt has besken in India to measure the

quality of work life.

In 1950s, QWL was introduced however its resebade was laid in 1972 in
the first international conference on QWL at Arddéouse where noteworthy decision
was taken to develop the QWL as a credible andtiiumal measure to make the
working environment more humanitarian for employeédgatt and Wah (2001);
Kotze (2005); Hannif; Koonmee and Virakul (20073@&urgess and Connell (2008).
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In the mid 1970s QWL was considered as one ofirtiortant aspect to
increase employee identification, develop a sef®elongingness and pride in their
work, Davis and Cherns (1975); Sashkin and Bur®8T)L Shekharan (1985) stated
that, the concept of QWL initially included the Worg hours, employees working
conditions and issues of wages but now the corftapbeen extended by including
factors like level of satisfaction, employees jaionpetence, their involvement in the

job and achievement on the job etc.

Skrovan (1983); Reid (1992) and Sirgy et al. (90&hphasized that QWL
construct deal with the well being of employees padple oriented process which
deals with the employee relation within the workviesnment. Dolan, Gracia,
Cabezas and Tzafrir (2008) stressed upon the imupoet of QWL for employees
and the way the organization deals with this is€pM/L can be seen as a set of
organizational interventions, a movement which &t foy employees in an
organization, Kotze (2005) and Wyatt and Wah (2001)

According to Kumar and Tripathi (1993), “QWL is philosophy of
management that believes in co-operative relatipng&ietween employees and
managers whereby every employee has the abilityrightito offer his intelligence

to provide useful inputs to decision making at @asi levels in the organization”.

Ellinger and Nissen (1987); Casio (1989); Singkdpand Vitell (2007) define
quality of work life as the “perceptions of an enoviment based on mutual respect
and support which encourages individual particgpatand open communication
ultimately affecting employee job, business, futared feeling of self worth of
employees”. An employee spends a large part ofdhis working; therefore it is
essential to find out new ways to improve the QWiling with the factors affecting
employee’s perception of QWL. Haung et al. (200@y aMay and Lau (1999)
examined that employees expect challenges andvachent, career development
and growth, balance between work and family lifehaamonious organizational
climate and a supportive managerial style in teoch®QWL. Kaushik and Tonk
(2010) and Koonmee, Sanghapakdi, Virakul and Le@l@® observed that an
employee QWL is dependent upon situational andopaitsfactors which includes

personal (subjective) and external (objective) etspef work-related rewards and
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experiences. In the modern organization relatign&l@tween the quality of work
life and employee health and performance has becamexplicit objective for

many of the human resource policies, Dolan, Saduksdn and Schuler (2007).

Extensive research has thus been conducted on @Wh a series of
disciplines regarding its definition and measuremeéfannif et al (2008) suggest
QWL can be classified into three categories nant@lyemployees’ job satisfaction;
(b) a “dynamic, multidimensional construct incorgiimg any number of measures-
objective and subjective- relating to employmenalijy’; (c) a concept going

beyond job satisfaction and encompassing subjeatélbeing.

According to Kumar and Tripathi (1993) there arany approaches for
achieving QWL in organizations, like job design,rikers’ participation and welfare.

Overtime, the definition of quality of work lifeals focused on the employees
need as well as organizational effectiveness aekisseew methods and approaches
to improve the work environment to make it moredarctive and satisfying. These
approaches and methods laid more importance omeinigeemployee identification,
sense of belonging and pride in their work, Nadled Lawler (1983); Kerce and
Booth- Kewley (1993); Brooks and Gawel (2001). ThQ8VL plays a major role to
humanize the work place and providing a good qualfitwork life to the employees,
which results in an overall enhancement in the petdity of the organization by
providing employees an opportunity to use theiracées and for self improvement,
Kotze, 2005; Krim and Arthur (1989).

The reviewed literature also express QWL as a meve, Ellinger and
Nissan (1987) define it as “an environment basethatual respect which supports
and encourages individual participation and opamrmmanication in matters which

affect our jobs business as also our futures aglthfys of self worth”.

Bachner and Bentley (1983), describe QWL as aladggical democratic
process whereby employee participation is invitedlllevels of decision making,
change and organizational success. This enhangasysa self respect and reduces

feelings of inability.
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Positive QWL creates an environment which prowedegployee with steady
employment, adequate remuneration, fair treatmmahisacurity at work place. Recent
research has shown workers desire for greater draddr self expression and for
self growth. The employee thus expects the orgéoizdo provide opportunity to
fulfill these needs. Therefore, current researatuses on defining QWL from the
perspective of employees and fulfillment of theseds, Kotze (2005). Sirgy et al
(2001) and Lee, Singhapakdi and Sirgy (2007) deed@WL as a construct which
incorporates the welfare of employees. These resees has stressed on employee
satisfaction resulting from employee participation the workplace activities,

resources and outcomes.

The needs which are derived from the employeediggaation in the
workplace are mentioned as economic and family siegdcial needs, health and
safety needs, esteem needs, actualization neeunls|ddge and aesthetic needs. The
fundamental principle of this approach to QWL iattmployees seek to accomplish
their basic needs through work, satisfaction fromirtjobs to the extent that the job
meets these needs. Cascio (1998); and Koonmeg(2040) describes “QWL as the
perception of the organizational environment whicteets the full range of
employees’ needs related to their well being atkvor

The focus of QWL is employee wellbeing and satisfen within the work
environment Orpen, (1983); Danna and Griffin (199Bpoth-Kewley (1993);
Brooks and Gawel (2001); Kerce and Sirgy et al0g3pVan der Doef and Maes
(2002) and Huang et al. (2007) stated that qualityork life is different from job
satisfaction since job satisfaction is constru@sdne of many outcomes of QWL.
Therefore it is essential to go beyond the jobs&attion and try to include those
aspects of workplace which effect the satisfactiath job, overall life , subjective

well being and happiness.

According to Kandasamy and Sreekumar (2009) amdvak (1983), “QWL
is a continuing process which means utilizing abaurces especially human
resources”. It also improves the way things getedby assuring the long-term
effectiveness and success of the organisation awtlap the awareness and

understanding of the concerns among all membetheobrganisation to be more
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responsive to those concerns and needs. Accordinghung, Killingworth and
Nolan (1997); Kandasamy and Sreekumar, (2009); &(2905); Martel and Dupuis
(2006); Rathi (2010) a vast literature has beeredam QWL but still the definition
and application is not clear and it seems thatetherno clarity on the QWL

construct and reliable instrument which can meagsi@nsistency.

QWL consists of the work environment, work expecies and work rewards
which meet the employee needs and determine pérsmolasituational factors,
Kaushik and Tonk (2008); Koonmee et al. (2010). QWctludes assurance of
employment competence improvement, employees health safety, work life
balance and career planning, Van de Looij and Ben@&95) and Ruzevicius
(2006). Evaluation of quality of life must encompadl the above elements and the
results can be used to develop and implement spoigrams in organizations at

national and international level.

Keith (1989) lays down that QWL refers to “favoeaiess or unfavorableness
of a job environment for people”. QWL concept givey, Boisvert and Theriault
(1974) is as follows:

Global Role’z of work in
” one’s life

QWL

Restricted

Job & organization Job
physical environment

Participation Job
in decision content

Fig. 2.2 Concept of quality of work life
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2.1.2.1 Dimensions of quality of work life

Walton (1974) attributes the evolution of QWL tarus phases in history.

He identified eight dimensions, which make up th¥IQframework.

(i)

(ii)

(iii)

(iv)

(v)

(vi)

(vii)

Adequate income and fair compensation: For indi@idmoney is still an
important source of motivation, employees want #veh adequacy and
fairness in their compensation. Employees linkrtipaiy with performance
and responsibility.

Safe and healthy working conditions: SincéQ9 emergence of ergonomics
has laid emphasis on improvement of the equipmesigd and plant layout
to improve the physical as well as psychologicahfat and safety of the
employees. Thus, an organization needs to crela¢aléhy and safe working

environment for the employees.

Immediate opportunity to use and develop lmtapacities: Organizations
should develop their employees through trainingpgaition, promotion and
competency development and the job or task shoaldhiallenging enough
which can extend their skills, abilities, and knegde. It will create a positive

impact on employee’s autonomy, self esteem, matimatnd involvement.

Opportunity for continued growth and security an organization proper
opportunities for training and career advanceméwoiulsl be given to the
employees by providing a platform for continualwgtio and income security.

Social integration in the work organisatiorheTwork environment should
provide opportunities for preserving an employegé&sonal identity and
self-esteem including freedom from prejudice, assemf community

interpersonal openness and the absence of stasitificin the organisation.

Constitutionalism in the work organisationigRt to free speech, equitable

treatment and personal privacy in the workplacetrhesnsured.

Work and the total life space: an individisalvork should be balanced with
his personal life. Career stress, travelling andkvszhedules should not be

taken too high so as to intervene with his persbfegaand leisure.
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(viii)  Social relevance of work life: For an orgaation it is important to be socially
responsible in terms of its products, employmerdcfices, marketing
techniques and waste disposal because it can ma#uan employee’s career
and importance of his work.

Cohen et al. (1997) postulates that growth satifa, organisational
commitment, job satisfaction, group effectivenesd aocial satisfaction were the
dimensions which was used to measure QWL in terimts aelationship between

QWL and self management leadership.

In relation to this, Donaldson, Sussman, Dente&on and Stoddard (1999),
recognized and deliberated job satisfaction, jausty, quality of supervision, work
environment and co-worker satisfaction as dimersiwhQWL and found them to
be important predicators of overall organizatioefiéctiveness. Danna and Griffen
(1999) described QWL in the form of hierarchy whiobludes satisfaction with the
life at the top of the hierarchy, satisfaction witke job at the middle level and
satisfaction with the work specific facet at thevllevel of hierarchy. According to
Lewis et al. (2001) “QWL factors include reduced rwastress; organisational
commitment and belonging; positive communicati@gognition; predictability of

work activities; fairness; clear locus of contrabaorganisational decisions”.

Wyatt and Wah (2001) examined four dimensionsa (ijvourable working
environment, (ii) personal growth and autonomy) (ewarding nature of the job,
and (iv) perception of stimulating opportunitiesdaro-workers which constitutes
the QWL of employees. Maslow (1954); McClelland@1®; Herzberg (1966); and
Alderfer (1972;) developed a need satisfaction rhadd the purpose of this model
that employees seeks to fulfill their basic neduasugh their job. Further, Sirgy et
al. (2001) mentioned that employees needs can tisfiesth though proper working
environment, supervisor behavior, job responsieditand other programmes and

they derive satisfaction from their jobs to theesttthat their jobs meet these needs.

On the basis of need satisfaction and bottom-ilp sger theory QWL can
be measured in terms of employee need satisfaatioch can be categorized into
lower- and higher-order needs. Lower-order QWL seeoimprised of: (a) Health
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and safety needs; (b) economic and family neediewigher-order QWL comprised
of: (c) social needs (d) esteem needs; (e) salfasization needs; (f) knowledge

needs; and (g) aesthetic needs.

QWL can be measured within four contexts: (a)ahsical environment of the
work place; (b) the nature of the job; (c) the migational management and policies
and (d) the psychosocial conditions of the emplsy®tartel and Dupuis (2006).

Huang et al. (2007) measured QWL within four disiens: “(a) work-life
balance; (b) job characteristics (which includedides such as scope of work, job
challenge, degree of autonomy, variety of skillgttigipation in decision making,
communication with supervisors, income and recaogmifairness); (c) supervisory
behaviour; and (d) compensation and benefits”. fiiln¢ings of his study showed

that there is a significant impact of QWL on orgational commitment.

In a recent study, Pranee (2010) includes isauds &s “occupational hazards
and safety, human resource development throughamelineasures, professional
training, working conditions and consultative wakwell as participative mechanisms”
in the QWL and the study suggests that QWL alsolires “schemes for sharing the
results from the gains of productivity and is femmore equally concerned with the

quality of products and improvements”.

In conclusion it can be seen that the QWL is a lwaation of various
constructs and dimensions which are relevant t@tbanisational environment. The
extensive literature reveals that QWL is a widegmag concept, which includes

participative management, satisfaction towards vaokimproved work environment.

33



Table: 2.2. Components of QWL in the view of diffeent researchers along

with type of industries.

Author

Component

Type of the
Industries

Out comes

Walton

(1975) USA|:

Vi.

Vil.

viii.

Adequate and fair compensatiq

Safe and healthy working
conditions,

Immediate opportunity to use
and develop human capacities

Opportunity for continued
growth and security,

Social integration in the work
organization,

Constitutionalism in the work
organization,

Work and total life space and
Social relevance of work life.

bn, Service
industries

All these componentg
are the associated wit
QWL

Levine,
Taylor and

Davis (1984

Europe

Vii.

Respect from supervisor and
trust on employee’s capability;

Change of work;
Challenge of the work;

Future development opportunit
arising from the current work;

Self esteem;

Scope of impacted work and life

beyond work itself;

Contribution towards society
from the work

Insurance
Company

QWL Policies may vary
as per the size of the
organization and
employees group

Mirvis and
Lawler

(1984) UK |.

Safe work environment,
Equitable wages,

Equal employment opportunities
and

Opportunities for advancement

Corporation
service

QWL was associated
with satisfaction, wage
hours and working
condition

Baba and

Jamal (1991

UK

Vi,
Vii.
viii

Job satisfaction,
Job involvement,
Work role ambiguity,
Work role conflict,
Work role overload,
Job stress,
Organizational commitment an
. Turn-over intentions

Nurse in
Hospital

Monotony in the job du
to routine work

activities can affect
QWL Negatively
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Author Component Type of the Out comes
Industries
Lauand |i. Job security Manufacturing QWL is workplace

Bruce (1998|..

Reward systems

industries

strategies operations &

us B o environment that
. Training promote and maintain
iv. Carrier advancements employees satisfactio
opportunities
v. Participation in decision in
decision making
Elisand |i. Poor working environments, Nurse in All these factors
Pompli |, ; ; Hospital associated with job
ii. Resident aggression, . . ;
(2002) | _gg -~ _ dissatisfaction and QW
Canberra lii.  Workload, inability to deliver
quality of care preferred,
iv. Balance of work and family,
v. Shift work,
vi. Lack of involvement in decision
making,
vii. Professional isolation,
viii. Lack of recognition,
iX. Poor relationships with
supervisor/peers,
X. Role conflict,
xi. Lack of opportunity to learn new
skills.
Thomas |i. Favorable work environment, | All type of | All these components
(2007) Chmaii_ Personal growth and autonomy industries | are a_lssomated Wlth th
. quality of work life of
iii. Nature of JOb, Emp|oyees
iv. Stimulating opportunities and
co-work life
Guna seelan.  Health and well-being Information | All these components
Rethinam &|:: ; technology | are associated with th
. ii. Job securit : :
Maimunah | _ y. (IT) quality of work life of
Ismail |iiil. ~Job satisfaction, professionals IT Employees
I\/EZIOOS)' iv. Competence development and
alaysia The balance between work non
work life
Hosseini |i.  Adequate and fair compensation, Insurance | Results have shown th
(2010) i. Safe and healthy working workers of __among the elgh_t
Mazandaran| dimensions of quality d

conditions,

Immediate opportunity to use
and develop human capacities

province

worklife, pay fair and
adequate pay size,

at

=

Integration and social
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Author Component Type of the Out comes
Industries
iv. Opportunity for continued cohesion, growth
growth and security, opportunities,
v. Social integration in the work cont_mumg ;ecurltzj/, the
organization, integration an
_ o o development of human
vi. Constitutionalism in the work Capab"mes are related
organization, to performance.
vii. Work and total life space and
viii. Social relevance of work life.
Raduan Chei.  Career satisfaction Managers | The result indicates that
Rose (200_6 i Career achievement from the freg _three exogenous
B) Malayasis trade zones invariables are significar
iii. ~Career balance Malaysia for| career satisfaction,
both the | career achievement and
multinational| career balance, with
corporations| 63% of the variance ir
(MNCs) and QWL
the small-
medium
industries
(SMils)
G Nasl |i. Fair pay and Autonomy Tehran The results showed that
Saraji, | j0p security, University of the majority of
H Dargahi |- Medical employees were
ii. Reward systems, Sciences dissatisfied with
(2006) |, - :
Tehran iv. Trammg and career (TUMS) occupatlonal health and
advancements opportunities, | Hospital' | safety, intermediate ard
Participation in decisi ki employees | senior managers, their
V. articipation in decision making income, balance
vi. Interesting and satisfying work between the time they
vii. Trustin senior management. spent W?arriﬂirllg and with
viii. Recognition of efforts
ix. Health and safety standards af
work.
X. Balance between the time spent
at work and the time spent with
family and friends
xi.  Amount of work to be done
xii. Level of stress experienced at
work
xiii. Occupational health and safety
work
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a

Author Component Type of the Out comes
Industries
Saklani, |i. Adequate and fair compensationThe sample| Apart from monetary
D.R., (_1979 ii. Fringe benefits and welfare comprised conS|der§t|on, _
India measures respondents ( employegs in India
_ both accord a high value td
lii.  Job security managerial | the factors that satisfy
iv. Physical work environment and non- self esteem and self-
v. Work load and jobs stress managerial | actualization needs of
, . . categories higher order.
vi. Opportunity for continued grO\MBrawn from 24
vii. Human relations and social organizations
aspect of work life of different
viii. Participation in decision making ~ types.
Reward and penalty system
ix. Equity, justice and grievance
handling
X. Equity justice
xi. Work and total life space
xii. Image of organization
Stephen, Aji.  Adequate and fair compensation Employers The findings of the
(2012). Indig;; Fringe benefits and welfare and employee study regarding
measures of various | perception of employe
_ small scale | and employees on QW
iii.  Job security industrial unit{ variables, revealed te
in Chennai, | important QWL factors
Coimbatore | in SSI. These are soci
and Madurai| support, interpersona
cities in Tamil relationship,
Nadu, India | Recognition, autonomy
working environment,
relationship with boss
working hours,
governance by rule of
law, role clarity and
fringe benefits.
Muftah, H. |i.  Physical, Employees | The result of this study
A, &Lafi, |;; Psychological Working in the_ supports that thg MosS
H. (2011) |.. _ Oil and Gas |important determinant
lii.  Social factors companies iNQWL is physical factors
the State of followed by
Qatar psychological factors
and then social factors
The study indicated th
QWL is positively and
significantly related to
employee satisfaction,

Py
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2.1.2.2 Quality of work life within the organizational framework

Quality of work life plays an important role in @mployee’s life because
he/she spend a great deal of their time at theik\ptace and plan their daily routine
life, their living standards and social life acaogito the demand of job. Therefore
in most of the organizations, QWL is a major eletreanemployees define themselves
in terms of their work. The importance of QWL cam $een from the fact that the

lives of employees are tied and organized as geathons of their organizations.

It has been proved from the past research andestutlat QWL is an
important determinant of various organizationalcoutes like lower absenteeism
and turnover rate, lower tardiness frequency, esmd task performance and it also
influences the behavioural response of an employéee form of turnover intention,
job involvement, organisational identification, jaatisfaction, organisation and
career commitment, organisational turnover, jobrefjob performance, intention to
quit, and personal alienation, Kerce and Booth-kKgwl(1993); Donaldson et al.
(1999); Sirgy et al. (2001); Wilson, DeJoy, Vandery Richardson and McGrath,
(2004); Wright and Cropanzano, (2004); Ballou amub@in, 2007; Huang et al.
(2007); Lee et al. (2007); Wright and Bonett, (20(Brivastava, (2008); Kaushik
and Tonk (2008) and Koonmee et al. ( 2010).

Literature also revealed that QWL apart from predg organizational
outcomes it also affects the non — working lifeaof individual and is significant
determinant of health, life satisfaction and psyobizal wellbeing of employees,
Martel and Dupuis (2006); Sirgy et al. (2001); Sstava (2008); Wilson et al. (2004).

Saklani (2010) states the “new-found concern f@vlQin corporate life” is
due to the “realisation that human resource isntlest important asset which must

be released and developed”.

Kotzé (2005) mentioned that QWL of employees carirtfluenced by the
changes in the value system and beliefs. He alsatgabout the importance of
differential ethnic composition memberships of @igations and competent
employees. In 1930s, Robert Hoppock explored tHerdnt levels of job satisfaction
related to the work level (professionals, managema executive) the individual
who possess high occupation level has the higlagistaction in his job.
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Moen (2000) found the relationship between the QWfd gender, the
findings shows that QWL is different for men andmemn. It can be summarized
from the literature that QWL is not influenced bgiagle demographic variable but
some of them might have a moderating effect on QWL.

The past studies unveils the job aspects from lwhit employee articulate
his dissatisfaction in the form of frustration teld to career desire and fulfilling
work, Kaushik and Tonk (2007); Lee et al. (2007arfee (2010); Saklani (2010);
Sirgy et al. (2001). These all are the intrinsicets of work as they are embedded in
the work itself. Wyatt and Wah (2001) suggested esather intrinsic factors like
opportunity for growth and development, decisionkim@ control and autonomy
and meaningfulness with job these are some faethish are inseparable from a
high QWL, Huang et al. (2007); Pranee (2010); Seetjyal. (2001); Van der Doef
and Maes (1999) Ducharme and Martin (2000); Wyadt\&Wah (2001) Maharaj and
Schlechter (2007); Wyatt and Wah (2001) and Prg26&0). It can be concluded
that employee who possess a degree of autonongcafion making can get overall
job satisfaction and employees who possess wortevainid meaningful work “can
create a total quality situation”.

Lowe et al. (2003) observed the relationship betweork-life experiences
and personal life of employees and found that rtabe conditions such as high
intrinsic and extrinsic rewards, good social suppanfluence over workplace
decisions and available resources exist in thenizgton then only employees are
likely to perceive their workplace in a positiveywa

Pranee (2010) identified four organisational faxtoompetence, managing
systems (procedural controls over the productioocgsses), operational climate
(working environment) and technology which affethe QWL for sustainable
development of employees within an organisation.

Gropel and Kuhl (2009); Pranee (2010) and Ratbi(? mentioned that it is
the core responsibility of the organization to ¢eea healthy working environment
where employees gain both job and psychologicasfaation. It is also believed
that the employees who possess worthwhile and megfrhijob and good working
conditions can experience satisfied personal lifd quality in working life. This
would result in the increase in the productivitydaprofitability of both the
organisation and the employees.
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Chapter - 3

Growth of Indian Telecom Sector

The present chapter presents an overview of tké démerging Indian
telecommunication industry. Section 3.1 introduties industry. Evolution of the
Indian telecom sector is described in section 3iensection 3.3 deals with the
current scenario of the Indian telecom sectoreltien 3.4 government policies and

initiatives are highlighted.

3.1 Introduction

The onset of the economic reforms in India in 1981the form of
globalization, privatization and liberalization neabhdia realize that the development
of effective and efficient means of communicati@msl information technology is

crucial for development.

The Indian telecommunication industry is one @f filistest growing sectors in
the world. Government policies and regulatory freumik implemented by Telecom
Regulatory Authority of India (TRAI) have provideal favorable environment for
telecom companies which are the service providems has made the sector more
competitive, efficient and accessible such thatatvides telecommunication services
at affordable tariffs to the consumers. In termswofeless subscribers India’s
telecommunication market is the second largest etark the world TRAI annual
report (2013-14). In the last two decades, the strghuihas registered an exponential
growth and has caught the imagination of one ahnlyalevolutionizing the way, we
communicate and share information. The serviceglagally recognized as one of
the driving forces of the economic developmenthaf tountry, TRAI Annual report
(2013-14). The sector also acts as one of the nsajgport services needed for rapid
growth and modernization of various sectors ofdbenomy. The exceptional growth
of the Indian telecom industry has motivated thesésoment of India to provide a

business friendly environment for companies insgkgor by initiating several measures.

According to UST Global driven by 3G & 4G services 2016- 17 it is
expected that there will be huge machine to macroeith in India. According to

GSMA (Group Special Mobile Association), smart pe®mill account for two out of

40



every three mobile connections globally by 2020e Bulow tariffs and falling handset

prices, India will become the fourth largest marfketthe smart phones by 2020.

Mobile penetration and broadband services waltlleo an increase in the per
capita GDP by 0.81 per cent and 1.38 per centcagely in the developing countries,
Joshi (2014). According to Earnst and Young (20Iridjan telecom played a vital
role in the making of Indian economy, by connectingivacious economy of more
than a billion people together, and with the réshe globe. This is an extraordinary
achievement in terms of nation’s socioeconomic bbgraent. Nasit (2011), has

reinstated the role of the sector in India’s trageg of growth post liberalization.

Shah (2008) has highlighted the transformatiorthef sector in terms of
growth, technology and market structure in the thestade through policy reforms
introduced by the Government of India. Post libeedion, the sector has been
transformed from a government monopoly to a cortipetienvironment allowing

multiple private players to enter and provide tee/ges to the customers.

Tarab (2012), affirmed that the growth and theeltlgyment of the telecom
sector is a joint effort of the government and giév service providers. Foreign
direct investment, active participation of privalayers, reforms measures initiated
by the government and wireless technology hasegficelly geared the development
and growth of the Indian telecom sector.

3.2 Evolution of the Indian telecom sector

The Indian telecommunication services began inl1&3der the ownership
of British government with the initiation of thedt operational landlines in Kolkata.
In 1881, telegraph facilities were open for thelmubn 1883, the telephone services
were merged with the postal system (Tarab, 2012).

In independent India, the foreign telecommunicatioompanies were
nationalized to form telephone, telegraph and pesevices under the ministry of
communication by the Government of India. To im@gahe performance, GOI
placed the Indian telecom sector under state contrd980, the manufacturing of
the telecom equipments was given to private congsamhich introduced reforms in

the telecommunication sector.
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Table 3.1: Evolution of the Telecom Industry

1984

Manufacturing of subscriber terminal equipment @ukno private
sector

1985

Telecom was constituted into a separate departmighta separat
board.

1986

MTNL (Mahanagar Telephone Nigam Limited) & VSNL @ésH
Sanchar Nigam Limited) created as corporations

1988

Government introduces dhaling scheme. PABX services ol
within a building or in adjoining building

1989

Telecom commission formed

1991

Telecom equipment manufacturing opened to privatgos. Majo
international players like Alcatel, AT&T, Ericsson, Fgjit and
Siemens entered equipment manufacturing market.

1992

VAS sector opened for private competition

1993

Private networks allowed in Industrial areas

1994

Licenses for radio paging (27 cities) issued.

May, 1994

New Telecom policy announced

Sep, 1994

Broad guidelines for private operator entry intosibaservice
announced

Nov, 1994

Licenses for cellular mobiles for fourtros issued

Dec, 1994

Tenderfloated for bids in cellular mobile services in tfcles,
excluding the four metros, on a duopoly basis

Jan 1995

Tenders floated for second operator iic Basvices on a circle basi

July, 1995

Cellular tender bid opened

Aug, 1995

Basic servicender bid opened, the bids caused lot of conteyveX
majority of bids were considered low.

Jan, 1996

Rebidding takes place for basic services in thirtecles. Telecor]
Regulatory Authority of India (TRAI) formed by ordince.

Oct, 1996

LOls being issued for basic services

March, 1997

TRAI Act was passed in Parliament

June, 1998

Several VASs available through privptgators becomes operation

March, 1999

Announcement of National Telecom Policy

Jan, 2000

Amendments of National Telecom Policy

Aug, 2000

Announcement of Domestic Long Distanaaetition Policy

Oct, 2000

Planned Corporatization of DoT.

Source: BSNL.co.in
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3.3 Current scenario of Indian telecom sector

The Indian telecommunication industry consiststwb categories: fixed
service providers (FSPs) and cellular service pevi(CSPs). The sector provides
some basic services like telephone, radio, telewjsnternet etc. The GSM (global
system for mobile communication) and CDMA (codeigion multiple access)
along with fixed Line, PMRTS (public mobile radicubking services) and WLL
(wireless local loop) are the advanced servicesiged by the sector.

3.3.1 Growth of telephones

Over the years, the Indian telecom sector has aeenge development in
terms of growth of telephones mainly due to priyad€icipation through investment
in this sector. Table 3.2 reflects positive growthcase of wireless and slightly

negative growth in case of wire line telephonethalast decades since 2004.

Table 3.2: Growth of Telephones (in millions)

S.No. Years Wire line| Wireless| Gross Tota] Annual @wth %
1 March’04 40.92 35.61 76.53 40
2 March’05 41.42 56.95 98.37 29
3 March’06 40.23 101.86 142.09 44
4 March'07 40.77 165.09 205.87 45
5 March’08 39.41 261.08 300.49 46
6 March’09 37.97 391.76 429.73 43
7 March’10 36.96 584.32 621.28 45
8 March’'11 34.73 811.60 846.33 36
9 March'12 32.17 919.17 951.35 12
10 March’'13 30.21 867.81 898.02 -6
11 March’'14 28.50 904.52 933.02 4

Source: Dept. of Telecommunication (DoT), Annuap®&us, 2010-11 and 2013-14.
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Fig. 3.1: Growth of telephones over years

1000 Jo1.59 J55.UZ

898.02

900 =
846.33
, 919.17 904.52
800 867.81
811.6

700 621.28 /
/584.32

429.73
400
300.49 39176
300

205.87 261.08
200 Z i

7653 9837 22 165.09
100 3581 U1.86 39.41 37.97 36.96 34.73 32.17 30.21 28.5
0 40-02 41,42 %n' 3 ,n_77 -4~ > ¢ ¢ f‘ |4 . 4 |

In Million
a1
o
o

=—\Nire line =#—Wireless Gross Total

Source: DoT, Annual Report 2010-11 and 2013-14.

3.3.2 Growth in tele-densities

The total subscribers in India increased from 6b7million at the end of
September, 2014 to 962.63 million at the end ofo@et, 2014 showing a monthly
growth rate of 0.532 per cent (TRAI). The telecawalution has affected both the
rural and the urban market. It shows a phenomewait which can be attributed to
the country’s large population, high economic giowhd competition in the sector,
affordable handsets, reduced tariffs, infrastrietsinaring and the introduction of
positive regulatory reforms. At the end of OctoliZh14 the overall tele-density in

India was 77.07 and 45.39 per cent in urban aral aneas respectively.

There is a huge growth in the tele-densities, ardd 2004, it was 7.02 per
cent which has increased up 53.46 per cent in M204l® and about 74.5 per cent in
January 2014.
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Figure 3.2: Trends in tele-density from 2007 to 204
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Figure 3.2, indicates that at the end of the fanyear 2014, the tele-
density has increased to 75.23 percent from 73e8Zent in April, 2013. During
the year 2013-14, the urban tele-density declimedhf146.64 percent to 145.46
percent while the rural tele-density increased fedn©5 per cent to 44.01per cent.

3.3.3 Wireless vs. wire line
There has been a continuous growth in the wirgldsphone in contrast to
the decrease in the wire line telephones. TableaBd3Fig 3.3 show the percentage

share of wireless and wire line in the last fouarye

Table 3.3: wireless vs. wire line telephones

Sr. No. Segment March'11 March'12 March'13 March'14
1. Wireless 95.90 96.62 96.64 96.95
2. Wire - line 4.10 3.38 3.36 3.05

Source: DoT Annual Report, 2013-14

The figure shows that that there is a positivemgnan the shares of wireless

and negative growth in the wire line telephonethanlast four years.
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Fig. 3.4 :Percentage share of wireless and wire lit
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3.3.4 Growth in Public vs. Private
In the last decade there is an uninterrupted nsthé number of wireles
phones of the private telecom companies as comparpdblic sector in the Indie

telecom sector.

Table 3.4: Public and private wireless telephone (in millions)

Segment March'11 March'12 March'13 March’14
Public 14.89 13.69 14.49 12.8
Private 85.11 86.31 85.51 87.13

Source: Dot Annual Report, 2C-14

Figure 3.5 Number of wireless telephone in ublic and private sectol
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It can be explained from the above figure thatribmber of connections
private sector are much more compared to publitbeeConsequentlythe Indian
telecommunication industry is one of the lowestff@providers in the worli The
Indian consumers are benefiting from low t¢ a rate which i major reason fc

explosive growth in this seci, Nasit (2011).
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3.3.5 Growth Drivers

As the subscriber base is increasing day by desetbre, huge investment

and developments have taken place in the sector.

Foreign Direct | nvestment

The Government of India has raised the limit to p&F cent subject to

following conditions.

Applicable only for basic cellular, unified accessvices, national/international
long distance, v-sat, public mobile radio trunkedvices (PMRTS), global
mobile personal communication services (GMPCS)ahdr services.

FDI up to 49 per cent on automatic route and beyihiatl on Government
route.

FDI shall be subject to laws of India and not @ned of the foreign countries.

The following developments are the major growth drvers in the sector:

Bharti Infratel has planned to acquire the tele¢omers of Idea cellular and
Vodafone at a valuation of US$ 785.82 millions mdlib. It is also planning
for taking over the telecom towers in Srilanka &ashgladesh.

SoftBank (Japanese company) has planned to inv&$t10 billion in Indian
IT sector in the coming next year.

Ericsson has won US$ 9.42 million three years djmra support system
(OSS) deal from Mukesh Ambani headed Reliance riimcomm, the only
pan-India 4G license holder in India. Under thel daaisson will provide
the telecom unit of Reliance Industries its servfadillment software
solutions comprising nine suites (DoT, annual re@64.3-14).

Reliance Jio Infocomm Ltd. has signed an agreemethit generic tools
infrastructure (GTI) Ltd. to share the telecom tosyét is the seventh tower
sharing agreement that Relaince Jio has signed théttielecom owners in
India.

The Chennai-based Exotic Global Trades Pvt. Ltd.reaently launched its
telecom product under ISUN brand in mobile phoned tablet personal
computers which is bundled with various BSNL (Bliasanchar nigam

limited) schemes.
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As per IMF income will expand at a compound averggowth rate of 5.7
percent to US$ 1,869.3 during 2013-18. The GOl plancut the license fees up to
33 per cent for the operators who are providingises for more than 95 per cent of
the residential areas in calling circle. As per tiaional e-governance plan, the
Department of Information Technology intends to getover one million internet-
enabled common centers across the India.

3.3.6 Market key players

As on June, 2014, the private service provideld 82.56 per cent of market
share of wireless subscribers whereas the pubtitoiséeld only 10.44 per cent
market share. There are many wireless network taperan India having different
subscriber base and market share. In terms ofgotacribers in the wireless market
share, Bharti Airtel is the market leader with a.8% per cent share of total
subscription followed by Vodaphone (18.49 per cddBa (15.13 per cent) Reliance
(11.90 per cent) and so on. Figure 3.5 shows thscsiber base and market share of
different service providers.

Sistema Videocon MTHNL Loop
Telewings . 1.00%__ 0.59% 0.37% 0.31%

Quadrant
P33 Bharti

Aircel
7.92%

BSNL
10.07%

Reliance

11.90% Vodafone

18.49%

15.13%

Source: TRAI annual report 2013-14
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3.4  Government policies and initiatives

Recently the Government of India has fast traclefdrms in the telecom
sector and plans to clear the proposal allowingctspe trading. The DoT will
provide a defence band to the ministry of deferadled defence interest zone (DI12Z).
The GOI has given the orders to the telecom firoisnplement full mobile number
portability by May 2015, TRAI Annual Report (2013)1

DoT has planned to frame a policy for the coumstrielecommunication
industry that will provide an easy exit to companeho want to leave the business
without losing out any valuable assets. The telenamication department is
exploring a proposal from the National Manufactgridompetitiveness Council to
float a US$ 1 billion government sponsored fundded ‘Make in India’ technologies
to boost local gear manufacturing. The proposeecteh manufacturing fund will
impart impatrtiality in start-ups promoted by tectwrats and scientists of Indian origin
on condition that product development and manufarywvill happen only in India.

It can be concluded thahe development in the Indian telecom sector has
become a key contributor in India’s economic andiaoupgradation. Every
functional division and service provider of theetmm sector of the country is trying
to provide world class telecom infrastructure satea of operation and enhance its
services to the customers. Thus, it is helpingcthentry to achieve great success in
the global scenario. In view of this and the sigaiht role of the sector in the Indian
economy, the competitiveness of the human capitathe telecommunication

industry is one of the core areas which need texipdored and researched.
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Chapter - 4
Research Methodology

This chapter comprise of 8 sections. Sectionéctrds design of the empirical
research work. Section 4.2 describes the targatlpopn and sampling strategy. In
section 4.3 measuring instruments are developedpgsimy competencies at
managerial level and quality of work life. Sectidrl deals with the procedure of
data gathering. Pilot study is presented in sectidn Section 4.6 contains statistical

processing of data. Statistical hypotheses have theeeloped in section 4.7.

This chapter examines the methods through whicmpetencies at
managerial level and quality of work life can beasgred and compared to reach

conclusions based on empirical analysis.

4.1  Design of the research work

According to Creswell (2003) research design imgslformulating research
problems, describing the site chosen for data ciidie, field ethical requirements,
procedures for collection, analysis of the data @nedrole of the researcher during
the data collection process. The outcome of theareb is based on the proper
selection of the right research process within teégearch design, Hussey and
Hussey (1997). Thus, a research design could beasea blueprint, framework or
plan for collecting and using data in order to obtidne desired information with
sufficient precision, Struwig and Stead (2001); Keou( 2002).

In order to achieve the empirical objectives a$ ttesearch work, a cross-
sectional design has been used. According to Sek@@00) a cross-sectional
design is a research study which is conducted enstot to collect data and might
last for weeks or months. Fife-Schaw (2002) argiled a cross sectional study is
suitable for comparing subgroups and relationshgpwben the variables. The
response rates normally remains high thereforaydlves eliciting information at a
single time from individuals in different conditismnd conclusions can be drawn in

a short period of time.
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In the present research an internet-based suredlyotiology mixed with the
self-administered mail questionnaires and faceaxte-finterview survey methodology
was adopted to collect data from the target pommratThe collected data was
analyzed using appropriate parametric methods.

4.2  Target population and sampling strategy

Baker (1994) says that the core of any researchnaglishment is mainly
based on the selection of a target population. tRergeneralization of a research,
determination of target population is essential, tagget population sets the
boundaries, which are considered as potential dtmms on hypotheses generated
within the conceptual framework”, Eisenhardt (1989herefore, adopting an
appropriate strategy help the researcher to painttiee most effective way of

examining the proposed theories and hypothesis.

As has already been previously stated, the tagetlation selected for this
thesis was the middle-level personnel of the tetesector in India. The information
collected from the Indian telecom sector indicatest the total middle-level staff
during the financial year 2012-2013 was 221747 Wwihscalmost 64 per cent of the
total employees in the sector. The middle level agament personnel is a link
between the upper and lower levels and plays aifisignt role in managerial

decision making and functioning.

4.2.1 Sampling frame

Sampling frame is also known as ‘working populatidt is simply a listing
of the individuals in the target population. laiso the base of selecting a sample. In
the present study, the sample frame is based tistissaprovided by the Department
of Telecommunications, Ministry of Communicationdaimformation Technology,
Government of India, New Delhi. According to Spidd995) surveying the whole
population for a single study is difficult and exgese. Thus, in the present study,

the sample frame comprises the middle-level em@eyeorking at the district level.

4.2.2 Sampling
Kerlinger and Lee (2000) argued that sampling ierely a process of

selecting a unit from a universe as representativtbat universe. The main criteria
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of sample selection is to ensure that sample ghesentation of the total population
from which it is selected, and therefore is a t8aone, Brewerton and Millward
(2001).

4.2.3 Sample size
Sample size should be appropriate else it wowdltlymproper results, if it is
larger or lower than the estimated size.

For example, more chances of failure in convergeara improper solutions
prevails if the sample size is lower than the ested size, (e.g., negative error
variance estimated for the measured variable), lamer accuracy of parameter,
Hair et al. (2006); Comrey and Lee (1992). On ttteeohand, if the sample size is
larger than what is needed will result in wastafjéme, money and respondents’
responses, Bryman and Bell (2007); Zikmund (2003r et al. (2006). So it
becomes essential to know an appropriate sampessizhat results based on this
can be generalized for the targeted populationsTfar this thesis, the sample was
selected as per the rules of thumb within multatgrianalysis and the data analysis
technique viz: structured equation modeling usinBSEM (e.g. AMOS 18,
Mplus7), and factor analysis.

In order to determine a suitable sample size|ebe of precisiongampling
error), and the degree of variability criteria is usyalldopted, Miaoulis and
Michener (1976).

(1) For the large populations, Cochran (1963:73pppsed the following
eqguation to yield a representative sample for priogs.

Z%pq
eZ

N = (4.1)

Where
Ny = sample size,
Z?> = abscissa of the normal curve that cuts offr@aa at the tails (1 «

equals the desired confidence level, e.g., 95%),

(0]
I

desired level of precision,
estimated proportion of an attribute thairissent in the population,
1-p.

©
1
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Figure 4.1

The total numbers of employees in telecom seatoBbst December 2012
were 346480, out of which target population (midelel personnel) considered for

this study was 221747 (approx. 64 per cent).

With the confidence level 95% (if so desired) amk of population 5000 (in
round off) for precision level +3%, and 5%, thengde size would be 1067 or
rounded off as 1100 and 384 or 400 round off reby.

(i) Yamane (1967) has also proposed a simplified foamalcalculate sample
sizes.

N
n=—r0H--— (4.2)

Where,
n
N

e = level of precision.

sample size,

population size,

With the rounded off population size 300000 in pinesent study the sample
size would be 1107 or 1100 and 399 or 400 (in rooffidrespectively for precision
level £3%, and £5%.
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(i)  Krejcie and Morgan (1970) provided a formula foteadmining the sample

size when population size is known:

X?NP(1-p)

Sample size =t — (4.3)

x? = table value of chi-square for d.f. = 1 for dediconfidence level:
0.10=2.710.05=3.84 0.01 = 6.64 0.001 =10.83

N = population size

p = population proportion (assumed to be 0.50)

d = degree of accuracy (expressed as a proportion)

With the confidence level 95% (if so desired) gapulation size 300000
(round off); the sample size would be 1063 or 1{00ound off) and 384 or 400 (in
round off) respectively for precision level £3% datb%.

Fowler (2002) proposed that the size of the sammalg be determined on the
basis of data analysis techniques. The preseny stuolased on structural equation
modeling that comprises multivariate analysis idolg statistical techniques such
as: confirmatory factor analysis (CFA), structysath analysisff), causal modeling
with latent variables, analysis of variance andtipl@ regressions. For getting the
authenticity and robustness in results using SEbLdh empirical literature provides

a number of rules of thumb a few considered afellsvs:

No consensus exists on the issue of sample simee KL998) argues that
SEM is a technique for large samples. As proposethbkson (2003) the N:q rule is
applicable when the estimation method used is maxirtikelihood (ML), which is
mostly used in SEM or ML estimation, Jackson (20@3%jued that researchers take
into consideration the minimum sample size in teaithe ratio of cases (N) to the
number of model parameters that require statisesimateqq). An ideal sample
size-to-parameters ratio would be 20:1. He agalicated that, “one should have at
least 20 cases for every estimated parameter &i.20:1 ratio); a 10:1 ratio is less
ideal but may suffice”, Jackson (2003). It is atsmgested that larger samples are
needed for missing or non-normally distributed data compared to complete,

normally distributed data. MacCallum et. al (199%i)ggests that “sample-size

55



requirements depend on the preferred power, thehypbthesis being tested, and
the overall model complexity...also encourage reseascto use larger sample sizes

when testing more complex models”.

All researchers do not agree that sample size@eirspecific. Jackson (2003)
found “a small effect of sample size on model fitem he tested the hypothesis that
an inadequate sample would result in poor-fittingdeds”. Jackson’s work suggests
that the reliability of observed measures and tmaler of indicators per factor are

important determinants of model fit.

Following the criteria of variable to number ofea ratio, Kline (1998); and
Jackson (2001, 2003), as in the present researdh itvs proposed to examine 14
constructs with 65 items within the basic moded desired sample size is 910 (i.e.,
65x14=910). The valid sample in this study remaih@@0, which is justified based

on the observations made in this section.

4.2.4 Sampling strategy

The Indian telecom sector is organized into tweéwy ‘service areas’, out of
these seven ‘service areas’ were selected by rars@onpling methodology. These
are Gujarat, Haryana, Jammu and Kashmir, Rajasthamil Nadu, and Uttar
Pradesh- [East], Delhi. The type of probability géing applied was simple random
sampling (SRS). Therefore, the middle-level persbnftom Indian Telecom
organizations (private and public) were invitedp@rticipate in the research. An
internet-based survey method was used to collecirformation. The reasons for

adopting a web-based survey as opposed to a papedisurvey are as follows:

. All middle-level personnel from Indian telecom ongaations usually have
access to the internet and email via their molilengs, so the author of this
thesis hoped would increase participation as Ma@010) observed that the
online surveys are flexible since the respondeatsnly internet access, can

answer questions at any time and in any place.

. As this study considered a wide geographical asexep service areas),
making use of an online-survey was more econonacal provided easy

follow-up.
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. On a regular basis the response rate could beydastked and reminder

emails could be sent out to attract participation.

The method of collection included the followingste

. The permission was obtained from concerned orgaaimto conduct the
research. The information about the research puweezhd possible outcomes

was provided to them before seeking their permissio

. Participants were also informed about the objestiaed the importance of
the study, were assured of the confidentiality kit responses and were

given sufficient time to complete the questionnaire

The invitation to participate in the research gtwdas sent out to 1400
middle-level personnel across the telecom sectdhinviseven ‘service areas’
mentioned earlier. In total, 1021 participants ctetgd the online questionnaire, out
of which 21 questionnaires were excluded from thdysdue to incompleteness.

4.3 Measuring instruments

The questionnaire consisted of three sections:

(@) Demographic profile: This part of the questionnaire comprised of twenty
biographical questions related to organizationjgihedion, age, family size,

family income, tenure within the organization, etc.

(b) Competencies at middle-level personnel:This part contained six

dimensions proposed to be measured by twenty sgtmuns.

(c) Part 3: Quality of work life: F orty one QWL questions for eight constructs

formed this part of the questionnaire.

4.3.1 Competencies at middle-level personnelature and composition
This section of the questionnaire contains six disi@ns: achievement/result
orientation, basic knowledge and innovation, skitid attributes, meta qualities,

communication, and decisiveness.

Validity and Reliability: Validity represents the quality of a questionnairesuch

that it measures what it says it do&eliability represents the consistency of a
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measurement, Salkind (2008). The reliability isdshen the total sample of 1000
respondents. Internal reliability of the questianm&as been tested on the goodness
of fit index (GFI), the non-normed fit index (NNF&nd the RMSEA criteria. The
cronbach alpha for six dimensions ranged betwe#h t0.0.83.

4.3.1.1 Validity of the competency model and raticale for inclusion

Structural equation modeling has been used tossste validity of the
conceptual model. Boyatzis (1982) determined tharagtieristics of managers that
enable them to be effective and efficient in vasionanagerial positions, based on
study which was conducted on two thousands mandugpdding forty one different

positions in twelve organizations.

Human capital is clearly emerging as a key engineconomic growth, and
it is evident that the skills and competencieshef workforce impact positively on
productivity and competitiveness. Indian organizasi are witnessing change in the
system, management cultures and philosophy duehdoatignment of Indian
industries to global industries. There is a neadnfalti skill development. In this
regard investment in human capital would appedret@ prerequisite to economic
success. A more integrated approach to the measuatevhcompetencies and skills
is therefore important. To explore the role of cetemcies in determining the QWL
is mainly focused on. As already indicated befshe dimensions are proposed to be
measured by twenty six questions targeted at midsiel personnel of the selected

sample organizations.

4.3.2 Quality of work life: nature and composition
QWL is a philosophy or a set of principles, whistate that, “people are
trustworthy, responsible and capable of making malde contribution to the

organization”, Rose, Beh, Uli and Idris (2006).

The part Il of the questionnaire deals with QWAntaining 39 questions for
eight constructs suggested by Walton (1973) viZaia and appropriate salary,
working conditions, use of one’s capacities at Wk, opportunities available at
work, social integration at work, constitutionalisespect to the laws at work, the

space that the work occupy in one’s life, socildvance and importance of work.
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Validity and Reliability Confirmatory analysis by means of linear structural
equation modeling has been applied to examine Hworf structure of the
guestionnaire. The correlation between the scaldsnithe QWL construct ranged
from 0.810 to 0.824; these are strongly correlatatthin the QWL construct. It

indicates that the construct validity of the quastiaire is satisfactory.

The reliability is based on the total sample o0@@espondentdnternal
reliability of the questionnaire are tested on tngeria of goodness of fit index
(GFI) 0.992, the non-normed fit index (NNFI) 0.92nd the RMSEA 0.000;
indicates a good fit of the model. The results prtws that the eight scales of the
guestionnaire has satisfactory internal reliahil@yonbach alpha, measures internal
consistency reliability, the degree to which reg@sare consistent across the items
within a measure.

nri;
1+(n-1)7;

Cronbach alphac = (4.4)

wheren is the number oftems(not cases) and; is the average Pearson correlation

between all pairs of items. The cronbach alphattiese eight scales ranged from
0.79 to 0.86.

4.3.2.1 Rationale for inclusion
There seems to be no clear definition of the QWhstruct, making it
difficult to measure and interpret it. The pointwéw from which QWL is defined

will determine the criteria relevant in its evaioatKotzé (2005).

An overview of studies indicate that, some QWL sugaments are limited
evaluating employees experiences of satisfactiodissatisfaction, or look at job-
related perceptions and attitudes of individualfilev others measure only job
characteristics, Wilcock and Wright (1991); Kercel 8ooth-Kewley (1993).

The QWL for an employee is determined by the twayilow of personal
and situational factors involving personal (subjejtand external (objective) aspects
of work related rewards and experiences, KaushikTeonk (2008); Koonmee et al.
(2010). Thus an integrated approach to the measunteof QWL is needed. The
guestionnaire dealing with QWL includes eight disiens related to personal and
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structural factors. This has widened the view @& work situation making it more

comprehensive.

4.4  Procedure of data collection

The questionnaires were mailed as well as suppidididually to the selected
target group (the respondents of respective corepamiiddle-level personnel). The
author of this thesis organized contact programinth@ company level and the
participants were instructed and informed regardihg completion of the
guestionnaire, the objectives and importance ofstnely, what is being measured
and what will happen to the outcome. Participardsevassured of the confidentiality
of their responses.

4.5  Pilot study

The framing of the initial version of the measgrisurvey instrument is
followed by purification of the questions withinethnstrument. A pilot study is
normally carried out before the process of mairadatlection so that its feasibility
in terms of reliability and validity to improve thestrument design can be checked,
Zikmund (2003). Ticehurst and Veal (2000) also ssteel the significance of the
pilot study so that possible weaknesses and flamthe survey instrument can be

weeded out.

The pilot study was conducted on seventy randelgcted telecom sector
middle level employees’. Sixty questionnaires wewkected before the cutoff date;
out of them five were rejected due to the presefeelarge number of missing data.
Two questions were eliminated during the screetesgof reliability and exploratory
factor analysis (EFA) at the individual construevél related to measurement of
sampling adequacy and total variance. A psychomatst (Mann-Whitney-U-test)
was also applied to investigate whether "the lergfththe measuring instrument
might discourage respondents to pay equal attetdidime questions at the beginning
of the instrument compared to the questions aetttkeof the instrument”, so that the
modified version of the measuring instrument cdoddsubstituted for the existing

one. However, no difference was observed.
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4.6 Statistical processing of data

The statistical and quantitative processing oadeds done with the help of
software IBM SPSS Statistics 20 with Amos 18, gratid Mplus 6. The following
processes formed the part of the quantitative tgcies used for data analysis:

4.6.1 Descriptive statistics

Huysamen, (2001) stated that “descriptive stasstire used to describe the
basic features of the data in a study and prowsdeple summaries about the sample
and the measures”. The use of tables and graplis,measurement of central
tendency and variability are being included in tmesd. The underlying descriptive
statistical techniques used in this research sanely

Mean (X)
It represents the average score in a distribution.
X =Yr,Xin (4.5)

where} L, X; is defined to mean @+ X, + ...+ X.

Standard deviation (SD)
According to Howell (2004) “Standard deviationdisscribed as the positive
square root of the variance and basically meagheeaverage of the deviations of

each score from the mean”,

SD = /% (4.6)

Skewness and Kurtosis

The degree of asymmetry in distribution is meastineough skewness. The
best known example of a symmetrical or normal ihistion is represented by a bell
shaped structure. There are two types of asymraettistribution: (i) negatively

skewed (i.e. skewed to the left) (ii) positivelyesked (i.e. skewed to the right).

The word kurtosis means curvature, D’Agostetal (1990). It is generally
defined as a measure reflecting the degree to wdidtstribution is peaked. There

are three types of kurtosis, mesokurtic (which hagegree of peakedness that is
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considered moderate, is represented by a normalbdigon), leptokurtic (with a

high degree of peakedness), and platykurtic (witwadegree of peakedness).

Skewness and kurtosis, represent the third andthfomoments of a
distribution. The word moment is employed to reprégo the sum of the deviations

from the mean in reference to sample size.

m; - &% 4.7)

n

Where, mrepresents the sample statistic for thenbment about the mean.

4.6.2 Inferential statistics
Huysamen (2001) says that “inferential statisties used to reach conclusions
which extend beyond the immediate data alonea.edke inferences from the data

obtained to more general conditions”.

4.6.2.1 Reliability of instruments

The Cronbach alpha and confirmatory factor anal¢@&FA) could be used to
determine the reliability of the instruments. Aatiog to Murphy and Davidshofer
(2005), “the Cronbach alpha measure estimateseliability based on the number

of the items in the test and the average interetation among test items”.

Cronbach’s Alpha (&) is a measure of internal consistency that is ool
the field of psychometrics. It can be mathematycedpresented as follows:

K g1
=z i£157) (4.8)

Let k be the number of items (or questions)the variance associated with

itemi, ands# the variance associated with the total (or sunglid€item scores.

4.6.2.2 Factor analysis
Suppose there is a data matrix X, having n observawith p random

variables, X(n _p) ok;; , where,i=1,...,nandj=1,...,p:
xll cee xlp
xnl e xnp
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Where, rowsy; = (xil,...,xip)T € R” represent the i-th observation of a p-dimensional

random variable ¥ RP.

The main objective of factor analysis (FA) is tadf a small set off
unobserved/ latent / hypothesized variables (fa§tdo explain the outcome @f
observed variables in the data matXx so FA is known as data reduction
procedure. In this method all the information inc&n be reproduced by a smaller
number of factors. These factors are latent (uneksgg¢ common characteristics of
the observed & RP. It occurs when every observed x -—I,(x,xp)T can be presented
in the following set of p equations:

X1 = Cpaf1 + Cpofo +...+ e Freen) + GQufc + W
X2 = Cpaf1 + pofz +...+Q2-1) a1y + pific + o
Xp-1 = Gp-1yaf1 + Qp-nyef2 +... 40 1)) fik-) + Gp-2ydfic + Up-1)

Xp = Cpaf1 + Gpof2 +... +Cpen) f-ny + Goific + o

where, {, f2....fk.s and § denote the k common factorsqa,0th2, ...Gpk-1yand Gy are
coefficients associated with the p regressionshef observed variables on the
common factors. 4 W, ....U.1 and  represent residual components @fx, ... X1

and »x, respectively. These equation can be summed tolews:

X = Xisa Qiufi + 1y 1 =1,p. (4.9)

where f, for | = 1,...,k denotes the factors. The numbefacfors, k, should always

be much smaller than p.

If a p-dimensional random vector X :](x.,xp)T is considered with mean p

and covariance matrix Var(X) =
Ox,x, " Oklxp

Var()() =Y = : ,

O' see O'
XpX1 XpXp

A model similar to (4.9) can be written for X in trn& notation, namely

X=QF + (4.10)
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Where, F is the k-dimensional vector of the k fest(r,...R)" , Q is a (pxk)

matrix of the factor loadings, and p is axp) matrix of mean of variable j. When
using the factor model (4.10) it is often assunieat the factors F are centered,
uncorrelated and standardized: E(F) = 0 and Vax(K) If the last p-k eigenvalues

of X are equal to zero, X can easily be expressedéfatitor model (4.10).

The factor analysis is used to split the influenoéthe factors into common
and specific ones. As depicted in equation 4.1@¢hlgiinformative factors that are
common to all of the components of X and factorat thre specific to certain

components. The factor analysis model used in piiaxa generalization of (4.10):
X=QF+U+u (4.11)

where Q is a (x k) matrix of the (non-random) loadings of the coamfiactors F(k
x1) and U is a (p<1) matrix of the (random) specific factors. It ssamed that the
factor variables F are uncorrelated random vedars that the specific factors are
uncorrelated and have zero covariance with the comfactors. More precisely, it

is assumed that:

EF =0,

Var (F) =k, (4.12)
EU =0,
Cov(U,U)=0,i#]
Cov (F,U)=0.

Define
Var (U) =y =diag ¢11, ..., Ypp)-

The generalized factor model (4.11) together i assumptions given in

(4.12) constitutes the orthogonal factor model.

There are two types of factor analysis (FA), eratlory factor analysis (EFA)
and confirmatory factor analysis (CFA). EFA is lgeused when researcher wish to
explore the pattern in data and to test explichky stated hypotheses, EFA is used
where data is not subject substantive constraints the pattern of relationships

between observed and latent variables is not cesti So, EFA is data driven,

64



Brown (2006: 14). Where each common factor is asslto affect every observed
variable and that the common factors are eithezaatielated or uncorrelated. On the
contrary, CFA is theory-driven, where substantivalyaningful constraints commonly
placed on factor model has setting the effect @f latent variable to equal zero on a
subset of the observed variables. CFA is allowethé¢otest the hypotheses about a
particular factor structure, Albright, J.J. andiR&i.M. (2009).

CFA is actually a special case of the structucglagion model (SEM), also
termed as covariance structure, McDonald (1978)@tinear structural relationship
(LISREL) model, Joreskog and S6rbom (2004).

4.7 Structural equation modelling

The reason for using SEM in the present researdiscussed in this section.
In structural equation models (SEMSs) or simultarseequation models, are actually
multivariate regression models. Under this equasigstem response variable in one

regression equation might appear as a predicatmher equation, Fox, J. (2002).

According to Garson (2004) “structural equationdelong is a family of
statistical techniques which incorporates and matsg path analysis”. In factor
analysis “various types of models to depict relatips among observed variables,
with the same fundamental goal of providing a qiaine test of a theoretical
model hypothesized by a researcher are used”, Smtken and Lomax (2004).
Kline (2011) is of the opinion that the term “stiwi@l equation modeling does not
designate a single statistical technique but imsteders to a family of related
procedures. Other terms such as covariance steuanalysis, covariance structure
modeling, or analysis of covariance structures @s® used in the literature to
classify these techniques together under a siradpel'l. He further stated that, “the
computer tools for SEM require you to provide a dbtinformation about things
such as which variables are assumed to affect wdreables and the directionalities

of these effects”.

The determination whether the theoretical modsligported by the observed
sample data or not is the main objective of SEMy, Hhompson and Wang (1999);
Schumacker and Lomax (2004). According to Gars®@42 “it is important to note
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that SEM is usually viewed as a confirmatory rattiem exploratory procedure”.
The ultimate goal of SEM is to attain whether timalfretained model (if any): has a
clear theoretical rationale (i.e., it makes sensifferentiates between what is

known and what is unknown.

There are two components in a SEM model, the ‘oreasent model’ and
the ‘structural model’. Measurement model, involaesmaller set of latent variables
which are linked with a set of observed variabées] being tested through CFA. On
the other hand, the structural model deals thetatariables which are linked to the
observed variables through a series of recursidenan-recursive relationships. The
SEM process involves two steps: (i) validating theasurement model (primarily
using Confirmatory Factor Analysis) (ii) fitting éhstructural model (accomplished

through path analysis with latent variables), Gar&04).

4.7.1 Characteristics of structural equation modehg

Various types of theoretical models including esgions, path and confirmatory
factor models can be tested through SEM. Therévardypes of variables found in
SEM, latent variables and observed variables. Atingrto Kline (2011), “observed
variables can be categorical, ordinal, or contirsydut all latent variables in SEM
are continuous and there are other statisticalniqolks for analyzing models with
categorical latent variables, but SEM deals withtewous latent variables only”.
The main components of SEM can briefly be summdra=efollows:

Regression Model
In a regression model a single dependent obseragdble is predicted by

independent observed variables.

Yi = Bat BoXoi .4 BrXni +U (4.13)

where, Y is dependent variable; X, , ...X, are independent variablgs, B2, ...pn

are slope coefficients angare disturbance terms.

Path model
According to Kline (2011) “a path model is a stural model for observed
variables. A structural model represents hypothabesit effect priority”.

66



Confirmatory factor models
According to Schumacker and Lomax (2004), “conéitany factor analysis,
consist of observed variables which are hypothdsiaaneasure one or more latent

variables both independent and dependent”.

Confirmatory factor models are generally showedath diagrams where
circles represent the latent variables and obseragdbles are displayed by squares.
Causal influence is denoted by Single-headed arfevysand covariance between
two latent variables is represented by double-hetaaleows represent. Latent
variables ‘cause’ the observed variables, as caeber by the single-headed arrows

pointing towards the manifest variables from ttreles.

Suppose there are two latent variables or commactoifsé; andé, displayed
in circles (Figure 4.2). The fact@i influences three observed variablgsthrough
X3 (in squares), while factdy, impels the other three observed variablethrough
Xs (in squares). It is expected that the téyocovary, shown byp; on the two-
headed arrow. Factor loadings are representetl bywhere i indicates observed

variable and j represents the factor. The squaasetbif Ioadingll?j is termed as a

Figure 4.2 : Path diagram of a confirmatory factormodel
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communality, it represents the proportion of vac&in the observed variablg")
that is explained by the latent variabj8)( Brown (2006). Theé; shows thatinique
factors because they affect a single observed variable.sfimeorporates all the
variance in eachx, such as measurement error, which is not captbsedhe

common factors.
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The assumption is that the error terms have a ragéaaro, E §) = 0, when
latent and observed variables are taken as mederedrand that the common and
unique factors are uncorrelated, £')=0. The confirmatory factor model can be
expressed into the following set of regression gqnos:

X1 =h11€1 + 01 Xo=hp1&1 + 02 X3 =A3181 + 03 (4.14)
Xa=haolo + 04 X5 =As5Lp + 05 X6 = he2l2 + 06

where, eaclx is a linear function of one or more common factgs an error term
(there is no intercept as the variables are meate).These equations can be

summarized into matrix equation as follows:
X=AE+d (4.15)

where, X is the vector of observed variabless the matrix of factor loadings
connecting théi to thex, & is the vector of common factors, ahds the vector of

unique factors.

Correlation Analysis

The degree of linear association between two bkesais measured by the
Pearson product moment correlation coefficient. inferential statistical tests
correlation is not considered but comes under guse@ statistical measures. In
correlation the main emphasis is given to the gtierof association and its

direction. the correlation coefficient value rangesween 1 and -1.

Null hypothesis H:p =0
Alternative hypothesis Hy: p # 0

— Xy
"= o (4.16)

where, Pearson product-moment correlation coefficgerepresented by the letter
Ther is an estimate gf (the Greek letter rho), which is the correlatieivizeen the

two variables in the underlying population.
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4.7.2 Advantages of SEM
SEM technique having the following multiple advege:

I. Kline (2005) observed that “it allows researcherthink in terms of models.
Many applications of SEM are a blend of exploratarnyd confirmatory

analyses”

il. It provides the investigator to accomplish simudtams as well as systematic
evaluation of variables from which causal inferemes be drawn, Back
(2001).

iii. It is usual practice that basic methods only il limited number of
variables which are not capable of dealing withabmplicated theory while
SEM facilitates investigators on modeling complé&empomenon for statistical
testing, Garson (2004); Schumacker and Lomax (2004)

iv. Currently, measurement error has become a huge issan empirical study
in various disciplines. SEM technique allows itlhe accounted for when
analyzing the data statistically, Garson (2004huBtacker and Lomax (2004).

V. SEM besides analyzing complicated theoretical nsodetomplex phenomena
also permits the investigator to measure mediatffegts by adding additional
path hypothesized model, Back (2001); Schumackeiamax (2004).

4.7.3 SEM models
Schumacker and Lomax (2004) argue that “varioasritical models can be
tested in SEM which hypothesizes how variablesnge@ionstructs and how these

constructs are related to each other”.

Steps to build SEM models
Schumacker and Lomax (2004), proposed five stdmshathey termed as
the ‘building blocks’ of SEM analysis. These are:

Model specification
Model specification is a mathematical expressibthe theory in terms of
equation allowing the use of all the relevant aldeé information and theory

research. Thus before data collection and analgsisiodel should be specified
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which can be confirmed with variance and covariat@. Dealing with ‘what to
include’, in model specification, Kline (2011) swgged that new research areas can
have limited existing literature. Therefore, theid®ns about what to include in the
model must be based on researcher's experienceelisaw published reports.
Reasonable specifications may also be based orrtexqg@nion in the specialized
areas. Contrary, in help established areas theteoisnuch information in the
literature that it is practically not possible taclude all of it. To cope with such
conditions the researcher must rely on his or lidgment regarding the most crucial

variables.

Model identification
Before estimating parameters model identificasbould be done. There are
two general requirements for identifying requiremsewhich are necessary but not

sufficient for model identification, Kline (2011iz;

I. The degrees of freedom of model must be at least(d&; > 0).
il. Every latent variable (including the residual teymmust be assigned a scale

(metric).

For the requirement affy > 0 as the counting rule, Kline mentioned some
authors: Kaplan (2009) says that “models that woldne counting rule are not
identified. Specifically, they are under-identifiedr underdetermined (when
observations are less than the estimated paraniefens investigator may face two
other situations i.e. over-identified (observatians more than parameters) and just-
identified or just-determined (when observation® aqual to the estimated
parameters) models. Kline (2011) indicates thatsistructural equation models with
zero degrees of freedordf(; = 0) that are also identified can perfectly reproaithe
data (sample covariances), but such models tegaricular hypothesis”. He further
indicated that “the termgust-identified and overidentifieddo not automatically
apply to a structural equation model unless it sdmith of the two necessary
requirements for identificatiorand additional, sufficient requirement for that

particular type of model described, viz;

I. A just-identified structural equation model is itiéad and has the same
number of free parameters as observatidiis=£ 0).
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il. An overidentified structural equation model is itiéed and has fewer free

parameters than observatiod§,(> 0)”.

Considering CFA model, if all of the unknown paeders can be rewritten
in terms of the variances and covariances wdrxables it is said to be identified. As
reported in figure 1.0 the unknown parameters o @fodel aregys, Six Aj, and six
di,. Information provided is variances and covarianead observed variables
includingo11, 621, 622, 631 ... 6. The number of input information is 21 = 6(6+1)/2
= p(p+1)/2, where p is the number of observed Wem Degrees of freedom are 8

=21(known) -13 (unknowns). Thus it can be said tiiatCFA model is over-identified.

Though latent variables are unobserved and tales are unknown, so for
identification of a CFA model imposition of somenstraints are necessary. In order
to identify the model, it therefore becomes neagstaset the metric of the latent
variables in some manner. The model identificatiepends on the description of
parameters which are fixed, free, or constrainéfdiwo or more parameter values
generates the same covariance matrix, then thegarwalent and if a parameter
has the same value in all equivalent sets, thepan@meter is identified”, Berg ,Y.
Van Der (2011).

Estimation

Model investigates the different techniques fotinegting the population
parameters within a SEM environment. The estimapimtess includes the use of a
specific fitting function to minimize the differeadetween the implied matrix and

the sample covariance matrix of the observed acatdr variables.

When observed variables x are taken as mean edntehe sample

covariance matrix fox, indicated by§ can be decomposed as follows:
T=APA+0O (4.17)

where,® = covariance matrix of thefactors and
©® = the covariance matrix of the unique factérs
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Estimation proceeds by finding the paramefersb, and® so that predicted
X covariance matrixz (sigma) is as close to the sample covariance m&tias
possible. There are several different fitting fuores which exist to determine the
degree of association of the implied covariancerimndd the sample covariance
matrix, of which maximum likelihood is the most coron ones (Albright and Park,
2009).

Modéd testing
Model testing is done after calculating the par@mestimates to determine
how well the data fit the model at what extent tieoretical model is supported by

the collected sample data.

Goodness of Fit
GFIl is used to determine how well the theoretivaddel matches the
observed data, a large class of omnibus testssexigt of these, some commonly

used fit indices are described below:

Chi-square () test

Chi-square ) is a classic goodness-of-fit measure to deternciverall
model fit. Its null hypothesis is that “the implied predicted covariance matrixis
equivalent to the observed sample covariance m&ttjxor £=S. Joreskog (1969)
indicated that “a large® and rejection of the null hypothesis means thatleho
estimates do not sufficiently reproduce sample camae; the model does not fit the
data well. By contrast, a smqﬁ and failure to reject the null hypothesis is ansif
a good model fit. However, thg® test is widely recognized to be problematic”.
Brown (2006) says that “the test becomes invalid when distributional assunmstio
are violated that leads to the rejection of goodiet®or the retention of bad ongs.
is based on a very narrow and finding hypothesis=8",. Kline (2011) informed
that “an attempt to reduce the sensitivity of thedel chi-square to sample size,
some researchers in the past divided this statistits expected value, or normed
chi-square (NC) =% / dfy,, which generally reduced the value of this ratio
compared withyZ . There are three problems with NC: {£) is sensitive to sample
size only for incorrect models; (2),, has nothing to do with sample size; and (3)

there were really never any clear-cut guidelinesualmaximum values of the NC
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that areacceptablgle.g., NC < 2.0—3.0). Because there is littleistiatl or logical

foundation for NC, it should have no role in mofiehssessment”.

Due to these drawbacks gfftest, various other alternative fit statistics dav

been developed, each one having its own meritslaneerits.

Root Mean Square Error of Approximation (RMSEA)

RMSEA was introduced by Steiger and Lind (1980YISEA “incorporates
a penalty function for poor model parsimony” anadeis sensitive to the number
of parameters estimated and relatively insenstoveample size, Brown (2006). The
Amos User's Guide suggests that “a value of the EN®f about 0.05 or less
would indicate a close fit of the model in relatimnthe degrees of freedom,” though
this figure is also not free of defects and is dase subjective judgment, Arbuckle,
(2005). According to Kline (2011) RMSEA is scalesiaabadness-of-fit index where
a value of zero indicates the best fit.

2
RMSEA = [£i=m (4.18)
afm

Kline elaborates that “calculatep values for the test of the one-sided
hypothesisHO: €0 < .05, or the close-fit hypothesis. This test isaaoept—support
test where failure to reject this null hypothesigdrs the researcher's model”. The
threshold of .10 in the poor-fit hypothesis is apgoposed by Browne and Cudeck
(1993), who suggested that, “RMSEA10mayindicate a serious problem”.

Goodness-of-Fit Index (GF1)

According to Kline (2011) “the Jéreskog—S6érbom @&F&n absolute fit index
that estimates the proportion of covariance ingample data matrix explained by
the model”. Joreskog (2004) argued that “GFl ed®iahow much better the
researcher’s model fits compared with no modellat a

A general formula is

GFl = 1-Zes (4.19)

Ctot

where,C,..; = the residual and

C:or = total variability in the sample covariance matri
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The value of GFI varies with sample size. GFlesssl affected by model size
than the RMSEA. The value of GFI ranges between.®-Ihe values > 1.0
represents the over-identified models whefeis close to zero, and values < 0

represents the small samples or poorly fit.

Comparative fit index (CFl)

Kline (2011) indicates that the “Bentl@omparative fit indeXCFI) is an
incremental fit index that measures the relativgpromement in the fit of the
researcher’'s model over that of a baseline mogeically the independence model”.
For models wherg < dfy, , CFl = 1.0; otherwise, the formula is

_ 4 Xi-dfm
CFI=1 o—drs (4.19)

where, the numerator and the denominator repréiserdstimate the chi-square non-
centrality parameter for, respectively, the resears model and the baseline model.

If the value of CFI = 1.0 means only thg} < dfy,, not that the model has perfect
fit (xz, = 0).

CFl evaluates “the fit of a user-specified solntim relation to a more
restricted, nested baseline model,” in which thevariances among all input
indicators are fixed to zero”, Brown (2006). Thdweaof CFI ranges from 0O for a

poor fit to 1 for a good fit.

Tucker-Lewisindex (TLI)
It is an index for comparative fit that “includagpenalty function for adding

freely estimated parameters”, Brown (2006). Theieaf TLI ranges from 0 to 1.

Hu and Bentler (1999) provide “rules of thumb #@ciding which statistics
to report and choosing cut-off values for declarsignificance. When RMSEA
values are close to .06 or below and CFl and Tkl dose to .95 or greater, for
example, the model may have a reasonably goodTiterefore, it is suggested to
consider not only2 but RMSEA and CFI/TLI also.
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Normed Fit Index (NFI)

The NFI, also termed as the Bentler Bonett norriechdex and it was
developed as an alternative to CFl as it does equire making chi-square
assumptions. Its values range between 0 and le(idit). Values greater than 0.95
represents good, between 0.90 and 0.95 as accemadl below 0.90 represents
modification in the model, Garson (2004); Tabackmind Fidell (2007).

_ _ c _ F
NFI=A; =1 -C:b =1 -ﬁ (4.20)

WhereC = nF is the minimum discrepancy of the model being eatad andC, = n

F, is the minimum discrepancy of the baseline model.

Non-normed fit index (NNFI)

The NNFI, also known as the Tucker Lewis index IjTar the Bentler-
Bonett non-normed fit index and it is similar teetNFI, but penalizes for model
complexity. It is less affected by sample size thi@a NFI. NNFI = 1 indicates a
good fit, equal to 0.90 represents acceptable médeind a NNFI below 0.90
represents the need of moderation in the modehrduBentler (1999) suggested the
value of NNFI >0.95 is the cut-off point for a gooubdel fit.

Standardized root mean square residual (SRMR)
Kline (2011) says that a “statistic called the Rdbtean Residual Square
(RMR) was originally associated with LISREL butnew calculated by other SEM

computer tools, too”. It is a measure of the mdasohute covariance residual.

If the value of RMR = 0 then it represents a perfeodel fit and if the value
is greater than O then it indicate worse fit. HetHar suggested that if RMR is
computed with unstandardized variables then itgeatepends on the scales of the
observed variables.

These model fit indices can be reviewed on thesltlasee criteria, Schumacker
and Lomax (2004), “non-statistical significancechf-square;(z) test, and RMSEA
values K€ 0.05 is considered acceptable), could be groupel@ruthe first criteria.
These tests can be termed as global fit measunessdcond criteria is the statistical

significance of individual parameter estimates tfo paths in the model (t value),
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and the third criterion considers the magnitude #neddirection of the parameter
estimates, focusing on whether a positive or a tnegaoefficient makes sense for
the parameter estimate”. They further remark tHa#Sit indices “has no single
statistical test of significance which identifies@rect model given the sample data,
especially since equivalent models or alternativedals can exist which vyield

exactly the same data-to-model fit”.

Score reliability in SEM

According to Kline (2011) score reliability, “treiegree to which scores in a
particular sample are free from random measureereot is estimated as one minus
the proportion of total observed variance due twdoan error. These estimates are
reliability coefficients, and reliability for thecares of variabl& is often designated with

the symbolxx. Becausexxis a proportion of variance, its theoretical rarsg@-1.00".

A conceptual equation is

Tl.fl'j
A =/
¢ 1+(n— 1)71']'

(4.21)

where n = the number oitems(not cases) and

ij r = average Pearson correlation between all paitsmwis.

The value of Cronbach’s alpha ranges from 0 toGaison (2004) establishes
that “a common rule is that the indicators showdsiéha Cronbach’s alpha of 0.7 to

judge the set reliable”.

4.8 Statistical hypotheses

Brewerton and Millward (2001) argue that a hypetbeis “a tentative
proposition made as a basis for further exploratidten based on limited evidence.
A null hypothesis (i.e. the assumption that thedtlgpsis is unfounded) may only be

rejected in light of sufficient evidence that theemate hypothesis is supported”.

The following hypotheses were formulated in thespre research

Ho : There is no positive relationship between the |Quaf work life and
competencies of employees at the middle level lecten sector of India
Hy, : There is a positive relationship between the @uadf work life and

Competencies of employees at the middle level iecien sector of India.
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4.9 Summary and conclusions

The present chapter focuses on the research nubtigyd explanation of
empirical research and research design. The vawetion describes the target
population, sampling strategy and measuring instnts) encompassing employees’
competencies at managerial level and quality ofkwide. The processing of data

and hypothesis formulation is also examined in ¢hizpter.

Special emphasis was placed on the rationaldefirotivation for using the
selected measurement instruments. The reliabihty \alidity of each instrument
has been explored extensively. The data collectiethod and the statistical
processing of data are explained with special facumultivariate analysis including
exploratory factor analysis, confirmatory factorabsis and structural equation
modeling. The research hypotheses were formulatézbst the dependent relationships

of the empirical data.
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Chapter 5

Empirical model of relationship between the employe’s
competencies and QWL in the Indian telecom sector:
Part 1 Factor Analysis

This chapter is organized in six sections. Pitatlg is presented in section
5.1. Modified tentative model is developed in s@ttb.2. Demographic variables
are described in section 5.3. Section 5.4 deall thié main study wherein data
attributes like outlier, normality, multicollinedyi etc. are analyzed. In section 5.5
factor analysis and exploratory factor analysis described. The chapter is

summarized and concluded in the last section.

5.1 Pilot study

In chapter four it has been mentioned that a mkoidy would help in
developing the consistent instrument, which in tumaterializes the planned
objectives of the study. For this purpose a pitatlg was conducted for the present
research during the month of February-June 2012wdndh was followed by full

scale data collection.

The pilot study primarily concentrates on the facaition of the instrument.
This includes testing the instruments, sequenceding, layout of the questionnaire,
familiarity with respondents, response rate, comnphbetime and analysis process of
the questionnaire, Ticehurst and Veal (2000). Squestionnaires were also sent to
the academicians to test the face validity but Vigttg corrections were suggested.

According to Diamantopoulos and Siguaw (2000) darsjze for pilot study
should be up to 100 respondents or between 10,tbugl and Rubin (1987). Thus,
for the pilot test for this thesis seventy instrumisewere distributed among the
randomly selected middle-level personnel. Sixtyrimeents were collected by the
cutoff date, out of which ten were excluded dudatge number of missing data.
Hence, the response rate of the pilot study rendariie40 per cent. The respondents

took about 15 to 20 minutes to complete the sumslyument.
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Table 5.1 Measurement of sampling adequacy and tdtaariance

Factor No. of|Cronbach| EFA no. |KMO | Bartlett’s Variance
ltems o of factor Test Explained
Sphericity

(in per cent)

Competencies

Achievement/result 4 0.836 1 0.782 0.000 68.57
orientation (ACHRO)

Basic knowledge and 3 0.864 1 0.62f 0.000 79.47
innovation (BKNOI)

Skill and attributes (SKLAT)) 6 0.895 1 0.876 0.000 67.90
Meta qualities (MTKV) 5 0.842 1 0.731 0.000 63.35
Communication (KMUN) 3 0.746 1 0.613 0.000 67.67
Decisiveness (DCCV) 5 0.876 1 0.780 0.000 67.87

Quiality of Work Life

A fair and appropriate salary 4 0.836 1 0.829 0.000 67.95
(Remuneration) (SAL)

Working conditions (WRK) 6 0.513 1 0.786 0.000 90.04
Working conditions* (WRK) 5 0.877 1 0.645 0.000 86.69
Use of capacities at the 5 0.502 1 0.605 0.000 81.62
work (KPW)

Use of capacities at the 4 0.842 1 0.731L 0.000 63.35
work** (KPW)

Opportunities available at| 5 0.869 1 0.614 0.000 92.79
work (APQO)

Social integration at work| 9 0.901 1 0.636 0.000 72.36
(SOIN)

Constitutionalism (Respecgt 4 0.811 1 0.760 0.000 64.34
to the Laws) at work

(KONS)

The space that the work 3 0.936 1 0.764 0.000 88.71
occupy in one’s life (SPL)

Social relevance and 5 0.817 1 0.784 0.000 72.34

importance of work (SORI

*  WRK: after deleting one item, “Regarding tiredadhat your work cause to you, how
do you feel? (WC6)".

** KPW: after deleting one item, “Regarding respitagies conferred work given to you,
how do you feel? (CW5)”".
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Internal consistency is measured by the Cronbackest, which ensures that
“measures are free from the error and thereford gensistent results”, Peter, 1979).
To validate that scale selected exploratory faatwlysis (EFA) was conducted for
the present study and it is supported by the data.

The overall reliability of the instrument withinlqing wasa=0.853 or 85per
cent which is above than the recommended thresh@ldNunnally and Bernstein
(1994). The individual construct reliability rangeem 0.746 to 0.936 (Table 5.1).
The two constructs which produced lower reliabiliban the cut off value were
‘working conditions (WRK)’ and ‘use of capacitiestae work (KPW)’ (i.e. 0.513
and 0.502 respectively). After deleting WC6 from WRnd CW5 from KPW the
reliability a for the remaining five and four questions combiimagroved to 0.877

and 0.842 respectively which were in the acceptabige, Cronbach (1951).

The EFA results displayed that Kaiser-Mayer-OIlgMO) statistics which
is measurement of sampling adequacy was highertb@minimum recommended
value of 0.60 (Kaiser, 1974) for all the construdtse significance of Bartlett's test
of sphericity for all the constructs indicates thhe correlation among the
measurement items was higher than 0.3 and weabsiiior EFA, Hair et al. (2006)
and the total variance extracted by the questiattsrwconstruct were higher than
0.60, Hair et al. (2006).

It is normally seen respondents do not pay eqihon to the questions in
the starting of the instrument compared to the tpes in the end of the instrument
due to the length of measuring instrument. It wasqribed to observe the difference
during the pilot study and if the difference is ehv&d then divergent versions of
instrument would be used to collect full-scale ddtar this reason, the Mann-
Whitney-U-test was applied between first-five quest (i.e. AR1 to B1) and last-
five questions (i.e. SR1 to SR5) with categoricatiable gender (male/female) to
observe the chances of potential differences. Taldeshows that asym. significant
(2-tailed) values in all variables were higher th&05 probability value which
indicates no difference between male and femaleoretents in all these questions,
Pallent (2007).
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By comparing Z score of ACHRO with SORI questidgins observed that
none of construct/factor is totally higher thanestfe.g. AR1>SR1, AR2>SR2 and
so on), this shows that there was no effect of tleer@f the instrument on the

respondents. On the basis of pilot study resultnibrenal layout of the instrument

(Appendix-A) was developed for full scale data eclion..

Table 5.2: Mann-Whitney-U-test to observe differene between first-five and

last-five questions within instrument

AR1 AR2 AR3 AR4 B1
Mann-Whitney U 285.000 264.500 264.500 268.000 3G
Wicoxon W 516.000| 495500 495.500 499.000  525.000
z -0.399 | -0.873| -0.873| -0.759  -0.286
Asymp.Sig.(2-tailed) | 0.690 0.383 0.383 0.448 0.775

SR1 SR2 SR3 SR4 SR5
Mann-Whitney U 289.500 262.500 260.000 272.000 BB
Wicoxon W 520.500| 493.500 491.000 707.000  517.500
z -0.335 | -0.894 | -0.995| -0.680  -0.438
Asymp.Sig.(2-tailed) | 0.738 371 320 0.496 0.6622

5.2 Modified tentative model

The tentative model that was proposed initiallyswaodified after examining

the sampling adequacy and total variance. Two iterer® dropped from the initial

tentative model. These were (a) ‘Regarding tiredrieat your work causes to you,
how you feel?’ (WC6) from WRK construct and (b) dReding work responsibility

given to you, how do you feel?’ (CW5) from KPW cbtmst.

5.3 Descriptive statistics

Descriptive statistics provides a bird’'s eye viefvthe study and sample.
Huysamen (2001) is of the opinion that “descriptstatistics are used to describe
the basic features of the data in a study and @geogimple summaries about the

sample and the measures”.

81



5.3.1 Biographical profile of the sample

The biographical profile is reported in Table 5.3.

Table 5.3 Biographical profile of the respondents

Demographic Variable Frequency Percentage glérrzlélr?tt;\;ee
Gender
Male 655 65.5 65.5
Female 345 34.5 100
TOTAL 1000 100
Age
Under 25 years 300 30.0 30.0
26 to 36 years 350 35.0 65.0
37 to 46 years 246 24.6 89.6
47 to 56 years 83 8.3 97.9
57 years and older 21 2.1 100
TOTAL 1000 100
Marital Status
Married 678 67.8 67.8
Unmarried 322 32.2 100
TOTAL 1000 100
Organization
Airtel 237 23.7 23.7
ldea 200 20.0 43.7
Vodaphone 209 20.9 64.6
Aircel 194 194 84.0
MTS 90 9.0 93.0
Tata Docomo 50 5.0 98.0
BSNL 20 2.0 100
TOTAL 1000 100
Total years of work Experience
0-5 yrs 365 36.5 36.5
6-10 yrs 300 30.0 66.5
11-15yrs 175 17.5 84.0
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Demographic Variable Frequency Percentage glérrzlélr?tt;\;ee
16-20 yrs 110 11.0 95.0
21-25 yrs 50 50.0 100
TOTAL 1000 100

Income Level (per annum)
3, 00,000 - 3, 50,000 165 16.5 16.5
3, 51,000 - 4, 00,000 228 22.8 39.3
4, 00,000 — 4, 50,000 200 20.0 59.3
4,51, 000 - 5, 00,000 257 25.7 85.0
5, 00,000 — above 150 15.0 100
TOTAL 1000 100
Number of dependents in family
Old age (above 65 yrs 344 34.4 34.4
Children (Below 14 yrs) 656 65.6 100
TOTAL 1000 100
Number of earning members
One 354 354 354
Two 370 37.0 72.4
Three 174 17.4 89.8
More than three 102 10.2 100
TOTAL 1000 100
Days of working
5 days 60 6.0 6.0
6 days 940 94.0 100
TOTAL 1000 100
Family member working in the same profession

Yes 165 16.5 16.5
No 835 83.5 100
TOTAL 1000 100

Distance from office to home (Kms)
Less than 10kms 436 43.6 43.6
More than 10 kms 564 56.4 100
TOTAL 1000 100
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Demographic Variable Frequency Percentage glérrzlélr?tt;\;ee
Mode of transportation
Public transport 225 22.5 22.5
Private transport 560 56.0 78.5
Office transport 215 215 100
TOTAL 1000 100
Commuting Cost (monthly)
Below Rs.3000 per month 267 26.7 26.7
Above Rs. 3000 per month 733 73.3 100
TOTAL 1000 100
Commuting time
Less than one hr 589 58.9 58.9
More than one hr 411 41.1 100
TOTAL 1000 100
Suffering from any ailment
Yes 354 35.4 35.4
No 646 64.6 64.6
TOTAL 1000 100 100
Get together
With juniors 221 221 22.1
With seniors 341 34.1 56.1
With Peer Groups 438 43.8 100
TOTAL 1000 100
Family members are invited in gathering
Yes 768 76.8 76.8
No 232 23.2 100
TOTAL 1000 100
How they feel

Enjoy 477 47.7 47.7
Feeling Awkward 200 20.0 67.7
Normal 234 234 91.1
Depressed 89 8.9 100
TOTAL 1000 100
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Gender

The number of female participants accounted fdr Bdrticipants (34.5 per
cent) of total sample (1000), while the number @lienparticipants was 655 (65.5
per cent). Male outnumbered female participants.

Age

Employees between 26 to 36 years (N=3B@)esents the largest proportion,
35.0 per cent of the sample, followed by the agmugrunder 25 years (N=300)
representing 30.0 per cent of the sample. Two hathdnd forty six participants
(24.6 percent) were between 37 to 46 years oldhtiithree participants (8.3 per
cent) were between 47 to 56 years old. The smafiegportion (2.1 per cent)
represents employees 57 years and older (N=21).abbee figures indicated that
majority of the sample employees represented ypother. Table 5.3 reports the

frequencies, and percentages associated with age.

Marital Status
Out of 1000 employees, 67.8 per cent (678) areaiethwhile 32.2per cent
(322) are unmarried.

Total years of work Experience
It was noticed that the largest majority of thenpe employees (66.5 per
cent) had work experience of less than 10 yearslwheinstates that the sample

comprises young professionals who are willing ta tpr better QWL.

Income Level

It was discernible that there were no employees tdd pay structure less
than 3, 00,000 per annum. Twenty six percent of mégpondents had salary
structure between 4, 51, 000 — 5, 00,000 per anfolloywed by 22.8 per cent who
had pay structure between 3, 51,000 - 4, 00,00@m=aum while 15.0per cent of the

employees had pay structure above 5, 00,000 pemann

Number of earning members in the family

Families with two and one earning members wereemesl at the first
(37.0per cent) and second (35.4per cent) rank aBhegp three and more earning
members in the responding families with 17.4 pet ead 10.2 per cent respectively.
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Organization

It was observed that the majority of the sampl@legees’ 23.7 per cent was
working in Airtel followed by Vodafone (20.9 permdg and Idea (20.0 per cent),
while smallest were employed in BSNL (only 2.0 pent).

Family members working in the same profession
Only 16.5 per cent of the respondents had themilfjamembers were

working in the same profession.

Days of working
Six per cent of the respondents were working enehvironment of 5 days
week, while rests of the employees (94.0 per ceete engaged in 6 days work

environment.

Number of dependents in the family
Children below 14 years were more (65.6 per ctdrah old age (above 65
yrs) fellows in the families.

Distance from office to home
About fifty six percent employees were coming tfices from more than 10

kms distances.

Mode of transportation
Private transportation were used by the majorityespondents (56.0 per

cent), followed by public (22.50 per cent) and @l vehicles (21.50 per cent).

Commuting time
Time spent to commute was less than one hour 8® per cent of the
surveyed employees, while 41.1per cent said tlegt spent more than one hour per

day to commute.

Commuting cost (per month)
The 73.3 per cent of the respondents bears mare Bs. 3000 per month

while, 26.7 per cent claimed for less than Rs. 38&0month as commuting cost.
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Suffering from any ailment
The 64.60 per cent respondent refused for any eyiffering, while 35.4

per cent suffered from some or other ailment.

Get together
Majority of the respondents (43.80 per cent) da@d or partied with peer
groups, 34.1per cent with seniors, and rest 22.dgetrwith juniors.

Family members are invited in gathering
The 76.8per cent respondents accepted family tggether while 23.2per

cent denied it.

How they feel?
The majority of the respondents (47.70 per cenppyed, 23.4per cent felt

normal, 20.0 per cent felt awkward, while only B&¥ cent felt depressed.

5.4  Sample Survey Attributes
5.4.1 Outliers examination

An outlier can be defined as “a case with suchesineme value on one
variable (a univariate outlier) or such a strangenlgination of scores on two or
more variable (multivariable outlier) or observaii®) which is distinct from other
observations due to high or low scores”, Hair e{2006). According to Kline (2005)
outliers can categorized in two types: univariatdiers- “a case of an extreme value
on single variable”, and multivariate outlier- “easf odd combination of extreme

values in two or more than two variables”.

Hair et al. (2006) pointed out widely acceptedesulof thumb, “within
univariate outliers a case is outlier if: (a) stamtiscore for small sample size (80 or
fewer) is + 2.5 or beyond, while for large sampieglarger than 80 cases) standard
score can be considered up to 4. (b) Value mome &0 standard deviations away

from the mean is regarded as an outlier”.

5.4.1.1 Detection of univariate outliers
For detection of univariate outliers, z-scoregath variable were estimated.

The results reveal that data set contains no uateaoutlier (Table 5.4).
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Table 5.4: Univariate outliers

Sl. No. Variable Case of outlier Standardised valui.e.
Z-scores >+ 3.0

QWL No Case

1 SAL No Case
2 WRK No Case
3 KPW No Case
4 APO No Case
5 SOIN No Case
6 KONS No Case
7 SPL No Case
8 SORI No Case
COMP No Case

9 ACHRO No Case
10 BKNOI No Case
11 SKLAT No Case
12 MTKV No Case
13 KMUN No Case
14 DCCV No Case

5.4.1.2 Detection of multivariate Outliers

Multivariate outliers were detected by using Malnabis 3 measure.
Mahalanobis Bis also termed as multidimensional version ofscare. According
Hair et al. (2006) if, BYdf < 2.5 in small sample and 3 or 4 in large saniplis

considered to be possible outliers.
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Table 5.5: Multivariate Outlier detection

Count | Case of outlier | Mahalanobis B D%/ df? p-value
1 1 207.13553 14.7954 0.00000
2 8 41.59280 2.970914 0.00014
3 15 33.26885 2.376346 0.00263
4 24 50.78136 3.62724 0.00000
5 27 36.72976 2.623554 0.00081
6 48 56.96212 4.068723 0.00000
7 59 161.87077 11.5622 0.00000
8 122 35.76915 2.554939 0.00113
9 152 162.25412 11.58958 0.00000
10 469 64.85668 4.63262 0.00000
11 482 65.33737 4.666955 0.00000
12 487 71.31243 5.093745 0.00000
13 491 67.01359 4.786685 0.00000
14 501 185.86078 13.27577 0.00000
15 511 35.12399 2.508856 0.00141
16 524 39.26926 2.804947 0.00033
adf=14

Table 5.5 depicts that there were only sixteenenlagions of extreme

outliers in sample of 1000 (i.e. p<0.005).

Figure 5.1 Box-Plot representing multivariate outlers
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Figure 5.1 indicates that forty three observatimese found as mild-outlier

outlier (i.e. inter quartile range (IQR)> 1.5).

5.4.2 Normality, homoscedasticity and non-respongeas of data
5.4.2.1 Normality

Normal distribution can be defined as fundameassiumption of numerous
statistical procedures. Therefore, it is a primeaoycern for the analyst to validate
the assumption of normality when carrying out statal analysis using parametric
methods. Hair et al. (2006) argue that the contrtwe of normality within
multivariate analysis can cause underestimatiorfitofndices and standardized
residuals of estimations. Hair et al. (2006) furteeggested that, “if the variable/
items satisfy the multivariate normality than s@lsatisfies the univariate normality,
while the reverse is not necessarily true”.

Normality in a data set can be detected througblgcal exploration as well
as through formal tes@QQ plot, histogram or box plot). Graphical methods ased
to check the normality of a sample data, but duanmerlying subjectivity formal
conclusive evidence cannot be provided. Thereforepal statistical tests are used
to confirm the conclusion drawn from graphical noeth in most of the cases.

In the present research study, normality was delsyeapplying both formal
as well as diagrammatic representation. Under oh@dl test Shapiro-Wilk (SW),
Kolmogorov-Smirnov (KS) and Jarque-Bera (JB) were considered, while in
diagrammatic analysis histogram, g-q plot, detrendey plot, and box-plot were
applied (Table 5.6).

The null hypothesis of normality is that the da# is taken from normal
distribution.

Ho: f(x,®) 0N (u,02) against H: f (x, ®) O N (u, o).
Where, a random sample is assumed, whergirXX ..., X, are independently and
identically distributed random variables from a wwomous univariate distribution
with an unknown probability density function (PDiRX, ©), where® = (64, 6>, . . . ,
0p) is a vector of real-valued parameters.

In making comparison, all tests should have timeesprobability of rejecting
the null hypothesis when the distribution is tralgrmal (i.e. they have to have the
same Type | error which ig the significance level).
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Table 5.6 Tests of Normality

Formal Test for Normality Assumption Diagrammatic Analyses for Normality
. . Kolmogorov- Normality present, Yes, No, and
Sh -Wilk ) J -B
Items | df apiro-vt Smirnov? arque-bera P, Yes => Partially present SD | Skew/| Kurt.
.- . - . . . . Dtrend
Statistic Sig. Statistic| Sig. Statistic| Sig. | Histogram| Q-Q a-q plot Box plot

QWL

SAL

S1 1000 0.889 0.000 0.234 0.000 16.0752 0.000 No Yes N¢ Np1.088| -0.080| 0.077
S2 1000 0.897 0.000 0.237 0.000 37.2498 0.000 No Yes N¢ Np1.063| -0.361| -0.610
S3 1000 0.896 0.000 0.234 0.000 21.2334 0.000 No Yes N¢ Yedl.005| 0.274| -0.455
S4 1000 0.902 0.000 0.202 0.000 37.8047 0.000 No Yes Ye S Ye 1.106| -0.044| -0.947
WRK

WC1 | 1000 0.883 0.000 0.229 0.000 5.2861 0.071 No Yes N No .909) -0.178|-0.034
WC2 | 1000 0.866 0.000 0.279 0.000 33.9288 0.000 No Yes N¢ N00.896| -0.374| -0.502
WC3 | 1000 0.896 0.000 0.204 0.000 13.4487 0.000 No Yes No N00.937| -0.094| -0.533
WC4 | 1000 0.900 0.000 0.222 0.000 18.4429 0.000 No Yes No Np0.996| 0.127| -0.612
WC5 | 1000 0.873 0.000 0.261 0.000 0.0112  0.000 No Yes No No .84%) 0.006| 0.017
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Formal Test for Normality Assumption

Diagrammatic Analyses for Normality

ems | o | Steprowak | NGRORY | smwesern | O et | 50 | skew| kurt
Statistic Sig. Statistic|  Sig. Statistic| Sig. | Histogram| Q-Q qD_gepr:gt Box plot

KPW

Cwi1 | 1000 0.788 0.000 0.355 0.000 113.752 0.000 No NG Ng No .759) -0.764| 0.644
Cw2 | 1000 0.820 0.000 0.331 0.000 57.8381 0.000 No Yes No N00.841| -0.575| -0.258
Cw3 | 1000 0.873 0.000 0.274 0.000 30.689  0.000 No Yes No Ye9.947| 0.416| -0.207
Cw4 | 1000 0.886 0.000 0.215 0.000 15.044  0.000 P, Yes Yes No No 0.891] -0.282| -0.205
APO

Owl | 1000 0.803 0.000 0.301 0.000 125.521 0.000 No P, Yes Np No 0.89| -0.863 0.219
OW2 | 1000 0.714 0.000 0.346 0.000 136.207 0.000 No P, Yes Np No 0.86| -0.563-1.417
OW3 | 1000 0.867 0.000 0.243 0.000 11.0302 0.000 No Yes NO No 0.83 | -0.210 -0.294
Ow4 | 1000 0.765 0.000 0.270 0.000 152.53  0.000 No Yes No No .1421 0.946 | -0.299
OW5 | 1000 0.811 0.000 0.321 0.000 70.6646 0.003 No P, Yes Np No 1.092| 0.633| -0.307
SOIN

SI1 | 1000 0.895 0.000 0.180 0.000 43.2439 0.000 No Yes P, Yes Yes 1.311 -0.57 | -1.011
SI2 | 1000 0.818 0.000 0.293 0.000 92.8298 0.000 No P, Yes Np Yes 1.128 -0.590| -0.915
SI3 | 1000 0.841 0.000 0.250 0.000 21.1304 0.000 No Yes No No 0.76 | -0.17Q -0.624
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Formal Test for Normality Assumption

Diagrammatic Analyses for Normality

A4

A\ v )

Ol

ems | o | Steprowak | NGRORY | smwesern | O et | 50 | skew| kurt
Statistic Sig. Statistic|  Sig. Statistic| Sig. | Histogram| Q-Q qD_gepr:gt Box plot
Sl4 | 1000 0.825 0.000 0.302 0.000 44.9188 0.000 No Yes N(¢ Np 0.86 | 0.341| -0.78]
SI5 | 1000 0.874 0.000 0241 0.000 50.5706 0.000 No Yes N¢ Ygsl.09 | 0.459| -0.60
Sl6 | 1000 0.897 0.000 0.225 0.000 21.7252 0.000 No Yes N¢ No1.06 | 0.018 -0.71
SI7 | 1000 0.881 0.000 0.254 0.000 35.0246 0.000 No P, N¢ No 0.92 | -0.459 -0.035
SI8 | 1000 0.889 0.000 0.213 0.000 16.5887 0.000 No Yes N¢ No 0.99 | -0.180 -0.516
SI9 | 1000 0.838 0.000 0.272 0.000 75.1341 0.000 No P, Yes N No 1.08| -0.304-1.198
KONS
C1 1000 0.774 0.000 0.364 0.000 138.284 0.000 No P, Yes N No 0.74| -0.813 0.818
C2 1000 0.811 0.000 0.339 0.000 64.1965 0.000 No P, Yes N No 0.83| -0.612-0.208
C3 1000 0.871 0.000 0.276 0.000 32.5629 0.001 No Yes N¢ Yes0.95| 0.432| -0.18
Cc4 1000 0.886 0.000 0.215 0.000 15.0444 0.000 No Yes No No 0.89 | -0.282 -0.205
SPL
SL1 | 1000 0.811 0.000 0.339 0.000 64.1965 0.000 No P, Yes Np No 0.83| -0.612-0.208
SL2 | 1000 0.871 0.000 0.276 0.000 32.5629 0.000 No Yes No Yes0.95| 0.432| -0.18
SL3 | 1000 0.886 0.000 0.215 0.000 17.7192 0.000 P, Yes Yes N No 0.90| -0.309-0.204

Ul

93



(@)

Formal Test for Normality Assumption Diagrammatic Analyses for Normality
. . Kolmogorov- Normality present, Yes, No, and
Sh -Wilk ) J -B
Items | df apiro-vil Smirnov? arque-bera P, Yes => Partially present SD | Skew| Kurt.
.- . - . . . . Dtrend
Statistic Sig. Statistic|  Sig. Statistic| Sig. | Histogram| Q-Q a-q plot Box plot
SORI
SR1 | 1000 0.885 0.000 0.231 0.000 14.6364 0.000 No Yes N¢ No 0.89 | -0.201 -0.432
SR2 | 1000 0.859 0.000 0.281 0.000 31.9806 0.000 No P, Y N¢ No 0.86 | -0.383 -0.422
SR3 | 100Q 0.900 0.000 0.221 0.000 42669 0.118 P,Yes Yes N o N 0.97]| -0.141-0.147
SR4 | 1000 0.868 0.000 0.268 0.000 44.0315 0.000 No Yes N¢ Np 0.98 | -0.265 -0.880
SR5 | 100Q 0.875 0.000 0.266 0.000 137.9Y8 0.000 P.Y Yes N¢ Np0.797| -0.880| 0.470
COMP
ACHRO
AR1 | 1000 0.865 0.000 0.279 0.000 26.891  0.000 No P, yes N o N 0.85| -0.385-0.229
AR2 | 1000 0.867 0.000 0.259 0.000 39.7383 0.000 No P, Yes N No 0.94| -0.187-0.901
AR3 | 1000 0.907 0.000 0.199 0.000 17.2382 0.000 P, Yes Yes N No 1.03| 0.004 -0.64
AR4 | 1000 0.850 0.000 0.309 0.000 32.6183 0.000 No P, Yes N No 0.95| 0.439 -0.11

=
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Formal Test for Normality Assumption Diagrammatic Analyses for Normality
oms | o | SOk | KGRERORY | saaesera | N et | 50 | skew] Kt
Statistic Sig. Statistic|  Sig. Statistic| Sig. | Histogram| Q-Q qD_gepr:gt Box plot
BKNOI
B1 |1000, 0.851 0.000 0.248 0.000 45.9058 0.000 No Yes No No 0.90 | 0.061 -1.04!
B2 [1000| 0.878 0.000 0.226 0.000 25.5555 0.000 No Yes Yes Np0.90 | -0.057 -0.773
B3 |1000, 0.850 0.000 0.309 0.000 32.6183 0.000 No Yes No Npo 0.95| 0.439| -0.11
SKLAT
SK1 |1000 0.850 0.000 0.309 0.000 32.6183 0.000 No Yes No Np0.95| 0.439| -0.11
SK2 | 1000 0.685 0.000 0.385 0.000 190.5Y8 0.000 No P, Yes Np No 0.70| 1.065 -0.21
SK3 | 1000 0.798 0.000 0.263 0.000 41.1791 0.000 No P, Yes Np No 0.69| 0.216 -0.89
SK4 | 1000 0.873 0.000 0.244 0.000 39.3699 0.000 No P, Yes Np No 0.95| -0.115-0.943
SK5 | 1000 0.671 0.000 0.410 0.000 61.2068 0.000 No P, Yes Np No 0.97| 0.518 -0.62
SK6 | 1000 0.827 0.000 0.286 0.000 12.4203 0.002 No P, Yes Np No 0.72| -0.250-0.218
MTKV
M1 | 1000] 0.886 0.000 0.215 0.000 17.7192 0.000 P, Yes Yes No No 0.90| -0.309-0.204
M2 | 1000[ 0.819 0.000 0.336 0.000 70.8523 0.000 No P, Yes Np No 0.85| -0.650-0.117
M3 | 1000[ 0.857 0.000 0.203 0.000 62.6064 0.000 No Yes No No 1.02 | -0.178 -1.173
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Formal Test for Normality Assumption

Diagrammatic Analyses for Normality

LA

LA

LA

Items | df Shapiro-Wilk K()Slrr:(i)r?l?)(lgv- Jarque-Bera Nog,nil(;t;’ ieliz:]tti:’:ll\l(;z’r;(;'n?nd SD | Skew| Kurt.
Statistic Sig. Statistic|  Sig. Statistic| Sig. | Histogram| Q-Q (?_gi?gt Box plot
M4 1000| 0.883 0.000 0.231 0.000 7.5253 0.023 No Yes No No .87 0-0.006| -0.421
M5 | 1000| 0.868 0.000 0.195 0.000 46.365  0.000 No Yes Yes Np0.95| 0.216 -0.96!
KUMN
CM1 |1000 0.857 0.000 0.204 0.000 61.6596 0.000 No Yes No Np 1.01 | -0.187 -1.158
CM2 | 1000 0.883 0.000 0.231 0.000 7.5253 0.000 No Yes No No .87 0-0.006| -0.421
CM3 | 1000 0.868 0.000 0.195 0.000 46.365  0.000 No Yes Yes Np0.95| 0.216 -0.96!
DCCV
D1 1000, 0.803 0.000 0.301 0.000 125.521  0.000 No P, Yes Np No 0.86| -0.863 0.219
D2 |1000, 0.851 0.000 0.248 0.000 45.9058 0.000 No Yes No Np 0.90 | 0.061| -1.04!
D3 | 1000, 0.878 0.000 0.226 0.000 25.5555 0.000 No Yes No Np 0.90 | -0.057 -0.773
D4 | 1000, 0.850 0.000 0.308 0.000 32.6183 0.000 No P, Yes Np No 0.95| 0.439 -0.11
D5 1000 0.685 0.000 0.385 0.000 190.5Y8 0.000 No NQ N No .700 1.065| -0.211
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The results of Shapiro-Wilk (SW), Kolmogorov- Smiw KS) and Jarque-
Bera (JB) tests depict that all the variables watagistically significant so violated
the assumption of normality. Field (2006) mentiortkdt the K-S test for large
sample size cannot be measured as deviation offdatanormal distribution. The
g-q plots for 61 out of 65 variables indicated timemality. It is also supported by
the normal probability plot (P-P plot of the regies standardized residual)
employed to assess multivariate normality.

Table 5.6 indicates that all the variables weréhiwithe normal range of
skewness and kurtosis which<ds2.58, c.f. Hair et al. (2006). However, the scores
have both positive and negative skewness and ksirtieelues. Pallant (2007)
suggests that negative or positive skewness antbsisirdoes not indicate any

problem until and unless they are within normaben

Figure 5.2

Normal P-P Plot of Regression Standardized Residual

Dependent Variable: GENDER
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5.4.2.2 Homoscedasticity

Homoscedasticity, or equal (homo) spread (scemiydtior equal variance.
Given the value of X, the variance of I3 the same for all observations i.e., the
conditional variance of Lare identical. Symbolically,

var (U; 1X;) = E [U — E(U 1 X;)]?
=EUZA X)
=g2.

where,var stands for variance.

When the conditional variance of Y varies withtiis situation is termed as

heteroscedasticity or unequal variance, symbolicah be represented as

Var (U 1X;) = of

According to Field (2006) the assumption of equalation between variables
is pre-requisite in multiple regressions. For asagghe homoscedasticity, the Levene’s
test of equal variance is commonly used, Hair.€¢806); Field (2006); Pallant (2007).

Table 5.7 Leven’s test of homogeneity of variances

Test of Homogeneity of Variances
Levene’s Statistic Dfl Df2 Significance
QWL
SAL 0.960 1 998 0.328
WRK 0.068 1 998 0.795
KPW 0.419 1 998 0.517
APO 3.472 1 998 0.063
SOIN 1.598 1 998 0.206
KONS 1.687 1 998 0.194
SPL 0.537 1 998 0.464
SORI 3.960 1 998 0.047
COMP
ACHRO 0.620 1 998 0.431
BKNOI 3.252 1 998 0.072
SKLAT 2.760 1 998 0.097
MTKV 3.228 1 998 0.073
KMUN 419 1 998 0.517
DCCV 3.306 1 998 0.070
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Table no. 5.7 indicates that significant values hrgher than minimum
significant value i.e. p<0.05, for all the variablef ‘SORI'" which indicates that
variance for all the variables was homogenous withe groups male and female

and not violated the assumption of homogeneityaniance.

5.4.2.3 Multicollinearity

In a regression model multicollinearity prevaildem there is a strong
correlation between two or more predictors. A higalticollinearity makes precise
estimation difficult; t ratio becomes statisticallysignificant with very high R

Variance inflation factors (VIF) was estimated &irthe variables.
VIF() = 1/(1 - R(j)"2),

where R(j)) = multiple correlation coefficient bewve variable j and the other
independent variables, values > 10.0 may representsllinearity. The results
indicated that the VIF values ranges from 1.153.810 for all the variables, which

shows the absence of collinearity problem in tha dat.

5.4.2.4 Non- response biasness

The underlying characteristic of the data coll@ttmethod is to ensure the
collection of all the sampled units. Abbasi (2014) quoting Armstrong and
Overton (1977), and Churchill (1979) asserted that problem of non-response
biasness is common in survey research, which oosben respondents differ in

meaningful way from non-respondents.

Mann-Whitney-U-test is used to detect the charafeany potential non-
response biasness between early and late resper({d@abte 5.8).

In this method first 50 observations were congdeas early respondents and
last 50 were taken as late respondents. The raaditsated that significance value
in any variable is not less than or equal to 0.8bpbility value (insignificant),
therefore, there is no statistically significanffelience between early and late

respondents. Thus, in the present study non-resgdmas is not a concern.
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Table 5.8: Mann-Whitney-U-test observing non-respose biasness

1 SAL WRK | KPW | APO SOIN | KONS | SPL
Mann-Whitney U | 778.000720.000| 773.000| 841.500| 787.000| 791.500| 746.000
Wicoxon W 1945.00(1045.0001098.0003691.5001112.0001116.5001071.000

y 1681 | -1.763| -1.33§ -0.778 -1.205 -1.188 -1.558
Asymp.Sig.(2-tailed) 0.093 | 0.078| 0.181] 0439 0228 0.235 0.119
2 SORI | ACHRQ BKNOI | SKLAT | MTKV |KMUN | DCCV

Mann-Whitney U | 761.000701.500) 871.000 752.500) 851.500| 906.500| 912.500
Wicoxon W 1086.0001.026.5001196.0001077.5001176.5003756.50(03762.500

z 1419 | -1.910 -0.540 -1.498 -0.690 -0.252 -0.201
Asymp.Sig.(2-tailed) 0.156 | 0.056| 0.589 0.134 0.490 0.801  0.841

Grouping variable: Respondent (1=early, 2=late)

55 Factor analysis

For further analysis of the measurement instrumdattor analysis is
essential, as Tabachnick and Fidell (2007) havearkad that the factor analysis is
the best way to understand the underlying struchii@ut particular theory and its
variables in analysis. The two techniques of faatwlysis generally used in empirical
investigations are exploratory factor analysis (EFéd confirmatory factor analysis
(CFA). Both analyses intend to reproduce the olegkrelationships among a group

of indicators with a smaller set of latent variable

Kline (2010) has suggested that the techniqueF#{ Ehay be a better option
in a less mature research area where basic measrguestions are not yet resolved.
It also requires fewer assumptions than CFA, whédts stronger hypotheses than
EFA. In assessment research, EFA tends to be usedriier studies and CFA in
later studies in the same ard&erefore, in this thesis, the EFA was applied tios
test the measurement items used and then CFA watuciked to confirm theory

about the latent variables.

5.5.1 Exploratory factor analysis
EFA was accomplished in this thesis to study thecgire of the measurement

items corresponding to the variables incorporatectbinceptual framework.
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Kline (2010) argues that in EFA, each indicatareigressed on every factor in
the model. The statistical estimates for this gdrtEFA are actually regression
coefficients that may be in either standardizedrestandardized form, just as in the
technique of multiple regressions. The differerscthat predictors in ordinary regression

are observed variables, but the predictors in ERAGFA are latent variables.

The EFA model can symbolically be expressed asvid!
Y = Xp+ €.

where, Y denotes the matrix of measured variatdes,matrix of common factors,
and B ande represents the matrix of weights (factor loadingsyl the matrix of

unique factors, or error variation respectively.

For extracting the factors, the current study @ygdl the two common
techniques principal axis factoring (PAF) and pipat component analysis (PCA),
Hair et al. (2006); Tabachnic and Fidell (2007), and it watofeed by a varimax
(orthogonal ) rotation; because it was observethbgy empiricists, Tabachnick and
Fidell (2007); Pallant (2007), that orthogonal tmta has higher generalizabliity and
replicability power compared to the oblique rotatib method and the results
generated by the orthogonal rotations are besdfitith the past and future data,
while within oblique rotation, the obtained resudts best fitted with the data collected
from the current survey research, Rennie (1997¢. @fomax (oblique) rotation was
also adopted by considering certain probable pnobigithin orthogonal environment.
The results for promax rotation with PAF and PCArastion methods, which are
contained in Tables 5.18 and 5.19; are also corbfgata outcomes of orthogonal
rotations, as reported in Tables 5.13 and 5.14.

The Kaiser-Meyer-Olkin (KMO) value is 0.962, ancdarBett's test is

statistically significant (p = 0.000), thereforetiar analysis is appropriate.

Table 5.9: KMO and Bartlett’'s Test

Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.82
Approx. Chi-Square 17060.980
Bartlett's Test of
Sphericity Df 91
Sig. 0.000
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Information about communalities as explained lghagem is given in Table
5.10. All items under principal axis factoring (PAExtraction, show their initial
communalities (initial estimate for each indicaémuals the SMC of that indicator
with all others in the sample) and extraction aaficommunalities (derived from
converged iterative estimation) above 0.7 and ahitire lower than extraction
communalities because sample SMC values are usatddiguated by measurement
error, but iterative estimation account for thikeef, Kline (2010). The results of the
principal component analysis (PCA) technique inicdat initial communalities
are assigned one for each item, because PCA warkiseanitial assumption that all
variance is common. The extraction or final comniitiea reflect the common

variance in the data structure and its values igteehthan its counterpart under PAF.

Table 5.10: Communalities shared by individual iters

Principal Axis Factoring (PAF) Principal Component Analysis
Varimax rotation (PCA) Varimax rotation

ltems Initial Extraction Initial Extraction
SAL 0.800 0. 823 1.000 0.844
WRK 0.788 0.812 1.000 0.836
KPW 0.801 0.824 1.000 0.845
APO 0.789 0.813 1.000 0.837
SOIN 0.799 0.822 1.000 0.844
KONS 0.789 0.812 1.000 0.836
SPL 0.786 0.811 1.000 0.835
SORI 0.786 0.810 1.000 0.835
ACHRO 0.796 0.828 1.000 0.857
BKNOI 0.793 0.822 1.000 0.852
SKLAT 0.797 0.828 1.000 0.857
MTKV 0.794 0.825 1.000 0.854
KMUN 0.801 0.833 1.000 0.860
DCCV 0.797 0.829 1.000 0.857
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Table 5.11: Total variance explained (PAF)

Factor _ Initial Extraction Sums of Rotation Sum_s of
Eigenvalues Squared Loadings Squared Loadings
Total Per0<f:ent Cumulative Total Per0<f:ent Cumulative Total Per0<f:ent Cumulative
variance| P€' cent variance| P€' cent variance| P¢' cent
1 |7.07Q 50.502 50.502 | 6.88849.197 49.197 | 6.52046.568 46.568
2 |4.779 34.138 84.639 | 4.60432.887 82.084 | 4.97235.516 82.084
3 10.211 1.509 86.148
4 0.203 1.449 87.597
5 10.196 1.397 88.993
6 [0.190 1.360 90.354
7 10.186 1.331 91.685
8 ]0.183 1.310 92.994
9 1]0.177 1.265 94.260
10 |0.169 1.210 95.470
11 |0.166 1.187 96.656
12 |0.161 1.147 97.804
13 |0.158 1.128 98.931
14 |0.150 1.069 100.000

Extraction Method: Principal Axis Factoring

Table 5.12: Total variance explained (PCA)

Factor Initial Eigenvalues Extraction Sums of Rotation Sum_s of
Squared Loadings Squared Loadings
Total Pero;;ent Cumulative Total Pero;;ent Cumulative Total Pero?ent Cumulative
variance| P¢' cent variance| P€' cent variance| P€' cent
1 |7.070 50.502 50.502 | 7.07050.502 50.502 | 6.70447.888 47.888
2 |4.779 34.138 84.639 | 4.77934.138 84.639 | 5.14536.751 84.639
3 ]0.211 1.509 86.148
4 10.203 1.449 87.597
5 10.196 1.397 88.993
6 |0.190 1.360 90.354
7 10.186 1.331 91.685
8 ]0.183 1.310 92.994
9 10.1771 1.265 94.260
10 |0.169 1.210 95.470
11 |0.166 1.187 96.656
12 |0.161 1.147 97.804
13 |0.158 1.128 98.931
14 |0.150 1.069 100.000

Extraction Method: Principal Component Analysis
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Table 5.11 and 5.12 are showing the total variaaxqaained extracted from
principal axis factoring (PAF) and principal compon analysis (PCA) methods
respectively under varimax (orthogonal) rotatiorheTvalues of factors before
extraction (initial eigenvalues) are same for bd&®AF and PCA, while as
anticipated, the eigenvalues for the two retaingctdrs in the PAF solution are
lower than the corresponding two factors in the P&dution. It happens because
common variance only is analyzed in PAF, but comwermance is just a fraction of
total variance, Kline (2010). In case of PCA thenalative percentage value, for
initial eigenvalues, extraction sums of squaredlilmgs and for rotation sums of
squared loadings up to two retained factors aralg@4.64per cent). It is observed
that the values of all absolute residual corretetiare < .05, which depicts that the

two-factor model explains the observed correlati@asonably well.

Kline (2010) prescribes two kinds of criteria: ehetical and statistical in
order to “decide how many factors to retaif©Of the two, theoretical criteria may
result in less capitalization on sample-specifibafice) variation than statistical
criteria. The theory proposed two factors and katsierion or k1 rule, and cattell

scree test (Figure 5.8)e alsandicated for the two factors to retain.

Figure 5.3: Scree Plot of all the dimensions

Scree Plot

Eigenvalue
i

o

Factor Number
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The rotated factor matrix (Table 5.13) and theatedd component matrix
(Table 5.14), both depicted two factors (AlthoughABwas also conducted for more
than two factors as depicted by Table 5.15, onlg factors were significantly
retained, as informed by ‘goodness of fit indices EFA 1 to 5 factors models
presented in Table 5.17); it is also supportedneysicree plot test revealed in figure
5.3. Henseler et al. (2009) recommended that atesobrrelation between construct
and its measuring item (i.e. factor loading) shobé higher than 0.7x(+/0.5).
Moreover, Churchill (1979) suggests deleting itelasing factor loading < 0.4.
Comfrey (1973) indicated useful guidelines for thigrpose where any loadings
greater than + 0.71 is excellent, £ 0.63 is vergdyat 0.55 is good, + 0.45 is fair,
and £ 0.32 is poor. Items were loaded on two factanging from 0.898 to 0.910,
and .911 to 0.925 respectively for rotated factatrim and rotated component
matrix; which is corresponding to the minimum fadtwadings criterions, Hair et al.
(2006); Chruchill (1979); Pallant ( 2007).

Table 5.13: Rotated Factor Matrix@

Factor
1 2

SAL .905 .060
WRK .898 072
KPW .906 .062
APO .899 .074
SOIN .904 .070
KONS .899 .068
SPL .898 .063
SORI .898 .059
ACHRO .059 .908
BKNOI .083 .903
SKLAT .061 .908
MTKV .062 .906
KMUN .061 910
DCCV .073 .907

Extraction Method: Principal Axis Factoring
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Rotation Method: Varimax with Kaiser Normalization

a. Rotation converged in 3 iterations

Table 5.14: Rotated Component Matrig

Component
1 2

SAL 917 .059
WRK 911 071
KPW 917 .061
APO 912 .073
SOIN 916 .069
KONS 912 .067
SPL 912 .062
SORI 912 .058
ACHRO .058 924
BKNOI .082 919
SKLAT .060 924
MTKV .061 922
KMUN .061 925
DCCV 072 923

Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 3 iterations.

Extraction Method: Principal Component
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Table 5.15 CF-Varmix Rotated Loadings (EFA with 1 o 5 factor models)

EFA with 1 factor EFA with 2factor EFA with 3 factor
ltems F1 F1 F2 F1 F2 F3
Loadi- Est./ Loadi- Est./ Loadi- Est./ | Loadi- Est./ | Loadi- Est/ | Loadi- Est./
ngs S.E. ngs S.E. ngs S.E. ngs S.E. ngs S.E. ngs S.E.
SAL 0.907 | 147.703] 0.905 145.872  0.061 3.129 0.90646.169 | 0.061 3.147 -0.026  -0.80¢§
WRK 0.901 | 138.953, 0.898 135.81%  0.073 3.724 0.89836.1D5 | 0.073 3.734 -0.030 -0.875
KPW 0.908 | 148.623 0.906 146.54%5  0.062 3.207 0.90646.8D5 | 0.062 3.218 -0.029  -0.853
APO 0.902 | 140.300 0.899 136.97f  0.0F5 3.812 0.89%86.950 | 0.074 3.809 0.021 1.04d
SOIN 0.907 | 147531 0.904 144.349  0.0f71 3.642 0.00Mm4.325 | 0.071 3.652 0.026 1.159
KONS 0.901| 139.239  0.899 136.691  0.069 3.505 0.89P36.658 | 0.069 3.507 0.028 1.176
SPL 0.900| 137.725  0.898 135.846  0.0p4 3.240 0.8985.784 | 0.064 3.244 0.014 0.825
SORI 0.899| 137.069  0.898 135.669  0.060 3.040 0.8935.612 | 0.060 3.041 0.016 0.924
ACHRO | 0.143 4.567 0.059 3.107 0.908 146.063 0.059 .1113 | 0.906| 136.966 -0.060  -1.68¢
BKNOI | 0.166 5.315 0.082 4.335 0.903 139.060 0.080 .214 0.924| 28545| 0.313 1.129
SKLAT | 0.145 4.608 0.060 3.176 0.908 146.169 0.060 .178 0.906| 133.629 -0.040 -0.79(
MTKV | 0.146 4.660 0.062 3.260 0.906 143.285 0.062 263. | 0.904| 133.139 -0.048 -1.08¢§
KUMN | 0.146 4.639 0.061 3.228 0.911 149.931 0.061 233. | 0.910| 141.197 -0.071  -2.58¢
DCCV | 0.157 5.006 0.073 3.835 0.908 145.579 0.073 83@. | 0.906| 135.905 -0.055  -1.39¢
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EFA with 4 factor

ltems F1 F2 F3 F4
Loadings Est./S.E. Loadings Est./S.E. Loadings E.E. Loadings Est./S.E.
SAL 0.906 145.910 0.061 3.130 -0.037 -1.313 -0.075  -1.998
WRK 0.898 135.888 0.073 3.728 -0.041 -1.385 0.042 201
KPW 0.906 146.783 0.062 3.223 -0.039 -1.366 -0.06( -1.707
APO 0.899 136.783 0.074 3.813 0.027 1.148 0.022 610.6
SOIN 0.905 143.963 0.071 3.651 0.033 1.337 -0.074 1.942
KONS 0.899 136.557 0.069 3.509 0.034 1.344 0.036 083L.
SPL 0.898 135.639 0.064 3.245 0.016 0.732 0.06d 851.6
SORI 0.898 135.482 0.060 3.043 0.020 0.888 0.05§ 6381.
ACHRO 0.059 3.110 0.907 143.447 -0.047 -1.688 2.00 -0.081
BKNOI 0.081 4.327 0.914 68.352 0.231 1.865 0.002 518.
SKLAT 0.060 3.173 0.908 141.246 -0.023 -0.681 -6.07 -2.182
MTKV 0.062 3.262 0.905 140.480 -0.034 -1.078 0.018 0.577
KUMN 0.061 3.235 0.911 147.262 -0.067 -2.938 0.028 0.916
DCCV 0.073 3.837 0.907 142.761 -0.041 -1.414 0.031 1.015
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EFA with 5 factor

ltems F1 F2 F3 F4 F5
Loadings | Est./S.E.| Loadings| Est/S.E| Loadings E.E. | Loadings| Est./S.E.| Loadings Est./S.E
SAL 0.906 145.598 0.061 3.136 -0.066 -1.76pD -0.043 -1.527 -0.023 -0.418
WRK 0.898 135.658 0.073 3.726 0.048 1.263 -0.047 574 -0.022 -0.468
KPW 0.907 144.373 0.062 3.215 -0.077 -3.087 -0.0%0 -1.757 0.052 0.764
APO 0.899 136.349 0.074 3.815 0.018 0.353 0.034 291.2 0.060 0.376
SOIN 0.905 141.902 0.071 3.648 -0.074 -1.851 0.038 1.480 -0.060 -1.131
KONS 0.899 136.429 0.069 3.505 0.035 0.953 0.039 4231 0.031 0.717
SPL 0.898 135.435 0.064 3.242 0.063 1.789 0.017 020.7| -0.018 -0.342
SORI 0.898 135.230 0.060 3.047 0.064 1.816 0.021 83&0. -0.019 -0.356
ACHRO 0.059 3.109 0.907 144.18¢ -0.002 -0.068 -0.03 -1.400 -0.018 -0.493
BKNOI 0.082 4.337 0.910 104.38( 0.005 0.621 0.0189 2.468 -0.005 -0.463
SKLAT 0.060 3.173 0.908 143.254 -0.073 -2.200 -8.00 -0.263 -0.024 -0.444
MTKV 0.062 3.263 0.906 139.071 0.005 0.097 -0.028 2.874 0.075 1.592
KUMN 0.061 3.235 0.912 144.557 0.040 0.791 -0.073 1.606 -0.055 -1.364
DCCV 0.073 3.837 0.907 143.513 0.025 0.775 -0.030 1.063 0.029 0.724
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Table 5.16: Factor Correlation Matrices

Factor Correlation Matrix Component Correlation Mat rix
Factor 1 2 Factor 1 2

1 1.000 1 1.000 0.142

2 0.46 1.000 2 0.42 1.000
Extraction Method: PAF Extraction Method: PC
Rotation Method: Promax with Kaiser Normalization
Table 5.17: Goodness of fit for EFA 1 to 5 Factorslodels

FACTORS F1 F2 F3 F4 F5 | Ideal value

x? test for model fit
Value 7106.644 52.545| 34.21201.14114.894 x?/DF=
2to 4*

Degree of freedom 77 64 52 41 31
p-value 0.0000 0.8462| 0.973199570.9935 >0.05
RMSEA
Estimate 0.302 0.000 0.000 0.0p0 0'00@0.06 to 0
90 percent C.I. 0.296- 0.308.000-0.011
Probability RMSEAS 0.000 1.000 >0.05
0.05
CFI 0.588 1.000 1.000 1.000 1.000 = 0.95
TLI 0.514 1.001 1.002 1.008 1.003 = 0.95
SRMR 0.304 0.004 0.008 0.002 0.002< 0.08
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Table 5.18: Pattern Matrix® (PAF)

Factor
1 2
SAL .908 -.006
WRK .900 .006
KPW .908 -.005
APO 901 .008
SOIN .906 .004
KONS 901 .002
SPL 901 -.003
SORI 901 -.007
ACHRO -.007 911
BKNOI .017 .904
SKLAT -.006 911
MTKV -.004 .909
KMUN -.005 913
DCCV .006 .909
Extraction Method: Principal Axis Factoring.
Rotation Method: Promax with Kaiser Normalization.
a. Rotation converged in 3 iterations.
Table 5.19: Pattern Matrix® (PCA)
Component
1 2
SAL .920 -.006
WRK 913 .007
KPW .920 -.005
APO 914 .008
SOIN 918 .004
KONS 914 .002
SPL 914 -.003
SORI 914 -.007
ACHRO -.007 927
BKNOI .017 921
SKLAT -.006 .927
MTKV -.004 .925
KMUN -.005 .928
DCCV .007 .925

Extraction Method: Principal Component Analysis.
Rotation Method: Promax with Kaiser Normalization.

a. Rotation converged in 3 iterations.
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5.6 Chapter summary

The analysis of the empirical examination was eméxd in this chapter. The
biographical composition of the sample was desdrilb&d illustrated. In the
descriptive statistics means and standard devstiare described and discussed. A
systematic reliability analysis and validity anasysegarding both constructs was

presented.
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Chapter 6

Empirical model of relationship between the employe’s
competencies and QWL in the Indian telecom sector:
Part 2 Structural Equation Modeling (SEM)

This chapter is organized in four sections. Stmattequation modeling is
contained in section 6.1. Empirical confirmatorgtéa analysis model is formulated
in section 6.2, while confirmatory factor analysssreported in section 6.3. The

chapter is summarized and concluded in the lasiosec

6.1 Structural Equation Modeling (SEM)

Structural Equation Modeling (SEM), comprises afot models the
measurement model and the structural model. MemsmeModel is also termed as
confirmatory factor analysis (CFA). It defines tbenstructs (latent variables) that
the model uses, and allocates observed variabkesdo, while structural model also
known as regression or path analysis defines tpethgtical relationship among the
latent variables, Hair et al. (2006); Gefen e(2000). It is imperative to clarify that
latent variable is representation of the theorktioastruct which cannot be observed
directly and can have exogenous form (i.e. indepehdariable) or endogenous

form (i.e. dependent variable) in model, Hair et(2006).

Structural Equation Modeling, the multivariate lgses technique is being
used to determine the relationship between the dartstructs (competencies and
QWL). Confirmatory factor analysis, path analysislaegression analysis within
SEM are used to test the proposed hypotheses. uganalices (goodness-of- fit
tests) such as NFI, RFl, RMSEA and CFI are usdddbfor model adequacy/fit and
determine if the pattern of variances and co-vagann the data is consistent with

the theoretical (paths) model specified by theasseer.

6.2 Empirical confirmatory factor analysis model
Based on literature review, the empirical confitong factor analysis model
can be formulated and expressed as the followihgfsegression equations:

SAL = 7\,11&_,1 +6; WRK = 7\.21&_,1 + 6, KPW = 7\.31&_,1 + 63APO = 7\.41&_,1 + 04
SOIN = )uslﬁl + 65 KONS = )\461§l + 0 SPL = )ﬂl%l +67SORI = )uglﬁl + g
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ACHRO = )\.92&_,2 + 69 BKNOI = )\,102%2 + 010 SKLAT = 7\.112%2 + 011
MTKV = )\,122&,2 + 061, KMUN = )\,132§2 + 0,3 DCCV = )\,142§2 + 014

Where, SAL, WRK, KPW, APO, SOIN, KONS, SPL, SO&1d ACHRO, BKNOI,
SKLAT, MTKV, KMUN, DCCYV are linear function of QWL(quality of work life)

and Comp (competency) respectively, plus error seftihere is no intercept since

the variables are mean centered).

Figure 6.1: Complete CFA Model (Standardized)
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Both the constructs quality of work life (qwl)” and “competencies
(comp)’ are associated with each other, as indicatedhkbycbvariance coefficient
(0.63), which is highly statistically significant.
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6.3 Empirical results of confirmatory factor analysis model

Brown T. A. and Moore M. T. (2010) mentioned that evaluate the
acceptability of the CFA model there are three magpects of the results that
should be examined. (i) presence or absence ofidedaareas of strain in the
solution; (ii) overall goodness of fit and (iii)@hnterpretability, size, and statistical
significance of the model's parameter estimatesofding to Kline (2011) “when
theory is not specific about the number of factoings is often the first step in a
series of analyses: if a single-factor model cam@otejected, there is little point in
evaluating more complex ones. Even when theoryagerprecise about the number
of factors, it should be determined whether theffia simpler, one-factor model is
comparable”. So before estimating the two factodehat was decided to estimate
one factor model initially.

The analysis was performed by using the statisscéftware IBM SPSS
Statistics 20, Amos 18 and Mplus version 6.12.

Table 6.1: Goodness of fit for CFA models

MODELS ~ MODEL 1 MODEL 2 | Ideal value
(single-factor) | (two-factor)

x? test for model fit
Value 7106.644 56.267 | x?/DF= 2 to 4*
Degree of freedom 77 76
p-value 0.0000 0.9563 >0.05
RMSEA
Estimate 0.302 0.000 %0.06 to O
90 percent C.I. 0.296- 0.308 0.000-0.000
Probability RMSEAL 0.05 0.000 1.000 >0.05
CFlI 0.588 1.000 > 0.95
TLI 0.514 1.001 > 0.95
SRMR 0.286 0.007 <0.08
PCFI 0.498 0.835 >0.5
PNFI 0.496 0.832 >0.5
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6.3.1 Model identification and goodness of fit testing

According to Kline (2011) for identifying any sttuwral equation model
there are two general requirements which are napedsut insufficient for the
model identification, viz (i) The degrees of freeddor the model must be at least
zero @fy > 0) (ii) A scale should be assigned to every lat@miable.

The requirement fadfy, > 0 is described as the counting rule, Kaplan (2009)
The models that break the counting rule or do o this rule are under identified
or under determined i.e. when observations arethess the estimated parameters,
Raykov and Marcoulides, (2006). There are two osirrations which might be
faced by the researcher is over identified when dheervation are more than
parameters and just identified when the observatiame equal to the estimated
parameters, Byrne (2010).

Kilne remarked that in a structural equation matiel termgust-identified
andover identifieddo not apply until and unless it meets both oftthe necessary
requirements for the model identificatiandin addition, sufficient requirements for

that particular type of model described later. Theans:

a) A just-identified structural equation model is itidad and has the same

number of free parameters as observatidiis= 0).

b) An over identified structural equation model isntiBed and has fewer free

parameters than observatiod§,(> 0).

The goodness of fit is highly dependent on thé flaat how accurately the
CFA estimates the parameters i.e., factor loadilag$or correlations, error covariance
and are able to establish the relationships thae wéserved in the sample data.
Standardized residualand modification indicesare the twostatistics which are
frequently used in order to identify specific aredsnisfit in a CFA solution. The
number of data points, consisting the number ofamaes and covariance, can be

calculated by (p+1)/2, whereg equals the number of observed variables.

6.3.1.1 Model identification
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In model 1(single-factorthe number of data points is = 14(15)/2=105, and it
requires 28 free parameters, including 15 variaméesxogenous variables (of the
single factor and fourteen measurement errors)l&nictor loadings (Al indicator
was fixed to 1.0 to scale the single factor), sadetd is over-identified and there
will be dfy = 77= (105-28) when its fit is tested (Table 5.20)

For model 2 the number of data points is = 14(15)/2=105, afdfree
parameters are needed for model 2, including 1@&wvees of exogenous variables
(of the two factors and fourteen measurement @rrarsl 12 factor loadings
(indicators SAL, and ACHRO to 1.0 to scale the tfaoctors), and one covariance;
so model 2 is over-identified and there will bg df 76 = (105-29) when its fit is
tested (Table 6.1).

6.3.1.2 Goodness of fit testing

In model 1y2 value is7106.644with dfy, = 77 and a probability (Hevel
equal to 0.000. This P- value is highly significavitich is sufficient to reject the
null hypothesis: the model fits the data well. ihey words, the2 GOF statistic
indicates that the actual observed covariance xn@ji does not match the estimated
covariance matrixX). This model is also rejected on the ground of EMASCFI,
TLI, and SRMR.

For model 242 value is56.267with dfy = 76 and p-value (p = 0.9563) is
insignificant which means that there is no evidetaceeject the null hypothesis: the
model fits the data well. The fitness of this moidedlso proved by RMSEA, CFl,
TLI, and SRMR.

Comparing the two models (1 and 2), it is notidkdt model 1 %% =
7106.644with dfy; = 77, p< 0.0000; RMSEA = 0.302; CFl = 0.588; TLD514;
SRMR = 0.286) was not satisfactory, while mode,2< 56.267with dfy. = 76, p
= 0.9563; RMSEA = 0.000; CFI = 1.000; TLI = 1.008RMR = 0.007) was

distinctly satisfactory.

6.3.2 Reliability analysis
Reliability implies that if anyone repeats the sw@@ment used, the result

will always be the same or in other words it cancbasidered the measurement
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instrument yields consistent results and error ,freeter (1979); Cooper and
Schilinder (1998); Zikmund (2003); Nachmias and iNa@s (2007).
6.3.2.1 Measurement of item-level reliability

Kline says that “the internal consistency of obedrvariables with each
other should be assessed and it could be vieweddhrthe score reliability %),
which is nothing but the degree to which scorea particular sample are free from
random measurement error. It is estimated as omeigmihe proportion of total
observed variance due to random error”. Chin (1998)gests that the value of

absolute correlation i.e. standardized factor logslishould< .05. However, value

above 0.7 i.e.% +/05), Henseler et al. (2009) and valié®.4, Churchill (1979) are
suggested. In General, the value of reliability fioents < 0.90 are measured
‘excellent’, values< 0.80 are ‘very good’, and values0.70 are ‘adequate’. In the
present study the value of factor standardizedihggsdwere ranging from 0.90 to

0.91 which was corresponding to the existing dater psychometric reliability test.

6.3.2.2 Measurement of construct-level reliability

It is also known as internal consistency religpiland measures the degree
to which responses are consistent across the wathsn a measure. According to
Kline (2011) “if internal consistency is low, théme content of the items may be so
heterogeneous that the total score is not the fresgtible unit of analysis for the

measure”.

In the current thesis to test construct-levekllality Cronbach’sy is applied
and the result is reported in Table 5.1, whichaatis that the Cronbachismore
than the prescribed value 0.6 ,Cronbach (1951).

6.3.3 Validity Analysis

Routio (2009) indicates that validity refers te toncept and it measures what
it intends to measure. Hair et al. (2006) asseitt ‘tine validity is the extent to which
a set of measuring items correctly represents tigenlying theoretical proposed

concept”.

6.3.3.1 Evaluation of convergent validity
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According to Nachmias and Nachmias (2007) convergalidity, is concerned
with measuring the degree of a positive relatigmstmong scale items developed to
measure the same concept/construct. Convergendityalkcan be assessed by
confirmatory factor analysis through three mairnecia: (i) Kline (2011) prescribes
that to measure a common factor all indicators khdwave relatively high
standardized factor loadings on that factor (exg.70). (ii) Composite reliability
(CR), which is a measure of the overall reliabilitiy a set of heterogeneous but
similar indicators, and is concerned with testing teliability of a construct/ latent
variable. It should be above 0.7 and ideally 0.&igher. (iii) Average variance
extracted (AVE), which is the average amount ofateon that a latent construct is
able to explain in the observed variables to wihiigh theoretically related. Fornell
and Larcker (1981) proposed that AVE>0.5.

Table 5.21 reveals that AVE for the each constubigher than the required
value as suggested by Fornell and Larcker (1981, each construct is able to

explain more than half of the variance to its meaguitems on average.

Table 6.2: Inter-construct Correlation and AVE for CFA Model

AVE VAVE CR QWL Comp
QWL 0.82 0.91 0.97 1.000
Comp 0.83 0.91 0.84 0.146 1.000

6.3.3.2 Evaluation of discriminant validity

Schumacker and Lomax (2010) explain that measimegld not theoretically
be related are in reality not related. Kline (204dggests that estimated correlations
between the factors should not be excessively fegh, < .90 in absolute value). It
was proposed by Fornell and Larcker (1981) thau&seg-root of AVE for each
constructs should be greater than the other cartstreorrelation with any other (i.e.
inter-construct correlation)”. Table 5.21 reportsatt none of the inter-construct
correlation value was above the square-root oAME and satisfied the criterion of
the discriminant validity. Chin (1998) prescrib@deixamine the cross-loading within
factor loading for the item-level discriminant \caty. Table 5.22 confirms that each
of the measuring item within construct was higheth{ respect to its factor loading)
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than all of its cross-loadings in row and colummfactt, all cross-loading were lower

than the 0.4 values recommended by Hair et alQgR0

Table 6.3 Factor loading with Cross-loadings

Factors — F1 F2

ltems | QWL Comp
SAL 0.905 0.061
WRK 0.898 0.073
KPW 0.906 0.062
APO 0.899 0.075
SOIN 0.904 0.071
KONS 0.899 0.069
SPL 0.898 0.064
SORI 0.898 0.060
ACHRO 0.059 0.908
BKNOI 0.082 0.903
SKLAT 0.060 0.908
MTKV 0.062 0.906
KUMN 0.061 0.911
DCCV 0.073 0.908

6.3.4 Evaluation of confirmatory factor analysianodel

The goodness of fit indicesy{ = 56.267 with dfy; = 76, p = 0.9563;
RMSEA = 0.000; CFIl = 1.000; TLI = 1.001; SRMR =00, as given in Table 5.20
indicated good fit for the CFA for QWL and Comp

The regression coefficients for QWL presented abl& 5.23, are high and
statistically significant. Hence the construct dayi is ensured and it can be

concluded that the construct significantly explditige variables.
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Table 6.4 Regression statistics for “Quality of Wok Life (QWL)”

Name of the variable Unstd.| C.R. | Std. | C.R. R | CR. | P
Est. Est. value

A fair and appropriate sala 1.000 | 999.000 0.907| 148.322| 0.823| 74.161{0.000
(Remuneration) (SAL)

Working conditions (WRK) | 0.643 46.456 0.90139.047| 0.812| 69.523/0.000

Use of capacities at the wark0.943 | 47.464| 0.908149.193| 0.824| 74.596(0.000
(KPW)

Opportunities available at | 0.596 | 46.587| 0.902140.314| 0.813|70.157|0.000
work (APO)

Social integration at work | 0.764 | 47.324| 0.90y147.731| 0.823| 73.866/0.000
(SOIN)

Constitutionalism(Respect {0 0.870 | 46.498| 0.901139.455| 0.812|69.727|0.000
the Laws) at work (KONS)

The space that the work 1.174 | 46.359| 0.900138.112| 0.810| 69.056(0.000
occupy in one’s life (SPL)

Social relevance and 1.130 | 46.303| 0.900137.582| 0.810|68.791/0.000
importance of work. (SORI)

The regression coefficients depicted that the ‘ofseapacities at the work
(KPW)” (estimate of 0.908) explaining 82.40per cehthe variances was the most
influencing variable for the middle level personnel telecom sector of India
followed by the “fair and appropriate salary (Remation) (SAL)” and “social
integration at work (SOIN)” with the estimate 0807, equally explaining 82.30per
cent of the variances, and “opportunities availadtievork (APO)” (estimate of
0.902) explaining 81.30per cent of the variancesrking conditions (WRK)” and
“constitutionalism (Respect to the Laws) at workOMS)” with the estimate of
0.901, are equally explaining 81.20 per cent oftigances and “the space that the
work occupy in once life (SPL)” and “social releeanand importance of work”
(SORI) (estimate of 0.900) explaining 81.20 pertedrthe variances were the least

influencing variables for the middle level personndelecom sector of India.
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Table 6.5 Regression statistics for “Competencie€omp)”

Name of the variable |Unstd.|] C.R. | Std.| CR. | RR | CR.| P
Est. Est. value

Achievement/result 1.000| 999.0000.910 148.1980.828 74.099 0.000
orientation (ACHRO)

Basic knowledge and 0.652| 47.297 0.90643.1420.82271.571/0.000
innovation (BKNOI)

Skill and attributes 0.927| 47.83§ 0.91048.4680.828 74.2340.000
(SKLAT)

Meta qualities (MTKV) 0.887 47.55f 0.90B45.6720.82572.8360.000
Communication (KMUN) | 1.003 48.229 0.911%2.4650.833 76.2330.000
Decisiveness (DCCV) 1.030 47.905 0.9149.1430.829 74.5720.000

The regression coefficients f@omp reported in Table 6.5, are high and
statistically significant. Thus, the construct dély is ensured and it can be

concluded that the construct significantly explditige variables.

The regression coefficients revealed that the ‘foomication (KMUN)”
(estimate of 0.913) explaining 83.30 per cent o thariances was the most
influencing variable for the middle level personnel telecom sector of India
followed by the “decisiveness (DCCV)” (estimate @P11) explaining 82.90 per
cent of the variances. The “achievement/resulintatgon (ACHRO)” and “skill and
attributes (SKLAT)” with estimate of 0.910, equadlyplaining 82.80 per cent of the
variances. Meta qualities (MTKV) with estimate 0908, explaining 82.50 per cent
of the variances is followed by the “basic knowledgnd innovation (BKNOI)”

(estimate of 906), explaining 82.20 per cent ofwheances.

Both the constructs quality of work life (QWL)” and “employees
competencies (Comp)are associated with each other, as indicatedhéybvariance

coefficient (0.633), which is statistically sigmiéint at high level.

Overall, CFA is a statistical technique used tofydhe factor structure of a
set of observed variables. The results of the G#Acate that all the constructs are
valid and explain the related measured variablgsifesantly. Figure 5.4 shows the

complete path model with standardized values athallfactors. Beginning with the
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completely standardized solution, the factor logditgan be interpreted along the
lines of standardized regression coefficients irtiple regressions. Analyzing the
SEM correlation coefficients between the variousialdes, the model indicates
moderate correlations between QWL and employeespetencies (0.63).

Therefore, the model (relationship between emmogempetencies and
QWL) is accepted as a model with a moderate fie Tlgpothesis that there is a
positive relationship between employee's compe¢snand QWL is accepted as
suggested by the results of the study. The QWL @orapts in order of priority are:
use of capacities at work, social integration, fpay, opportunities at work,
constitutionalism, working environment, overalleliEpace and social relevance of
work. These components have a significant impaaroployees’ competencies and
are factors enhancing the individual's competencié® results showed that the
average components of competencies are signifi€ardritizing these components
are: communication, decisiveness, skills and attes, achievement, meta qualities,

knowledge and innovation.

6.4 Chapter summary

The analysis of the empirical examination was eméxd in this chapter. The
biographical composition of the sample was desdrilaad illustrated. In the
descriptive statistics means and standard devstiare described and discussed. A
systematic reliability analysis and validity anasysegarding both constructs was

presented.

To determine the relationship between the variousstructs of QWL and
employees’ competencies structural equation mogléBEM) was used to test the
theoretical model. A summary of analysis identifyithe path estimates, model fit

and correlation coefficients and regression stetistere presented.
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Chapter - 7

Summary and Conclusions

Human resources are one of the significant regsuon which companies
build their competitive advantage. In today's dymantbusiness environment
organizations need to explore new and innovativgswa doing business to meet
the challenges. Since the beginning of the 1988, hterature emphasizes on more
strategic role of human resources (Guest, 1987). dtstainable competitive
advantage it is essential for the organizationsnemage their human resources
efficiently. Work plays an important role in empéms’ lives, therefore
organizations need to focus on the employees’ gisfaction to be more successful
and to attain their objectives. The work conditiort only affect the employee

physical but also psychological and social welllgein

As the quality of work life plays a vital role the employee perception and
the competencies of employees create meaning itogegs’ work environment, it

is important to explore the relationship betweearséhtwo constructs.

The main objective of the study was to determhes relationship between
employees’ competencies and quality of work lifel atudy variables that are likely
to influence the quality of work life within the gannization thereby impacting
employee competency. To determine the relationbeiwveen the two constructs

structural equation modeling (SEM) technique wasdus

The target population selected for this thesis thasmiddle-level personnel
of the telecom sector in India. The middle levaffstomprises a significant number
in the sector as is indicated by the informatioflected from the Indian telecom
sector showing that the total middle-level staffidg the financial year 2012-2013
was 22174. Besides, the middle level personnekseas the link between the upper
and lower levels hence their significance in managedecision making and

functioning cannot be ignored.

124



The present research study will help the managewfetine Indian telecom
industry to improve the employees’ quality of wdifie by implementing the new

policies and resources on those areas which coalke ra significant difference.

To accomplish the present research work, firstigetailed study of the
Indian telecom sector, structure, employee statdstlaeir roles and responsibilities
was performed. Henceforth, a 67-item questionnaae developed on the basis of
dimensions developed Myalton (1973) for QWL and dimensions for competesci
were developed on the basis of existing literaturé inputs from the academic and
industry experts The pilot study was conducted on seventy randonelgcsed
telecom sector employees. Before the cutoff date; questionnaires were collected
out of which five questionnaires were weeded o the presence of large amount
of missing data. Two items were excluded after catidg reliability test and
exploratory factor analysis (EFA) at the individeainstruct level (measurement of
sampling adequacy and total variance). Mann-Whidegst was also applied
which is a psychometric test to investigate whethiee length of the measuring
instrument might discourage respondents to paylegtention to the questions at
the beginning of the instrument compared to thestjoles at the end of the
instrument”, so that the modified version couldshbistituted for the existing one of
the measuring instrument. However, no difference whserved. Thus, the final
modified questionnaire was distributed, among 1,&8@ondents from the telecom
sector. A total of 1,021 filled in questionnairesre received from which 21 were
rejected due to the presence of incomplete secindsnissing data. Thus, a sample
of 1,000 employees, comprising of middle level parel, remained the valid

sample on which the present study was done.

The present chapter pulls the thread togetheebapitulating the objectives
of the study and its findings. The summary of fimg$ and the theoretical implications
of the study have been presented. The discusdatedeo the practical implications
of the findings, contributions and the limitations the study and the scope for

future research is contained in the present chapter
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7.1 Summary of conclusions
7.1.1 Conclusions of literature review

The existing literature on competency and qualftyork life was reviewed
since these constructs form the theme of this reBestudy. The research questions,

research gap and problem statement was the outocbex¢ensive literature survey.

Quality of Work Life

Though enormous literature has been developedialityjof work life. Both
in India and internationally, there is a generaklaf a clear definition regarding the
QWL construct. The literature on QWL unveils thahstant discussion is going on
between the two determinants of quality of worke lif.e. personal factors
(dispositional tendencies) or organizational fagtob characteristics), Kerce and
Booth-Kewley (1993); Kotze (2005).

Research has proved that QWL is an important mi@tant of various enviable
organizational outcomes such as increased taslorpehce, lower absenteeism,
lower tardiness frequency and has a significantachpn employee behavioral
responses such as organizational identificatiogarasation and career commitment,
turnover intention, job satisfaction, job involvemejob effort, job performance,
intention to quit, organizational turnover and pee alienation, Kerce and Booth-
Kewley (1993); Donaldson et al. (1999); Sirgy et @001); Wilson, DeJoy,
Vandenberg, Richardson and McGrath (2004); Wrigklt @ropanzano (2004); Ballou
and Godwin (2007); Huang et al. (2007); Lee ef248107); Wright and Bonett (2007);
Srivastava (2008); Kaushik and Tonk (2008) and Koea et al.( 2010).

The conclusion can be drawn that QWL is one ofrttost essential factor
for an employee which associate the employeestivélorganization in the long run
because employees spend a half of their livesanai or work related activities and
even plan their days, living standards and soat@raction around the demands of
their work. To a large extent, it can be said @Q&YL is a major component of the

organizations as employees define themselves d&asoin terms of their work.
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Competency
The literature review on employee competency bl that competency is
an essential and vital part of the effectiveness ggrformance of the organization

as well as of an individual.

Spencer and Spencer (1993) suggested that hidityqaerformance was not
only determined by better technical skills but diyadhe manifestation of underlying
characteristics. Development Dimensions Internafiondicated that to develop a
successful competency profile a competency anaBtsmild include at least four
Ws, i.e., what that person knows, what they cannd@t experience they have, and
what motivates them. It also indicated that compats have different layers. Core
competencies were needed by all members of an iaegamm if they were to achieve
a core competitive advantage for the organizafidve second layer was managerial
competencies which were required of members of gemant. For every work
unit, specified functional competencies based ®miique operational function was
identified.

Agut and Grau, (2002) mentioned that competeraiesof two categories:
technical and generic competencies. Technical ctenpg related to KSAs, ‘which
basically consist of having knowledge and knowirgvito apply it to a job’, for
example information technology. On the other hayaheric competency referred to
individual characteristics ‘that involve coping titless routine, programmed,
technique tasks that are also part of the job’,efcample initiative to implement a

new plan.

Thus, employee competency is equally importanttha functioning and
performance of the organization, focusing on betteterstanding. The development
and enhancing of the skills of employees within aaganization and providing
recommendations to improve the employee performémece an essential part of

QWL impact on competencies.

Integration of employee competencies and qualiyak life.
For sustainable competitive advantage it is egddior the organizations to
manage their human resources efficiently. The wgrkenvironments of the organization

not only influence their physical but also psyclyibal and social wellbeing.
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Employee competency and quality of work life dikgcaffects the
company’s ability taetain its talent, and if it is not measured, et be effective.
It can be seen through the past research thantbtogees who possess high level of
mental ability are the great performer, more corteditand more efficient in
comparison to the low level of psychological weding, Wright and Bonett (2007).
QWL and competencies are increasingly being idedtis progressive indicators

related to the function and sustainability of bess organizations.

In general the present study studied that masagihin the organizations
should be more attentive regarding their compeésnas this might influence the
building of good quality of work life within the ganizations.

By and large, the present research findings stgdeisat quality of work life
should be recognized as a significant predecess@nfiployees’ competencies.

7.1.2 Conclusions of empirical research

The empirical research findings confirmed previgesearch as well as
generated a new field of study. The present stugoeed and researched that there
is a significant relationship between the employeespetencies and quality of
work life. The results of the CFA indicate that #lle constructs are valid and
explain the related measured variables signifigathalyzing the SEM correlation
coefficients between the various variables, the ehodlicates moderate covariance
between QWL and competency (0.63).

The QWL components in order of priority are: useapacities at work, social
integration, fair pay, opportunities at work, congtonalism, working environment,
overall life space and social relevance. These oompts have a significant impact
on employees’ competencies and are factors enl@ndhe individual's
competencies. The results showed that the ave@mgpanents of competencies are
significant. Prioritizing these components are: pmmication, decisiveness, skills

and attributes, achievement, meta qualities, kndgdeand innovation.

Therefore, the model (relationship between commugteand QWL) is
accepted as a model with a moderate fit and thdtsesupported the hypothesis of
the present study.
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It is, therefore, recommended that managers shaddppropriate strategies
to monitor the fate of employees work and the wagkenvironment provided to
them by the organization. The study also highligifstt managers should establish
mutual trust, interpersonal communication betwdendamployees. The findings of
this research study are useful since it not onbvigles valuable information about
but also an understanding of the relationship betwemployee competencies and
quality of work life as shown in the empirical aysb of the middle level personnel
of the Indian telecom industry. Thus, the resednas practical implications which
may be useful for the organizations. In general phesent study showed that
managers within the organizations should be motentte regarding their
competencies, as this might influence the buildafiggood quality of work life

within the organizations.

7.2 Research contributions
The present research provides fruitful implicasidar both practitioners and

academicians.

. On the academic part, this study makes a notewartimgribution to the
literature of organizational behaviour and humasouece management by
exploring the impact of quality of work life on efogees’ competencies in
the context of the Indian telecom sector. On thelethis study is expected
to enlarge areas of comprehension of organizatioslaaviour and HR issues

in the sparsely researched telecom sector in India.

. From the practitioners’ side, important influentiale of quality of work life
on employees’ competencies is highlighted. It hesnbproved by research
that to hire a new employee is more expensive thagtain one, Therefore,
organizations should promote better quality of wéf& and to keep the
employees satisfied with their jobs and therebginethem and enhance their

competencies.

. Besides, to improve the quality of work life, itsaggested that an organization
must consider continuously matters such as inargasemployees’
remunerations to increase the employees performandehealthy working
conditions at the workplace especially employeaéty at work which in
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some instances happen to be below the governmgmilaseéd safety

standards, Chinomona, Lin, Wang and Cheng (2010).

The results shows that use of capacities at woskthe highest correlation
and management should review its policy to usedewklop the individual
capacity at work, it is supported by previous stgdalso, Othman,Ahmad;
Anlieng Cheak (2009). The organization should @eet environment where
employees have freedom to do work effectively andoarage the use of
skills and knowledge in the current job.

This research suggests that implementing polianes mgograms which will
enhance the interpersonal communication amongrtimogees, build good
relationship with employer and provide friendly &owmment in the
organization, make employees take pleasure in th& and establish career

development systems. This would increase the erapfofocus on their work.

The present study establish that better qualitywofk life improve the
individuals’ decision making skills as is evidencedliterature also. The
organizations which provide a better QWL will havegh employee
satisfaction, which in turn, will provide higheragvth and profitability.

At the individual level the study helps to maintaine work - life balance.
The positive work environment motivates the empésy& use their skills
and attributes for the attainment of organizatiogahls i.e. enhance their
competencies for organizational goals. The emp®yd® have valuable and
significant work and have a healthy working enviremt can experience
better quality of work life and personal life. Tmprove the QWL, an
organization need to create an environment whergl®mes gain mental
and physical job satisfaction which keeps them watéid, which results in

increasing in the performance of the both orgaiornadnd the employees.

The present study proved that organization shoulb@age information
flow through two way communications which seembdan important aspect
of the competency. It is one of the factor whicfeetf the quality of work life
also proved by earlier research; Sinha, Chandra(Xp).
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. The study indicates that management should revissv job design for
effective implementation of the job and motivate #mployees to plan and
implement their activities. The findings of the easch proved that the
components identified and structural relationshigspnted for the component

of QWL and competency was suitable.

Therefore, organizations must develop their hummasources to gain
competitive advantage in the competitive world. tRer the organizations can
develop one of their valuable assets i.e. humaouress by providing high quality
of work life for developing their competencies tlicie the favorable job related
responses in return. Finally, it can be concludeat the positive relationship
between employee QWL and competencies as revealatiebpresent empirical
analysis of the middle level personnel of the Indiglecom sector will create a win-
win situation whereby the employees are motivatede more productive and the

organization’s profitability is increased in theopess.

7.3 Limitations of the Research and Scope for Fute Research

The present research study is subject to thevallg limitations:-

At the onset the use of the Walton’'s quality comds is an obvious
limitation as they were designed for use in a catgty different context. Though
the questionnaire developed on this basis seemeen@nstrate good psychometric
properties and had obtained satisfactory religbiaind validity scores, future
research can further revise and refine the instnirfa@ specific use in the Indian

context and also in other sectors.

Due to the constraint of time and resources adtbgosal of the researcher
the focus of the study remained confined to a $igetevel i.e. middle level
management within eight organizations in the noetfion. This restricted scope of

the study to a relatively small area.

Another limitation relate to the basis of studyiethis single source survey,
viz; data (sample survey using the questionnaireottect information). Although

great care was taken to motivate employees to geovalid information, parameter
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estimates may be inflated by common-method varidfgtire research can be done

by using multiple methods of measurement and sewtdata.

Future research can be directed towards the txaldithe empirical results
to enhance the meaningful contribution of the pmesesearch work and better
understanding of the employee competencies andtyjudl work life constructs

within the organizational context.

7.4 Chapter Summary

The present chapter deals with the conclusionspmenendations and
limitations of the study. The conclusions were draen the basis of empirical
research and the theoretical context. The restiltseopresent research work direct
some points towards the new findings within thekivay environment and suggested
new recommendations to enhance the research eépaathin this context.

This research study attempted to explore an iategrmodel consisting of
employee competency and QWL. Above all, the maijealve of this research
work was to determine the implied theoretical ielahip between the dimensions
comprising the construct ‘employee competency’ gnedconstruct ‘QWL’ (six and

eight factors respectively).

To the extent that this type of an integrated rhbdé not been tested in this
context before, this study makes a significant gbation in building the theory and
practice in the area of organizational psycholagyhe Indian telecom industry.

SEM technique is used to test the more complexirsedrated model which
takes into account interaction effects among thesttacts which other statistical
techniques cannot do. The present study uses the t8&hnique to confirm the
conceptual model as well as the hypothesized oglsiiips among the constructs. A
positive relationship was found between employempeiencies and quality of

work life.

The results of this research study make sevenalribations to research
literature. This should create the path for furésguloration regarding the competency

concept within organizations together with othesgible influencing factors.
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This research reminds the policy makers about thdinfgs of the Hawthrone
experiment conducted by Elton Mayo at Bell labariaand also about the history
of various legislatures enacted for the welfaréabbr like minimum wages, bonus
act, compensation act etc.

The opening up of the economy has led to massioe/ithr of the private sector
which is now partners in the economic developmédnthe country. However the
private companies work on principles of capitaliamd hence ignore employee

welfare.

Various studies have revealed clear conflict bebwtbe owners, management and
other stake holders including employees. This mebeaould once reiterate the need
for providing better working environment to the dayges and not to map them in

accordance with their contribution in profit making

This research will also be a guide to practitiorsard organizations that “happy and

healthy employee would ensure heavy bottom line”.
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Annexure-A
QUESTIONNAIRE

The purpose of this questionnaire is to study the eterminants of Quality of

work life and competency mapping among employees dfelecom sector. The

information provided by you will be kept confidential and used only for the

purpose of research work for PhD. You are please qeiested to cooperate.

[Al
1.

2.

10.

11.

12.

13.

14.

15.

16.

17.

Demographic Profile (Tick the right one)
Name of the Organization...................

Designation

a. TopLevel ] b. Managd ] c. Junioiasff ()

Age: ...

Gender: Male C] Female[:]

Marital status: MarriedC] Single C]

Number of dependents in family:

Old age (above 65 yrs) (] Under age (eld yr) (]
Are you in Nuclear family_) Joint family ()

Total years of work experiencC]

Income of the respondent annually in figures...... dAmwords............
No. of Earning members : if Joint fami_) Nuclear family )

How many days in a week you come to office? dags C] 6 days[:]
Any other family member working in the same profess.....

Distance from home to office........... Kms.

Mode of transportation from home to office (Pleapecify)..................
Commenting cost (cost incurred in to and fro)......... in.Rs. (daily)

How much time you spend travelling to work (two-yay............... in hours



18.

19.

20.

[B]

Do you have get together functions with

Peer Group{ ) Junid__] Seni_]

Are family members also invited in such gathgs? Yeq ] N( ]

How they feel -

Enjoy(_ ]  Feeling Awkwar{__] Norn{__] Depress{__]

Please rate each competency using the 5 poingrstiale

COMPETENCIES AT MANAGERIAL LEVEL

1.

2.

3.

Achievement/Result Orientation:

1. | Addressing immediate client needs 514 |3 |2 |1
2. | Managing job expectations 5 14 3 |2 |1
3. | Planning for action 5 4 3 2 1
4. | Having a strategic look 5 4 3 2 1

Basic Knowledge and Information

1. | Command of basic facts 5 4 3 |2 |1

2. | Relevant professional Knowledge 5 |4 |3 |2 |1

3. | Knowledge of standards and specifications 514131
Skills

1. | Continuing sensitivity to events 5 4 3 |12 |1

2. | Analytical, problem solving and decision 514 3| 2| 1

making skill

3. | Social skills and abilities 5 4 3 2 1

4. | Emotional resilience 5 4 3 2 1

5. | Pro-activity 5( 4] 3| 2 1

6. | Leadership 5 4 3 2 |




[C]

Meta Qualities

1. | Innovation & Creativity 5 3 2
2. | Analytical Thinking 5 3| 2

3. | Balanced learning habits and skills 4

4. | Self knowledge 5 3 2
5. | Adaptability 5 3] 2

Communication

1. | Clarifying Understanding 5

2. | Fostering two way understanding 4

3. | Communication complex messages 4
Decisiveness

1. | Using negotiating techniques 4

2. | Anticipating and presenting change positively 3| 2

3. | Importing solutions 5 3 2

4. | Creating new concept models 4

5. | Considering human and environmental impacts 3

Quiality of work life

Regarding - A Fair and Appropriate Salary (Remuneraion)

11

1.2

how satisfied is you with your salary (remuneation)

a.
b
C.
d.
e

How satisfied are you with your salary, if youcompared to your

very dissatisfied

dissatisfied

neither satisfied nor dissatisfied
satisfied

very satisfied

colleagues’ (in other department, organizations) dary

a.
b.

very dissatisfied

dissatisfied




c. neither satisfied nor dissatisfied

d. satisfied

e. very satisfied
1.3 How satisfied are you with the participation m results that you receive

from the company?

a. very dissatisfied

b dissatisfied

c neither satisfied nor dissatisfied

d. satisfied

e very satisfied
1.4 How satisfied are you with the extra benefit§finsurance, transport,

mobile etc) that your company offers to you?

a. very dissatisfied

b dissatisfied

c neither satisfied nor dissatisfied
d. satisfied
e

very satisfied

Regarding Your Working Conditions

2.1 How satisfied are you with your weekly work (gantity of worked hours)

a very dissatisfied

b dissatisfied

c. neither satisfied nor dissatisfied

d satisfied

e very satisfied
2.2 According to your work load (quantity of work), how do you feel?

a. very dissatisfied

b dissatisfied

c neither satisfied nor dissatisfied
d. satisfied
e

very satisfied



2.3

2.4

2.5

2.6

3.0

3.1

According to the use of technology in your t&s (with respect to

customers) how do you feel?

a.

b
C.
d.
e

very dissatisfied

dissatisfied

neither satisfied nor dissatisfied
satisfied

very satisfied

How satisfied are you with the working conditns in your workplace?

a
b
c.
d
e

very dissatisfied

dissatisfied

neither satisfied nor dissatisfied
satisfied

very satisfied

How satisfied are you with the security equipents, individual and

collective protection provided by your company?

a
b
C.
d
e

very dissatisfied

dissatisfied

neither satisfied nor dissatisfied
satisfied

very satisfied

Regarding tiredness that your work cause to yp how do you feel?

a.

b
c.
d.
e

very dissatisfied

dissatisfied

neither satisfied nor dissatisfied
satisfied

very satisfied

Regarding the Use of Your Capacities at the Wil

Are you satisfied with the autonomy (opporturty to make decisions)

that you have at your work

a.
b.

C.

very dissatisfied
dissatisfied

neither satisfied nor dissatisfied



3.2

3.3

3.4

3.5

d. satisfied

e. very satisfied

Are you satisfied with the importance of theask/work/activity that you
do?

a very dissatisfied

b dissatisfied

c. neither satisfied nor dissatisfied

d satisfied

e very satisfied

Regarding the multi-task (possibility to perfomance several tasks and
works) at work, how do you feel?

a very dissatisfied

b dissatisfied

c. neither satisfied nor dissatisfied

d satisfied

e very satisfied

How satisfied are you with your performance ealuation (awareness of
how good or bad have been your performance at work?

a very dissatisfied

b dissatisfied

c. neither satisfied nor dissatisfied

d satisfied

e very satisfied

Regarding possibilities conferred (work respasibility given to you), how
do you feel?

a. very dissatisfied

b dissatisfied

c neither satisfied nor dissatisfied
d. satisfied
e

very satisfied



4.0

4.1

4.2

4.3

4.4

4.5

Regarding Opportunities That You Have At YourWork

How satisfied are you with you opportunity opersonal growth?

a
b
c.
d
e

very dissatisfied

dissatisfied

neither satisfied nor dissatisfied
satisfied

very satisfied

How satisfied are you with the training (befoe commencement of Job)

you participate

a.

b
c.
d.
e

very dissatisfied

dissatisfied

neither satisfied nor dissatisfied
satisfied

very satisfied

How satisfied are you with the training (aftertraining need analysis) you

participate

a
b
c.
d
e

very dissatisfied

dissatisfied

neither satisfied nor dissatisfied
satisfied

very satisfied

Regarding the situations and the frequency thaoccur the resigning at

your work, how do you feel?

a
b
C.
d
e

very dissatisfied

dissatisfied

neither satisfied nor dissatisfied
satisfied

very satisfied

Regarding the incentive that your company giveyou to further study

(which helps in your career development), how do yofeel?

a.
b.
c.

very dissatisfied
dissatisfied
neither satisfied nor dissatisfied



5.0

5.1

5.2

5.3

5.4

d. satisfied

e. very satisfied

Regarding Social Integration At Your Work

Regarding the discrimination on behalf of casin your work place, how
you feel?

a very dissatisfied

b dissatisfied

c. neither satisfied nor dissatisfied

d satisfied

e very satisfied

Regarding the discrimination on behalf of religous in your work place,
how you feel?

a very dissatisfied

b dissatisfied

c. neither satisfied nor dissatisfied

d satisfied

e very satisfied

Regarding the discrimination on behalf of gener in your work place,
how you feel?

a very dissatisfied

b dissatisfied

c. neither satisfied nor dissatisfied

d satisfied

e very satisfied

Regarding your relationship with your bossestayour work, how do you
feel?

a. very dissatisfied

b dissatisfied

c neither satisfied nor dissatisfied
d. satisfied
e

very satisfied



5.5

5.6

5.7

5.8

5.9

Regarding your relationship with your colleages at your work, how do
you feel?

a. very dissatisfied

b dissatisfied

c neither satisfied nor dissatisfied

d. satisfied

e very satisfied

Regarding your relationship with your sub- ordnates at your work, how
do you feel?

a very dissatisfied

b dissatisfied

c. neither satisfied nor dissatisfied

d satisfied

e very satisfied

Regarding your teams commitment to work, how alyou feel?

a very dissatisfied

b dissatisfied

c. neither satisfied nor dissatisfied

d satisfied

e very satisfied

Regarding your colleagues’ commitment to workhow do you feel?

a very dissatisfied

b dissatisfied

c. neither satisfied nor dissatisfied

d satisfied

e very satisfied

How satisfied are you with the valorization ofour ideas and initiative at
work?

a. very dissatisfied

b dissatisfied

c neither satisfied nor dissatisfied
d. satisfied
e

very satisfied



6.0

6.1

6.2

6.3

6.4

7.0

7.1

Regarding the Constitutionalism (Respect to thkaws) at Your Work

How satisfied are you with the company for rggecting the worker’s right
a very dissatisfied

b dissatisfied

c. neither satisfied nor dissatisfied

d satisfied

e very satisfied

How satisfied are you with your freedom of exgssion (opportunity to
give opinions) at work?

very dissatisfied

dissatisfied

neither satisfied nor dissatisfied

satisfied

® a0 o p

very satisfied

How satisfied are you with the norms and ruleat your work
very dissatisfied

dissatisfied

neither satisfied nor dissatisfied

satisfied

® a0 o p

very satisfied

Regarding the respect to your individuality atvork, how do you feel?
a. very dissatisfied

dissatisfied

neither satisfied nor dissatisfied

satisfied

®© oo o

very satisfied

Regarding the Space that the Work Occupy in Yau.ife

How satisfied are you with the work influencen your family life routine?
a. very dissatisfied

b dissatisfied

c neither satisfied nor dissatisfied
d. satisfied
e

very satisfied



7.2

7.3

8.0
8.1

8.2

8.3

How satisfied are you with the work influenceon your possibilities of
leisure (at home)?

a. very dissatisfied

dissatisfied

neither satisfied nor dissatisfied

satisfied

® 20 o

very satisfied

How satisfied are you with your schedule of wk and rest (during work)?
a. very dissatisfied

dissatisfied

neither satisfied nor dissatisfied

satisfied

®© 20 o

very satisfied

Regarding the social relevance and importancd work

Regarding the proud of performing your work, low do you feel?

a very dissatisfied

b dissatisfied

c. neither satisfied nor dissatisfied

d satisfied

e very satisfied

Are you satisfied with the image of this compe have to societ®

a very dissatisfied

b dissatisfied

c. neither satisfied nor dissatisfied

d satisfied

e very satisfied

How satisfied are you with the corporate sodiaesponsibility (contribution
to the society) that the company have?

a. very dissatisfied

b dissatisfied

c neither satisfied nor dissatisfied
d. satisfied
e

very satisfied



8.4 How satisfied are you with the services and ¢hquality of the products
that the company makes?
a. very dissatisfied
b dissatisfied
c neither satisfied nor dissatisfied
d. satisfied
e very satisfied
8.5 How satisfied are you with the human resourceolitic (the way that
company treats employees) that the company has?
a. very dissatisfied
b dissatisfied
c neither satisfied nor dissatisfied
d. satisfied
e

very satisfied
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