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Abstract

Facial expression recognition (FER) has always popular as the fundamental basis

of the social interaction. In the recent years, FER is getting special attention

because of its interdisciplinary nature from the behavioral science, neurology and

artificial intelligence. Its application ranges from human computer interaction to

the design of social intelligent systems.

In FER, the main challenge is to effectively encode the facial expression in

the form of the feature vector so that the accurate classification of the expression

can be performed with minimum computational complexity. We have addressed

this challenge by the use of the emerging approach named graph signal process-

ing (GSP). GSP has established itself as a powerful tool for a wide variety of

applications particularly dealing with the analysis of the multidimensional and

multivariate signals.

In the thesis, we have represented the facial expression regions in the form

of the graph structure to encode their relationship with the help of the weighted

edges. The key idea behind this representation is that the GSP based approach

helps in exploiting the higher level dependence in those facial expression regions.

Thus, this additional information of the intrinsic connectivity has been used to

enrich the analysis of the multi dimensional signals and multivariate signals lying

in the facial expression regions.

In the first part of the thesis, we focus upon the existing schemes of FER using

GSP to design composite schemes. We start by using existing feature vectors lying

on the nodes of a graph. The weighted edges between these nodes is formulated

to capture their relationship. Then, the graph signal is represented as a sum

of harmonic modes by using the eigendecomposition of the Laplacian (a second

derivative operator). In the form of these newly represented signals, not only

vii



the dimension of the feature vector is reduced but also the accuracy of FER is

improved.

In the second part of the thesis, we design the independent schemes using GSP.

Rather than using the derived information of facial expression regions, we directly

work upon these regions assuming that the information of facial expression lies

in the distribution of the pixel intensities. We construct a graph to represent the

facial regions as a graph signal by defining the weight between the parts of the

regions using their intensities. Then, to extract the information from that graph

signal, we have designed algorithms using the concepts of spectral graph wavelet

transform and graph Fourier transform. In order to reduce the dimension of the

resultant graph feature vectors, the spectral analysis in the graph frequency domain

has been carried out to select the main frequency components, as performed in

principal component analysis. Finally, we evaluate the different graph structures

to find the optimum graph structure for the better FER.

Key words: Facial expression recognition, feature vector, graph, graph sig-

nal processing, spectral graph wavelet transform, graph Fourier transform, graph

structure.
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Chapter 1

Introduction

1.1 Introduction

In our communication, the non-verbal cues provide more important information

than the verbal statements. Among the non verbal cues, the facial expression is

one of the most significant components. Seeing the utility of the facial expressions

recognition (FER), it has been interpreted not only in informal social networks

(Facebook, Whatsapp) but also in advanced applications of patient monitoring,

surveillance, neuroscience [1] , lie detection etc. The approach to the FER may

be, in general, sub-divided into the following steps: the face registration, repre-

sentation, dimensionality reduction and recognition [2].

In the literature, various approaches have been proposed based on the feature

extraction of the facial expression using Gabor filtering [3], Principal Component

Analysis(PCA) [4], Independent Component Analysis(ICA) [5], Linear Discrim-

inant Analysis(LDA) [6], LBP(Local Binary patterns) [7] and Discrete Wavelet

Transform (DWT) [8]. Moreover, the dimension reduction is carried out by the

PCA by taking the eigenvectors in the order of decreasing variance whereas the

LDA maximizes the separation between the feature vectors in the subspace. Apart

from the dimension reduction, some approaches focus on finding the distinct pat-

terns like the LBP used for capturing the textures of the facial regions [9], HOG

(Histogram of the Orientation Gradient) [10] for the computation of the gradi-

ent at cellular level where all the gradient of the cells are concatenated to form

the feature vector etc. In the last step,the classifier using methods such as Sup-
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port Vector Machines (SVM) [11], k-Nearest Neighbors (kNN) and Deep Learning

such as Convolutional Neural Networks [12], [13] categorizes the expression into

different labels.

Recently, the GSP has been increasingly used by the researchers for the analysis

of many multi-dimensional signals like brain signals [14], [15], fMRI [16] etc. The

GSP, explained in [17], deals with the signals represented on the structure of a

graph. A graph is built incorporating the neighborhood information of the high-

dimensional signals. The graph structure thus encodes the inherent relationship of

the signal lying between its components located on the vertices of the graph. The

main step for the GSP method are to define a weight between the vertices and

generalize the classical signal processing techniques such as filtering, multiscale

transforms by using a different notion of the graph frequency. Such processing

of the signals represented on the graphs proves to be efficiently extracting the

information from the high dimensional signals. Similar to the GSP, the concept of

Locality Preserving Projection (LPP) was introduced in [18] and it was used for

face recognition [19].

1.1.1 Motivation for the present work

Beauty with GSP based approach is the flexibility in interpreting the underlying

signal as a graph. There are various ways in which a signal can be represented

as a graph. And, this thesis has interpreted signal as a graph in a variety of

ways. In any context employing GSP, the scheme would decompose the problem

into two stages. In first stage, the local properties (features) of the signal would

be extracted such as correlation, edges, curvature, spectral features, intensity etc.

and each local region could correspond to one node of the graph. In stage two,

GSP would exploit the higher level dependence between the local features, which

is modeled as the adjacency matrix. It is pertinent to note that this holistic GSP

approach can be applied in any context. In this thesis, our context has been the

FER.

Facial expression can be understood as a visual pattern recognition problem

in which three-dimensional object is identified on the basis of its two-dimensional

image. Using the two dimensional image, the features are extracted and then clas-
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sified by the machine learning algorithms. From the viewpoint of signal processing,

the main challenge lies in the selection of a feature vector with optimum dimension

and maximum accuracy. In this regard, the objectives of the proposed work are

as follows:

i) Existing schemes of the FER including DWT, HOG, Curvelet transform (CT)

and Fractional Fourier transform (FRFT) are quite effective in correctly classifying

the expressions but their feature dimensions become significantly higher which

results into their restricted use. There is clearly a need to develop algorithms for

reducing the feature dimension without any compromise on the recognition rate.

ii) As the facial image is a high dimensional signal, the challenge is to extract

information for the effective classification. The interrelationship between the com-

ponents of facial image has not been satisfactorily utilised for the better FER.

Although the focus of the FER schemes remain upto finding the difference in the

different facial parts (say, the eyes region, the lips region etc.) individually at the

local level but, at the higher (global) level, the changes in one part of the facial

region ( lips region) are also related to the changes in the shape of the another

facial region (eyes region) during the facial expressions. Hence, the graph sig-

nal representation of the facial image seems to be the natural choice to take into

account the unexplored relationship between the different facial regions.

A typical feature based approach for FER only makes use of local features. The

interdependence that may exist among the local regions is generally not exploited.

A typical GSP based approach is the suitable choice to capture that interrelation-

ships. The local features would form nodes of a graph. The weights of the edges

between these nodes provide the estimate of the bonding. Such weighted graphs

present an extremely flexible model for approximating the data domains of a large

class of problems.

Similarity relationships between “point cloud of vectors” may be represented

by a graph. Graphs associate data instance with a collection of the feature vectors

that hopefully encapsulate sufficient information about the data points e.g. for the

object recognition, SIFT features [20] are calculated after extracting key points.

In view of the above observations, we choose to investigate the existing schemes

of the FER and how their feature vectors can be represented in the form of the
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graph signal structure. After their representation, we designed the approaches

based upon GSP concepts to extract out meaningful information from these graph

signals. Our contributions in this regard are explained in the next section.

1.1.2 Contributions

The contribution of this thesis is the improvement of the FER by considering

different facial feature vectors constructed using tools from the GSP framework.

To be more specific, the contributions are (also refer Fig. (1.1)):

GSP

Facial 
regions as 
the graph

Different 
methods to 

build the graph

SGWT GFT

HOG
+

DWT

HOG CT FRFT

Low dimensional feature vector

Facial expression recognition using  GSP. 

Improved existing schemes
using  GSP Independent GSP schemes

Graph feature vector

Stage 1

Stage 2

Stage 1

Stage 2

Figure 1.1: Summary of our contribution in the FER using GSP

1) Improved existing FER schemes using GSP: GSP has been used to inves-

tigate whether the existing schemes of FER may be improved. The improved

schemes are as follows:

a) GSP based approach for FER using DWT and HOG features has been

proposed by extracting out the relationship among the existing feature vectors.

Each feature vector is represented on the vertex of a graph and the interrelationship

between these feature vectors has been represented by the weights. Further, it has
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been utilized to reduce the dimension of the feature vector and also resulting in

a better recognition rate. In order to reduce the computational complexity, the

GSP based approach for FER using HOG has been evaluated.

b) CT is preferred over DWT because of the improved directionality and better

representation but it also leads to computationally expensive due to their large

feature dimension. GSP approach has been used with the existing feature vectors

of the CT to find the lower dimension feature vector and improve the accuracy of

classifying expressions.

c) Since FRFT is a generalized family of transforms, where the conventional

Fourier Transform (FT) is a special case, it is clearly expected to provide better

compared to FT. GSP based approach is proposed to find out the increase in

expression recognition rate and reduce the dimension of the feature vector.

ii) Independent schemes: These schemes are based on GSP only without em-

ploying any of the existing feature selection for FER methods.

a) SGWT for FER: A graph structure is formulated independently on the

facial image itself. Then the concept of the SGWT has been used to propose a

new GSP based scheme. This uses the facial image itself to find out the effective

feature vector for FER.

b) GFT for FER: For the independent GSP schemes for FER, dimension

reduction technique using GFT has been proposed. Then the key frequency compo-

nents are selected in such a way to optimize the accuracy with the lower dimension

feature vector.

c) Optimum graph structure for FER: Different type of methods to build

the graph have been evaluated to find the optimum graph structure for the better

FER.

1.1.3 Thesis outline

The second chapter focuses on studying the basics of the FER and provides a brief

introduction to GSP. The reviewed topics include the notion of graph frequency

and the definitions of GFT, SGWT.

Chapter 3 presents a new GSP approach for enhanced FER using DWT and

HOG. Then, the proposed methodology of the GSP approach is described. The
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facial images from Cohn - Kanade (CK+) and JAFFE databases are used to

evaluate the performance of the proposed method. The performance results are

compared with the existing wavelet based techniques. Further, in order to decrease

the computational complexity, the former approach has been investigated without

using DWT i.e. by using the GSP approach with HOG only. The advantages and

the limitations of the proposed GSP based techniques are discussed.

Chapter 4 considers the problem of large dimensional feature vector in the

existing schemes of CT and FRFT. To reduce the dimension of the feature vector,

the proposed GSP based approaches using CT and FRFT are presented. First, the

GSP based CT approach is compared with the existing CT methods on JAFFE

dataset. Later, the GSP based FRFT approach is compared with the existing

FRFT methods.

In the next two chapters, we propose approaches for FER exclusively based

on GSP concepts only i.e. without employing any of the existing feature selec-

tion schemes. Chapter 5 is devoted to leveraging of the spectral graph wavelet

transform (SGWT) for the automatic FER. In this chapter, the algorithms us-

ing the graph signal from the facial image is presented. the experimental results

are obtained on CK+ and JAFFE databases. The effect of the different filter-

banks with the different weights to their channel is observed on the performance

of the algorithm. Next, the experimental results are compared with the existing

state-of-the-art in the literature.

Chapter 6 deals with the dimension reduction of the feature vectors using

the concept of Graph Fourier Transform (GFT). Then, the proposed GFT method

is described and its performance is observed on CK+ and JAFFE databases by

selecting the few frequencies among all the frequencies. Furthermore, the different

graph structures are evaluated to find out the best results of GSP approach for the

FER. The experimental performance of the optimum graph structure is compared

(using on CK+ and JAFFE databases) with the existing methods based on PCA.

The thesis concludes in Chapter 7 where a summary of our work is presented.

Finally, the future scope of our work regarding the application of the GSP in the

field of FER is also mentioned.
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Chapter 2

Literature Review

Facial expression recognition (FER) is required for Human-Computer interaction

as the facial expression provides important basis to understand the non-verbal

cues. Apart from the technology facilitation, FER has the significant applications

e.g. in getting the signal from the specially privileged person with autism or with

speech disorder, building the socially aware systems [21], improving the e-learning

experiences by detecting the frustration of the students [22], better experience of

gaming and in monitoring drowsiness of a driver [23] etc.

FER is usually confused with human emotion recognition. While in FER the

facial motion and facial feature deformation are classified into abstract classes

that are purely based on visual information, human emotion results from different

sources and that state is revealed through different channels such as emotional

voice, postures, gaze direction and facial expression. In contrast to FER, emo-

tion recognition requires the understanding of a given situation, together with the

availability of full contextual information. Overall, emotion recognition is far more

complex to detect than the FER. Moreover, from the originating view-point, facial

expressions are affected by many sources, as shown in Fig. 2.1.

2.1 Basics of FER

For the input as a single facial image for spatial representations, the fundamental

stages include the facial registration, representation, dimensionality reduction and

recognition. Face registration may be categorised into the whole face, part and
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Figure 2.1: Sources of Facial expressions [24].

point registration. The whole face used for the posed images include techniques

such as Active Appearance models [25], Robust FFT [26] and Lucas-Kanade [27]

approaches. In parts registration, the face is processed in term of the eyes and

mouth. Useful for shape representation, the point registration involves the lo-

calization of fiducial points. Representations encode the information: lower level

information by Gabor representation, LBP, HOG and bag-of-words (BOW), and

higher level information by non-negative matrix factorisation (NMF) or sparse

coding.

Feature extraction can be done by predesigned and learned features. Pre-

designed features are individually framed while learned features require automat-

ically learning from the trained data e.g. in deep learning. Predesigned features

may be categorized into appearance and geometrical. In the appearance features,

the intensity information is used while geometrical features use distances, defor-

mations, curvatures etc. The advantage of the appearance features is the detection

of micro-expressions (through finding characteristics like wrinkles, furrows or skin

texture), where the geometrical features fail to detect.

Learned features, trained by a joint feature learning and classification, can’t be

classified as local or global e.g. in the case of CNNs, either higher level features

comprising the whole face, or a pool of local features, may be obtained. There-

8



after, the dimensionality reduction stage is to reduce the dimension of the encoded

feature vector. Some of the approaches are such as discrete cosine transformation

(DCT), principal component analysis (PCA) [4] and linear discriminant analysis

(LDA).

Finally, the recognition of the expression from the reduced feature vector is

performed using the static approaches and the dynamic approaches. Static ap-

proaches work on each frame independently such as the support vector machine

(SVM), k-nearest neighbor (kNN), Bayesian network classifiers (BNC), neural net-

works etc. Dynamic models process features extracted independently from each

frame to model the evolution of the expression over time. It includes hidden markov

models (HMMs) and variable-state latent condition random fields (VSL-CRF).

2.2 Feature Extraction

As the work done in thesis deals mainly with the feature extraction of the facial

images, a brief discussion of the feature extraction follows.

Initially a geometric face model of 30 facial characteristic points was proposed

in [28]. Here, an affine transformation was used to normalize an input image to fix

the distance between irises. Thereafter, these distances were used to empirically

determine the length of the vertical lines. Similarly, a point based model using the

frontal and the side view of the facial image was given in [29]. In the frontal view

face model, a set of facial points were used to determine the specific shapes of the

mouth and the chin. The side-view of face image was used to find the curvature of

the profile contour function from the facial points. Multiple feature detectors were

applied for each prominent facial feature ( eyebrows, eyes, mouth, nose and profile)

to localize the contours of the prominent facial features and extract the model

features in an input dual–view. Due to the accurate requirement of extracting

the reference points, the geometric approach does not perform well for low quality

and complex background images. In addition, extraction of geometrical features

ignores the information of the skin texture changes, which limits it to distinguish

the expression of the subtle changes.

Active Appearance Model (AAM) is another widely used facial feature extrac-
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tion method [30, 31]. The facial images that were manually labeled with more

than hundred points to represent the facial features in [25]. In another AAM

based method, 70 images were selected as the AAM training set with the marking

of 57 feature points in each image [32]. In [33], an input testing face image was

changed into its corresponding neutral expression image. As a testing facial image

is queried, it is represented by a feature vector using the active appearance model

(AAM). Using a point distribution model (PDM), 90 facial feature points were

localized to show basic six emotions [34].

2.2.1 Feature Extraction with Gabor

For the past one decade or so, Gabor wavelet-based methods preferred for the

FER feature extraction since they can detect multi-scale, multi-direction texture

changes and can handle the effects of illumination. This model is motivated by

the biological model of simple cell receptive fields present in the cortex of cat. A

Gabor filter can be formulated as follows [35]:

ψu,v =
‖ku,v‖2

σ2
exp(−‖ku,v‖

2‖z‖2

2σ2
)[exp(izku,v)− exp(−

σ2

2
)] (2.1)

where u, v are the direction and scale of Gabor kernel respectively; z=(x,y) rep-

resents the spatial position of image pixel; σ is related to the width parameter

of the Gaussian kernel; ku,v = kvexp(iφu) indicates the responses of the filter in

different directions and scales, where kv = kmax
fv

and φu = πu
8
, kmax is the maximum

frequency and f is the spacing factor between kernels in the frequency domain.

Gabor filters have good resolution both in frequency and space. Furthermore, they

have directional selectivity. In 2006, Yu and Bhanu in [36] used the Gabor wavelet

representation for primitive features and linear/nonlinear operators to synthesize

new features . In [37], Gabor transform was combined with the hierarchical his-

togram for the facial features extraction. Here, the hierarchical representation of

the change of texture in local regions was used to extract the intrinsic facial fea-

tures. In addition, as the Gabor transform is relatively less sensitive to the change

of lighting conditions, it can tolerate certain rotation and deformation of images.

In this way, the 2-D Gabor transform is better than traditional representation
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scheme using 1-D Gabor coefficients.

2.2.2 Feature Extraction with HOG

The Histogram of Orientation Gradients (HOG), proposed by Dalal and Triggs

[10], is well suited to robustly extract features for visual object recognition. In

HOG descriptor computation, the gradient of the image is find out and a predefined

number of orientation intervals are used to quantize the phase. Then, by the

division of the image into small regions ‘cells’, the histogram is constructed from

the quantized orientation of each pixel. The magnitude of the gradient for the

pixels act as the weight for the orientation. Thereafter cells are combined to

form blocks which are the normalization units of that scheme. The purpose of

normalization is to reduce the variation effect of the gradient in local areas due to

illumination and object/background contrast. Finally the descriptor is created by

the concatenation of the block-normalized histograms of all the cells.

2.2.3 Feature Extraction with Wavelet Transform

An approach of multi-resolution signal decomposition was presented in [38]. That

has been found to analyze the information content of images. This decomposition

defines an orthogonal multi-resolution representation called Discrete wavelet trans-

form (DWT). For images, the wavelet representation differentiates several spatial

orientations. This representation is used for data compression in image coding,

texture discrimination and fractal analysis, to name a few.

At the first level of filtering each block image, low-low (LL), low-high (LH),

high-low (HL), and high-high (HH) bands are obtained. Then, at the next level,

LL band is further decomposed into four smaller images at 2-level. That 2-level

2-dimensional DWT was used to extract information from an input image. Finally,

the result of the segmented 128×128 pixels region is an arrangement like that of
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the Haar transform.

Ln(i, j) = [Lx ∗ [Ly ∗ Ln-1]↓2,1]↓1,2(i, j)

Dn1(i, j) = [Lx ∗ [Hy ∗ Ln-1]↓2,1]↓1,2(i, j)

Dn2(i, j) = [Hx ∗ [Ly ∗ Ln-1]↓2,1]↓1,2(i, j)

Dn3(i, j) = [Hx ∗ [Hy ∗ Ln-1]↓2,1]↓1,2(i, j)

where * denotes the convolution,↓2,1 and ↓1,2 denotes the subsampling along

the columns and rows,respectively. L0 represents the original image. L and H

indicates the low pass and the high pass filter, respectively. We obtain the Ln by

low pass filtering and is considered as the lower resolution image at level n. To

obtain the detail images Dni, the band pass filters are used in a specific direction.

These images have the directional detail information at level n. The original image

can be represented by a set of subimages at several levels {Ld,Dn,i} i=1,2,3 and

n=1,2,...d,which is a multilevel representation of the depth d of image I[39].

It is to be noted that the ‘LL’ band features associated with low-frequency

components are used mainly for the face recognition whereas the high frequency

components including ‘LH’, ‘HL’ and ‘HH’ are used to recognize the face expres-

sions. Selecting the number of levels (stages) of the wavelet decomposition further

leads to the better distinguishing power if the image is not too small. Finally, the

optimum number of levels of decomposition is decided based upon the experiments

conducted.

2.2.4 Feature Extraction with CT

CT was proposed by Candes and Donoho in 1999 to analyze images [40]. The

transform has improved the directional capability, ability to represent edges and

other singularities along curves as compared to the traditional wavelet transform.

After its introduction in 1999, Curvelet construction has been under revision to

make it simpler to understand and use. The second generation CT introduced [41]

is simpler, faster and less redundant compared to its first generation version [42].

The CT is multiscale and multidirectional. Curvelet exhibits a highly anisotropic
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shape obeying parabolic scaling relationship. For implementing the CT, the first

step is to compute the 2D FFT of the image. Then the 2D Fourier frequency plane

is divided into parabolic wedges. Finally, an inverse FFT of each wedge is taken

to find the curvelet coefficients at each scale j and angle `. The division of the

wedges of the Fourier frequency plane is shown in Fig.2.2. The wedges result from

partitioning the Fourier plane in radial (concentric circles) and angular divisions.

Concentric circles are responsible for the decomposition of the image in multiple

scales (used to bandpass the image). Angular divisions correspond to different

angles or orientation. Hence, the angle and scale are required to define a particular

wedge. In the spatial domain, each wedge corresponds to a particular curvelet at

the given scale and angle. Curvelets in spatial Cartesian grid related with a given

scale and angle are shown in Fig. 2.2. The second generation Fast Digital Curvelet

Figure 2.2: Curvelet tiling in the frequency domain and the spatial domain [41].

Transform (FDCT) is implemented in two different ways, which are as follows [41]:

Curvelet via USFFT (Unequally Spaced Fast Fourier Transform) and Curvelets

via Wrapping. These transforms are linear and take the input of Cartesian array

f [t1,t2],0 ≤t1,t2< n. They use different spatial grids to translate into the curvelets.

Both the FDCTs have a computational cost of O(n2 log n) for an (n×n) image. In

case of wrapping, a rectangular grid is assumed. Due to its fast implementation,

FDCT via wrapping is used [41].

The implementation of FDCT via Wrapping is shown as below[41]:
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1) The 2D FFT is applied to find Fourier samples f̂ [n1,n2],where −n
2
≤n1,n2<

n
2

2), The obtained Fourier samples are multiplied with the Ũ j,` (which represents

the discrete localizing window) to find the product Ũ j,`fˆ[n1,n2] for each scale j

and angle `.

3) The above computed product is wrapped around the origin to find

f̂ j, `[n1, n2] = W (Ũ j, `f̂)[n1, n2] (2.2)

where the range n1 and n2 is now 0≤n1<L1,j and 0≤n2<L2,j

4) The inverse 2D FFT of each f̂ j,` is computed to obtain the discrete coefficients.

Initially, the Fourier frequency plane of the image is converted into radial and

angular wedges. A wedge represents the curvelet coefficients at particular scale

and angle. Then, the data is wrapped around the origin. Finally, the inverse FFT

is applied to find the discrete curvelet coefficients in the spatial domain.

2.2.5 Feature Extraction with Two-dimensional FRFT

The two-dimensional FRFT (2D-FRFT) of a signal f(s, t) is defined as follows[43]:

Fa1,a2(u, v) =

+∞∫
−∞

+∞∫
−∞

f(s, t)Ka1,a2
(s, t, u, v) ds dt (2.3)

where the Ka1,a2
(s, t, u, v) is the 2D-FRFT kernel defined in [43] as follows:

Ka1,a2
(s, t, u, v) =

√
(1− j cotα)

√
(1− j cot β)

2π

exp(
j(s2 + u2

2 tanα
− jsu

sinα
)exp(

j(t2 + v2

2 tan β
− jtv

sin β
) (2.4)

Here, α =
a1π

2
and β =

a2π

2
denote the rotation angle in the FRFT domain and

a1,a2 are the transform orders along row and column respectively. The separable

kernel in the 2D-FRFT is represented as follows:

Ka1,a2
(s, t, u, v) = Ka1

(s, u) ·Ka2
(t, v) (2.5)
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As a result, 2D-FRFT is computed by one- dimensional FRFTs, first along each

column and then along each row of the result, while dealing with images.

From the earlier discussion, it is clearly evident that the typical feature size

is very large leading to high computational complexity. Hence, there is need to

reduce the dimensionality of the feature vectors. For that purpose generally the

following methods are used:

a) PCA: PCA is performed on the images by considering each image as high

dimensional observation with the gray level of each pixel as the measure.The prin-

cipal component axes are the eigenvectors with the pixelwise covariance matrix of

the dataset.These component axes are template images that resemble ghost like

faces (eigenfaces). A low dimensional representation of the face images with min-

imum reconstruction error is obtained by projecting the images onto the first few

principal component axes,corresponding to axes with highest eigenvalues.

b) ICA: In ICA, the orthogonal bases are not necessary to represent the data.

In [44], the ICA was used to extract the facial features and it performed better

than PCA.

c) LBP: The LBP operator was proposed in [45] which encodes the micro-level

information of edges, spots and other local features in an image. It computes

the edge response values in different directions and use these to encode the image

texture. After computing all the local directional pattern (LDP) code for each

pixel, the input image is represented by an LDP histogram which represents a

descriptor of that image.

2.2.6 Requirement of the GSP

As it is clear from the discussion so far, the FER problem can be considered at

two stages. At the first stage, the local features are extracted and at the second

stage, the interrelationships between the local features are extracted. From our

experiences, GSP based approach reduces the dimensionality of the feature set.

Before further proceeding, the basics of the GSP and the related concepts have

been explained with its mathematical representation.
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2.3 Graph Signal Processing (GSP)

Graph signal processing (GSP) involves the modelling, representation and process-

ing of the signals defined on the graphs. The geometric structure of data domain is

represented by the graphs. A graph signal or function may be defined as a vector

x ∈ RN lying on the vertices of the graph, where the ith component of the vector

x represents the value at the ith vertex [17].

A graph tuple G=( V ,E,W) can be defined as a set of vertices V={ v1, v2,....

vN} and a set of edgesE={eij:vi,vj∈ V}, along with a weighted adjacency matrix.

eij represents the edge between vertex i and vertex j. The size of the graph,

N = |V |, is given by the number of vertices and the weight W ij is the weight of

the edge between node i and node j. The weight W ij is equal to zero if there is no

edge. Further, it is assumed that there are no self loops in the graphs ( W ii = 0).

Along with the degree matrix (defined as D =diag{d1,d2,...dN}, where each di is

the sum of the weights of all edges connected to vi), the graph Laplacian matrix

L can be obtained, as given in the next section.

2.3.1 The Graph Laplacian matrix

The concept of graph Laplacian has been used in clustering, link prediction, com-

munity detection etc. In GSP, the eigenvalue and the eigenvectors of graph Lapla-

cian are used for the frequency analysis of graph signals. The graph Laplacian is

given as [17]:

L = D−W (2.6)

This graph Laplacian, defined in 2.6, is also called as the non-normalized graph

Laplacian. As the non-normalized graph Laplacian matrix is symmetric and pos-

itive semi-definite, its eigenvalues are real, and the eigenvectors are orthonormal.

Because the eigenvalues and the eigenvectors of graph Laplacian can be regarded

as frequency components, one can talk about Laplacian spectrum which in turn

becomes the key component of GSP. In addition, the use of the eigenvalues as

the graph frequency and the eigenvectors as the graph Fourier basis make GSP

analogous to the classical signal processing.

A notion of frequency is provided by the eigenvalues and the eigenvectors of
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the graph Laplacian [17]. Zero eigenvalue corresponds to zero frequency and the

associated eigenvector u0 is constant. The eigenvectors corresponding to low fre-

quencies λl vary slowly across the graph i.e. the values of the eigenvectors at

the vertices connected by the large weight are likely to be similar. While the

eigenvectors corresponding to larger eigenvalues vary more rapidly on the vertices

connected by a large weight. In this manner, the smaller eigenvalues correspond

to low frequencies and the large eigenvalues correspond to high frequencies [17].

Apart from the non-normalized graph Laplacian, another popular option is to

use the normalized weight
W ij√
didj

where di and dj are the ith and the jth diagonal

elements of the degree matrix D . It leads to the normalized graph Laplacian,

which is given as [17]:

L̃ = D−1/2LD−1/2 (2.7)

As similar to the non-normalized graph Laplacian, the spectrum of the normalized

graph Laplacian L̃ represents the graph frequency. However, its zero eigenvector

ũ0 associated with the zero eigenvalue is not constant vector. Its advantage is

that its spectrum is always contained in the interval [0,2]. Regarding the choice

to use either of the normalized or the non-normalized Laplacian for representing

the graph frequencies, there is not a clear answer.

2.3.2 Graph Fourier Transform (GFT)

The eigenvalues of an N node graph are denoted as λ0 6 ..λN-1. Then U =

[u0...uN-1] can be defined as the matrix by stacking the corresponding eigenvectors

as the columns. On finding the orthogonal set of eigenvectors and their normal-

ization,the graph signal x ∈ RN, can be represented in the form of orthonormal

basis. In order to project x, the graph Fourier transform x̂ is evaluated as follows

[17]:

x̂(λl) = 〈x,ul〉 =
N−1∑
n=0

x(n)(ul)
∗(n) (2.8)

Because the graph Fourier matrix U is non-sparse in general, it requires O(N2)

arithmetic operations and does not allow to rapidly apply GFT. In [46], a method

based on multi-layer sparse factorizations was provided to obtain approximate

GFT which can be applied rapidly and stored efficiently. Here, the graph Fourier
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matrix U is approximated as a product of sparse and orthogonal matrices as follows

[46]:

Û = S1S2.......SJ (2.9)

where the matrices S1.......SJ are sparse and orthogonal. In this fast GFT

computation, a modified version of the famous Jacobi eigenvalues algorithm is

used.

In [47], different novel concept is given to address the problem of sketching

graph signals. Instead of using the full signal to compute a few frequency coef-

ficients and then implement a given classifier, the idea is to select a few samples

of the signal and compute jointly the frequency transformation and the classifica-

tion. Here, a sketch of the linear model is drawn resulting in the lower dimensional

transform. Assuming that the graph signal x may be represented with ‘k’ samples

only (where k << n). Here, the ‘p’ samples are drawn (where k ≤ p) by the

sampling matrix C of dimension (p × n). Further, for the processing of the lower

dimensional sampled input, a sketch Hs ∈ Rm × p of the linear transform (H = U)

is designed to ensure ŷ = HsCx as an accurate estimate of the intended transfor-

mation y = Hx [47]. As the cost of forming ŷ is of order O(mp), the computation

cost is reduced by a factor of p
n
.

GFT provides global information about a graph signal which covers the entire

graph. However, to find the local details of a graph signal at different scales, graph

wavelet transform (GWT) is used.

2.3.3 Graph Wavelet Transform (GWT)

GWT localizes the graph signal contents in both the vertex and the spectral do-

main. However, as given in [17], the operation of translation and scaling is not

straight forward as in classical signal processing. In [48], the graph wavelet trans-

form was designed in vertex domain while in spectral domain, GWT was explained

as the diffusion wavelets [49] and the spectral graph wavelets [50]. In diffusion

wavelets, diffusion is used as a scaling tool for multiscale analysis. Then, the

wavelet is constructed by the compressed representations of powers of the diffu-

sion operator. However, the spectral graph wavelets transform (SGWT) is simpler
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than diffusion wavelets. In addition, SGWT provides better control over the se-

lection of wavelet scales and gives highly redundant transform. Moreover, the fast

SGWT algorithm with the reduction in computational complexity can be done

using Chebyshev polynomials.

Spectral Graph Wavelet Transform (SGWT)

SGWT is based on the spectral decomposition of the graph Laplacian L [50], where

the scaling functions are introduced to extract the features at local level. To find

out each graph spectral wavelet, a kernel function g: R+ → R+ is used with scaling

its domain by a scalar t. Then the result is localized by its convolution with an

impulse δn ∈ R+, where

δn =

 1, for vertex n

0, elsewhere

(2.10)

In vector form, a spectral graph wavelet ψt,n ∈ RN at scale t localized around

vertex n can be shown as [50]:

ψt,n(m) =
N−1∑
l=0

g(tλl)ul(n)ul(m) (2.11)

Then, the SGWT coefficients of a given graph signal f is produced by inner product

<ψt,n,x>. The kernel g is selected as the following band-pass filter [50]:

g(r) =


r1

-αrα, for r<r1

s(r), for r1≤ r ≤ r2

r2
βr-β, for r>r2

(2.12)

where α=β=1, r1=1 and r2=2 and s(r) is a unique cubic spline that follows the

curvature of g. Now, the high frequency information is localized around a vertex

by the coefficients for smaller scale ( small t) while low frequency information is

captured by larger scales. In order to stably represent the low frequency content

in the graph, a scaling kernel h: R+→ R , is included for creating a scalar function

φn. γ is a parameter used to equalize the value of h(0) to the maxima of g and
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the design parameter where λmax is an upper bound of the maximum eigenvalue

of the graph Laplacian. The scaling vector φn is defined as follows:

φn(m) =
N−1∑
l=0

h(λl)ul(n)ul(m) (2.13)

Let J denote an integer such that the set of wavelet scales is {tj}j=1,....J. Then,

the SGWT is transformed with J + 1 scales; J wavelets and one scaling function.

Finally, the transform coefficients is mapped as (J + 1)N dimensional vector c =

TTf by collecting the wavelet and scaling function vectors in a transformation

matrix T = [Ψt1 .........ΨtJ ,Φ].

Since the SGWT is an overcomplete transform as there are more wavelet coef-

ficients than vertices in the graph. For the signal which is represented using only

a few wavelet scales, the SGWT seems quite similar to sparse coding[51], where

each wavelet acts as an atom in a sparse dictionary[52]. However, the SGWT can

be computed more efficiently computed than sparse coding transformations due

to its fixed mathematical structure. Even, if graph structure is embedded in the

learning dictionary, an efficient implementation is not guaranteed. While, SGWT

has also the advantage in efficient implementation by performing the operations

directly in the vertex domain without the need of diagonalizing the Laplacian.The

details of that implementation is followed in the next section.

Fast Approximate SGWT

As the direct computation of the SGWT has the complexity of O(N3) with O(N2)

memory, it is feasible only for the graphs with few thousand nodes [50]. As a

solution, another method based on truncated Chebyshev polynomials is introduced

in [50] which has the computational complexity of O(M |E|+NJ) where |E| is the

number of non-zero edges in the graph and M is the degree of the polynomial. The

kernels g and h using low dimensional Chebyshev polynomials is approximated as

[50]:

g(tjλ) ≈ 1

2
cj,0 +

M j∑
k=1

cj,kT k(λ) (2.14)
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where Mj is the degree of the approximation, typically Mj = 50. The expansion

T k(λ) is equivalent to T k(λ − 1), the shifted Chebyshev polynomial of order k

which satisfies the following relation: T k(λ) = 2λT k-1(λ)− T k-2(λ). Moreover, cj,k

are the Chebyshev coeffcients to be estimated by a spectrum upperbound λmax[53].

The approximated transforms are given as:

Ψtj
Tx ≈ 1

2
cj,0x +

M j∑
k=1

cj,kT k(L)x (2.15)

Φtj
Tx ≈ 1

2
c0,0x +

M j∑
k=1

cj,kT k(L)x (2.16)

with T 0(L) = I and T 1(L) = L − I. Using the matrix-vector multiplication, the

approximation yields L and thus, becomes fast for sparse graph.

2.3.4 Application of GSP in the image processing

Recent advances of GSP has given rise to the intensive studies of signals that

live naturally on irregular data kernels described by graphs e.g. social networks,

wireless sensor networks. Though a digital image contains pixels that reside on

a regularly sampled 2-D grid, an appropriate undelrlying graph can be designed

connecting pixels with weights that reflect the image structure. In this manner, the

image can be interpreted as a signal on a graph and GSP tools for processing and

analysis of the signal in graph spectral domain can be applied. The new insights

have been achieved in a number of image processing areas like image compression,

image restoration, filtering and segmentation [54].

For image compression, GFT and its variants have been applied in coding of

piecewise smooth and natural images. As the different graph structures can be

used to define GFT, it is required to consider both the cost of describing the

graph as well as the cst of coding GFT coefficients to represent the signal.

In image restoration including denoising and deblurring, designing appropriate

signal is a major challenge. Wiener filter has been applied for graph signals to

minimize the denoising problem [55]. In another image denoising approach [56],

an observed signal has been projected to a low dimensional Krylov subspace of the
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graph Laplacian via a conjugate gradient method, resulting in a fast image filtering

operation that provides an alternative to Chebyshev polynomial approximation for

the same order.

For image filtering, extraction of smooth components of the image i.e. low

graph frequency components is a significant issue. In [57], heat kernel in the

spectral domain has been proposed to find the graph spectral filter.By the graph

spectral representation of bilateral filter, the bilateral filter has been implemented

by a combination of graph Fourier basis and a graph low pass filter [58].

Image segmentation refers to the partition of an image into different regions

where each region has its own meaning or characteristic in the image. In [59], the

use of combinatorial graph cut algorithms has been done to solve variational image

segmentation problems.

2.4 Summary

In this chapter, we presented the review of the basic stages of FER and the tech-

niques used in these stages. Here, we have discussed the brief relevance of the

mathematical preliminaries associated with these techniques. The techniques in-

clude Gabor filter, HOG, DWT, CT and FRFT. We observe that the interrelation-

ship among their components is not utilized. We have also provided a brief review

of the basics of GSP and its related concepts which have been used in our work of

FER. We propose to use the GSP in the following chapter in order to capture the

interrelationship to improve the feature extraction in term of accuracy as well as

the dimensionality reduction.
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Chapter 3

GSP based approach for FER

using HOG and DWT features

In the previous chapter, the basics of the DWT and HOG have been discussed. In

this chapter, GSP based approach for FER using DWT and HOG features is pro-

posed and it is shown that how the application of GSP reduces the dimension of the

existing feature vector and improves the accuracy of the FER. But the drawback

of this algorithm is the increase in computational complexity due to the combined

use of DWT and the HOG. In order to reduce the computational complexity, we

evaluate this approach without DWT. For compensating the role of DWT in the

accuracy, the parameter of the HOG (cell of size) has been adjusted to optimize

the accuracy. Although using the small values for the cell of size increases the

accuracy of the FER, the feature dimension also increases significantly. However,

due to the large feature length of the facial expression, there is a challenge to de-

crease the size of the feature vector. Here, we investigate how the use of GSP tools

can help to handle this challenge. This proposed method is also demonstrated on

CK+ and JAFFE database and the experimental performance is compared with

the proposed method in Chapter 2 to find out its advantages and limitations.

3.1 Introduction

DWT has been found to be an effective method for the face detection as well as

the facial expression recognition. It has been used along with PCA for the feature
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extraction and the dimensionality reduction in [8], [60] and [61]. In [60], each image

is decomposed by DWT and then, linear discriminant analysis (LDA) approach is

used to extract features from the decomposed low frequency and high-frequency

components. In [61], the method of wavelet decomposition has been used with

neural network to extract the feature of facial expression.

To extract the information of the facial expression lying in the form of different

edges, HOG has been used for facial expression recognition [62], [63]. The appli-

cation of HOG descriptor has been shown with adjusting different parameters to

consider this technique as one of the most suitable for characterizing the facial ex-

pression peculiarities in [62]. In [63], the real-value-coded genetic algorithm (GA)

was used for the selection of HOG descriptor parameters.

Seeing the utility for FER, we have constructed the feature vector to take into

account both the DWT and HOG features. By such combination of DWT and

HOG, we will able to collectively take the advantage of them. However, this leads

to the increased dimensionality of the feature vector. As we referred in Chapter 2

about the GSP utility for the analysis of multi-dimensional signals, a graph may

be build incorporating the neighborhood information of that signal. Similar to

the GSP, the concept of Locality Preserving Projection (LPP) is discussed in [18]

and it was used for face recognition in [64]. The main step for the GSP method is

to define the weight between the nodes (using the feature vector computed from

DWT-HOG) and compute the final lower dimensional feature vector by projection

of the initial feature vector on the generalized eigenvector basis [18].

3.2 Feature Extraction Review

3.2.1 Feature extraction with DWT and HOG

As referred in Chapter-2, the DWT features can be extracted of the facial image

at different scales with the components of ‘LL’, ‘LH’, ‘HL’ and ‘HH’. It is to be

noted that the ’LL’band features due to low frequency are used mainly for the

face recognition whereas the high frequency components including ’LH’,’HL’ and

’HH’ are used to recognize the face expressions. Selecting the level of wavelet de-

composition further leads to the better decomposition in case the image is not too

24



small,as shown in Fig. 3.1 and Fig. 3.2 for JAFFE database image. However,for

the small image,the higher level decomposition weakens the distinguished power

of recognition.

Similarly, the HOG features can be computed for the facial image divided into

the cells by drawing the histogram for the gradients of these cells, as referred in

Chapter-2.

Figure 3.1: 1st level wavelet decomposition of JAFFE image

3.2.2 Feature Extraction with GSP

In order to reduce the dimension of the above computed feature vector xi using

the DWT and the HOG, the GSP is applied. The GSP requires the signal to be

represented as the graph, as shown in Fig. 3.3 .

For building a graph, let each facial image be considered as the vertex (denoted

as red in Fig. 3.3) and X be the graph signal with N nodes on the vertices V={ v1,

v2,.... vN} connected by the edges E={eij:vi,vj∈ V }. Here, the computed feature

vector xi is taken as the i -th component of the graph signal X lying on vertex
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Figure 3.2: 2nd level wavelet decomposition of JAFFE image

vi , shown as vertical in Fig. 3.3. The edges of the graph are undirected here.

The level of connectivity for an edge joining vertices vi and vj is specified by the

associated weight W ij and it is defined as [18]

W ij =

 exp(−‖xi−xj‖
2

t
), if ‖xi − xj‖2 < ε

0, elsewhere

(3.1)

where the symbol ‖x‖ stands for L2 norm of a vector.

A graph is compactly represented by its adjacency matrix W where each entry

is given by W ij. Along with the degree matrix (defined as D =diag{d1,d2,...dN},

where each di is the sum of the weights of all edges connected to vi), the matrix L

gives the graph Laplacian: L=D−W .

Then, the eigenvectors and eigenvalues for the generalized eigenvector problem
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Figure 3.3: A random positive graph signal on the vertices of the Petersen graph
[17]

are computed as follows [18]:

XLXᵀa = λXDXᵀa (3.2)

Let the column vectors a0,...,al-1 be the solution of (3.2) corresponding to the

eigenvalues, λ0<..<λl-1. The reduced vector yi is given as follows:

yi = Aᵀxi, A = (a0, ..., al-1) (3.3)

where yi is an l-dimensional vector (l << n), and A is an n × l matrix. Finally,

the kNN classifier is trained and tested to classify each facial expression using the

feature vector yi.

3.2.3 kNN classifier

kNN is a non-parametric lazy learning algorithm i.e. it does not make any as-

sumptions on the underlying data distribution. The term ‘lazy’ implies that it

does not use the training data points to do any generalization. Thus, it keeps all

the training data.The cost is high in terms of both time and memory. Yet it is

preferred due to its simplicity in implementation.

Suppose there are ‘C’ known pattern classes and the number of samples in each
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class are ni (i=1,2,.....C). For a given new sample ‘Y ’, the nearest neighbor can

be found out as follows:

di(Y ) = ‖ Y − Y ir ‖2 (3.4)

where Y ir is the training sample of class i as well as the nearest neighbor to the

sample Y . di(Y) is the distance based upon the similarity (generally, the Euclidean

distance is selected) in (3.4). ‘Y ’ is considered as belonging to the class ‘q’ in case

the distance between ‘Y ’ and the class ‘q’ is minimal, as shown in (3.5).

dq(Y ) = min
i
di(Y ) (3.5)

3.3 Proposed GSP approach with the combina-

tion of DWT and HOG

Since most of the facial expressions are distinguishable on the basis of edge in-

formation lying in the region of the mouth and the eye pair together, the edge

information is extracted from these regions. This requires cropping of the the

mouth and the eye pair in the face images and we have used the Viola-Jones algo-

rithm. In order to extract the edge information from the regions Im (for mouth)

and Ie (for eyes), HOG descriptors [10] (Hm and He) are computed for the corner

points of the mouth and the eye pair respectively. For reducing the computation

cost and the length of the descriptors, the corner points have been selected in place

of the whole mouth and eye pair using the FAST(Features from accelerated seg-

ment test) algorithm [65]. Simultaneously, the 2D-DWT Haar wavelets are used

to decompose the frequency components of the regions (Im and Ie) into different

bands- ‘LLm’, ‘LHm’, ‘HLm’, ‘HHm’ and ‘LLe’, ‘LHe’, ‘HLe’ and ‘HHe’ . Since the

details of the contour, edge and texture features of the images are characterized by

the high frequency components [60], zero weight is assigned to the low frequency

components. Moreover, due to the elliptical shape of the mouth (around lips re-

gion) as well as the eyes, the horizontal component (HL) cover the more edges than

the vertical and the diagonal component. Thus, the components are weighted with

wLL = 0, wLH > wHL > wHH to form the feature vector Dm and De.
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Next, the features extracted from the mouth and the eye pair using the DWT

and the HOG are to be combined together for every face. In order to reduce the

dimension of the combined feature vector, only the mean of the Hm and He is used

and added to the every element of the feature vector Dm and De respectively. Then,

the resultant DHm and DHe are concatenated into the single feature vector xi of

the dimension n for the i -th face. Thereafter, as per our holistic GSP approach

of two stages, stage two is followed after computing the feature vector xi by using

the weight based interrelationship between these feature vectors. Now, from the

weights defined in (3.1), the graph is constructed with the obtained feature vector

xi as the vertex and the Laplacian L matrix is calculated. Thereafter, the reduced

dimension feature vector yi is computed by solving the generalized eigenvector

problem, as per (3.2) and (3.3). Finally, the kNN classifier is trained and tested

to classify each facial expression using the feature vector yi. The proposed GSP

based DWT-HOG algorithm for FER is illustrated in Fig. 3.4.

29



Testing face image

Image
preprocessing

Extraction
of Mouth

and Eye pair

DWT-HOG

GSP

kNN
classifier

Trained
Data
set

Classifier Result

Figure 3.4: The block diagram of GSP based DWT-HOG method

3.4 Simulation results

Two standard facial databases have been used to study the performance of our

method. The two databases are as follows: JAFFE database [66] and Extended

Cohn-Kanade (CK+) database [67].

3.4.1 JAFFE database

In JAFFE database, there are 213 images of 10 subjects with 7 expressions viz.

“anger”, “disgust”, “fear”, “happy”, “neutral”, “sad” and “surprise”. Every sub-
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ject has 3-4 samples for each of the expression. For our experiments, training

images are taken using leave one out approach i.e for each expression one expres-

sion from the samples is left for testing and the remaining are taken for the training

set.

3.4.2 CK+ database

CK+ database includes around 593 image sequences (posed expressions) of around

123 subjects, and consists of same expressions like JAFFE except “contempt” in

place of the “neutral”. For each expression of a subject, multiple frames are

arranged in the order of the increasing intensity of emotion. The last frames at

the last position exhibiting peak intensity of emotion were chosen and overall, 248

frames have been selected. Here, total samples around 164 have been randomly

taken for the training and the remaining samples were used for testing using a

leave-one-out-approach.

The sample images of the JAFFE subjects and CK+ subjects are shown in

Fig. 3.5 and Fig.3.6 respectively.

Figure 3.5: Sample images from JAFFE database
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CK+ database samples

Figure 3.6: Sample images from CK+ database

In the preprocessing step, each image is normalized to the size of 256 × 256.

Using different weight combinations for the different level of DWT, the simulations

are performed to find the suitable weights, which are as follows:

wLL = 0, wLH = 3, wHL = 2, wHH = 1

The overall recognition rates using HOG and DWT features alone are shown in

Table 3.1 and Table 3.2 for JAFFE and CK+ respectively. It is clear that the

different levels of DWT affect the length of the feature vector and the overall

recognition rate of the facial expression.
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Table 3.1: The impact of different level of DWT on the length of the feature
vector and the FER for JAFFE database

Method

DWT
Level
for
Mouth

DWT
Level
for Eyes

Feature di-
mension

Recognition
rate
JAFFE (%)

DWT with
HOG

2 2 456 48.14

DWT with
HOG

3 3 126 66.16

DWT with
HOG

3 4 84 74.04

DWT with
HOG

4 3 76 66.66

DWT with
HOG

4 4 34 62.96

Table 3.2: The impact of different level of DWT on the length of the feature
vector and the FER for CK+ database

Method

DWT
Level
for
Mouth

DWT
Level
for Eyes

Feature di-
mension

Recognition
rate
CK+ (%)

DWT with
HOG

2 2 420 77.38

DWT with
HOG

3 3 115 72.61

DWT with
HOG

3 4 64 77.38

DWT with
HOG

4 3 87 73.8

DWT with
HOG

4 4 36 72.61

Table 3.3 shows the confusion matrix for the proposed method for JAFFE

database. Moreover, the proposed method is compared with the initial approach

of DWT-HOG in Table 3.4 for evaluating the effect of using GSP in terms of the

recognition accuracy and the length of the feature vector. Finally, the proposed

approach is compared with the wavelet based approaches, shown in Table 3.5,

in terms of the accuracy. It is clear from the Table 3.5 that the use of GSP in
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the proposed method improves the recognition accuracy with the decrease in the

dimensionality of the feature vector.

Table 3.3: Confusion matrix of the GSP-HOG method for the JAFFE database

Anger Disgust Fear Happy Sad Surprise
Anger 90 0 0 0 10 0
Disgust 0 85.71 0 0 14.29 0
Fear 0 0 100 0 0 0
Happy 0 0 0 100 0 0
Sad 0 14.29 0 0 85.71 0
Surprise 0 0 0 0 9.1 90.9

Table 3.4: Comparison of the DWT-HOG with and without GSP

Method
JAFFE
Feature
dimension

CK+
Feature
dimension

Accuracy
JAFFE
(%)

Accuracy
CK+ (%)

DWT-
HOG

84 64 74.04 77.38

DWT-
HOG
with GSP

14 35 92.1 82.14

Table 3.5: Comparison of JAFFE with the existing DWT methods

Method Accuracy (%)
Wavelet packet decomposi-
tion[61]

83.7

DWT + PCA/LDA[60] 88.89
Proposed method using
GSP

92.1

3.4.3 Discussion

The application of GSP has decreased the dimension of the feature vector sig-

nificantly and increased the accuracy in comparison to the DWT-HOG scheme.

However, we realize that the combined use of DWT and the HOG increases the

computational complexity to obtain the feature vector. Then, to reduce the com-

putational complexity, we evaluate the former approach without DWT. Without
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using DWT, the resultant feature vector will not be effective as earlier. To in-

crease the effectiveness of the feature vector, we observe that the parameter of

the HOG, cell of size, can be adjusted to increase the distinctiveness among the

feature vectors.

3.5 Experimental Performance for GSP-HOG method

We have taken the same databases of JAFFE and CK+ for analysing the effect

of the simplified approach. In the experiment, the optimum size of the eye pair

and the mouth is selected as 35× 120 and 40×60 to take into account the different

patterns in the eyes and the mouth respectively. Next step is to decide the ‘Cell

Size’ for the mouth and the eyes. As the size of the cell is small, fine details of

the image are extracted while the capturing of the large scale spatial information

requires the increase in the size of the cell. In addition, the dimensionality of the

corresponding HOG feature vector xi depends upon the cell size. For example,

on taking the cell size of [4 4] for the mouth and [8 8] for the eyes, the dimension

of the Hm and He becomes 1×1512 and 1×4536 respectively. Thus, the overall

dimension of xi, which is formed by the concatenation of Hm and He, becomes

1×6048. Depending upon the different cell size, the length of the HOG based

feature vector xi is shown in Table 3.6.

On extracting the features from HOG algorithm, every feature vector xi is

considered as the signal on the i-th vertex of a graph. For applying the GSP

methodology, the weight is calculated as per 3.1, between the different vertices of

the graph to find the weight matrix W. The value of t is selected as 0.6. Thereafter,

the Laplacian matrix L is computed to find out the eigenbasis A as shown in (3.2).

Finally, the xi is projected on the A to get the reduced feature vector yi. The

kNN classifier is trained with that reduced vector. In order to analyze the effect of

GSP on the length of the feature vector and the accuracy of the facial expression

recognition, the parameter of HOG descriptor named ‘Cell Size’ has been varied,

as shown below in Table 3.6.
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Table 3.6: Effect of the ‘Cell size’ for CK+ dataset

Mouth-
Cell size

Eyes- Cell
size

HOG-
Feature
length

GSP-
Feature
length

HOG-
Accuracy
(in %)

GSP-
Accuracy
(in %)

[4 4] [4 4] 11844 47 91.66 90.47
[8 8] [4 4] 8172 50 85.71 88.09
[12 12] [4 4] 7596 50 84.52 88.09
[4 4] [8 8] 6048 47 90.47 92.85
[8 8] [8 8] 2376 50 89.28 94.04
[12 12] [8 8] 1800 50 80.95 90.47
[4 4] [12 12] 4860 50 86.40 92.85
[8 8] [12 12] 1188 50 96.42 98.03
[12 12] [12 12] 612 50 92.85 95.23

Based on the different values of the ‘cell size’ in Table 3.6, Table 3.7 shows

the confusion matrix for the proposed method with the best accuracy. Further,

the proposed method has been compared with the State-of-the-art approaches in

Table 3.8 in terms of the recognition rate of the six prototypic emotions.

Table 3.7: Confusion matrix for FER using GSP-HOG method for CK+ dataset
(Average Recognition Rate=98.03%)

Anger Disgust Fear Happy Sad Surprise
Anger 100 0 0 10 0 0
Disgust 0 100 0 0 0 0
Fear 5.89 5.89 88.22 0 0 0
Happy 0 0 0 100 0 0
Sad 0 0 0 0 100 0
Surprise 0 0 0 0 0 100

Table 3.8: Performance comparison of our method vs different State-of-the-art
approaches for CK+ 6 expressions

[68] [69] [70] [71] [63] [62]
Proposed
Work

Anger 87.1 87.1 71.4 87.8 94.07 88.6 100
Disgust 90.2 91.6 95.3 93.3 98.31 89.0 100
Fear 92.0 91.0 81.1 94.3 82.67 100 88.22
Happy 98.1 96.9 95.4 94.2 100 100 100
Sad 91.5 84.6 88.0 96.4 100 100 100
Surprise 100 91.2 98.3 98.5 98.8 97.4 100
Average 93.1 90.4 88.3 94.1 95.64 95.8 98.03
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Unlike CK+ database, all the seven expressions (including neutral) have been

considered to provide the sufficient number of images for the training and the test-

ing. Every subject has 3-4 images for each of the expression. The training images

(N=147) are selected using a leave- one-out approach, i.e., for each expression one

expression from the samples for every subject is left for testing and the remaining

are taken for the training set. The value of t is selected as 1. On setting the

different values of cell size, the best result for the accuracy has been obtained for

the cell size of [12 12] for both the mouth and the eyes together. Here, the length

of the HOG based feature vector has been reduced from 621 to 58. Table 3.9 shows

the confusion matrix for the proposed method for the JAFFE dataset.

Table 3.9: Confusion matrix for FER using GSP-HOG for the JAFFE dataset
(Average Recognition Rate=88.5%)

Anger Disgust Fear Happy Neutral Sad Surprise
Anger 90 0 0 10 0 0 0
Disgust 0 80 0 0 0 20 0
Fear 0 0 100 0 0 0 0
Happy 0 0 0 80 20 0 0
Neutral 0 0 0 0 100 0 0
Sad 0 0 0 0 10 90 0
Surprise 0 0 0 0 20 0 80

Further, in Table 3.10, the results of the proposed method on the JAFFE

database are compared with the present methods using HOG. In [7], the Local

Binary Pattern (LBP) descriptors are applied to represent the facial expression

and the optimal features are selected using Adaboost. In [68], 3D Gabor features

for obtaining the salient distance features were used.

In HOG based approaches,the HOG is used with the Genetic Algorithm in

[63] and the LBP in [72] respectively. In [73], HOG features of corner points are

computed, followed by Discrete Wavelet Transform (DWT) and the GSP. While

the performance of our method is reasonably in line with most of the HOG method

but comparatively less than [74]. However, the proposed method is better than

[74] with respect to the feature length, as shown in Table 3.11.
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Table 3.10: Comparison between the recognition accuracy of the GSP-HOG
method with state-of-the-art methods using JAFFE database

Method
Facial
features

Recognition
rate(in %)

[7] LBP 89.1

[68]
Patch based
Gabor

92.3

[63] HOG+GA 87.82
[72] PHOG 87.43

[73]
HOG-
DWT+GSP

92.1

[74] HOG 94.3
Proposed
method

HOG+GSP 88.57

Table 3.11: Effect of GSP on feature dimension

Method
Training
set size

Tesing
set size

Feature
length

HOG
[74]

190 23 5616

Proposed
method

147 66 58

3.5.1 Discussion of GSP-HOG method

It is to be emphasized that our proposed method with the application of novel

concept GSP makes the existing techniques (HOG here) further effective. Because

the focus of the HOG remain upto finding the difference in the different facial parts

(say, the eyes region, the lips region etc.) individually at the local level but, at

the higher (global) level, the changes in one part of the facial region ( lips region)

are also related to the changes in the shape of the another facial region (eyes

region) during the facial expressions, we have taken into account the unexplored

relationship between the different facial regions using the GSP to find the better

performance. And, the improved performance is clearly observed in Tables 3.6 for

CK+. In addition, in Table 3.8, the performance of the proposed method is found

to be better in most of the facial expressions individually.

38



For JAFFE, in Table 3.10, it is found that the performance of HOG in [74]

is better than other HOG based methods. The underlying factor behind this

better performance may be attributed to the larger training set (of 190 > 147,

proposed method )) and the smaller testing set (of 23 < 66, proposed method).

This larger ratio of training and testing set is likely to increase the accuracy in

[74]. In addition, due to the comparative difference in the feature length, the

computation time becomes very less in the proposed method. Apart from [74],

[73] is another HOG method which performs better than the proposed method.

However, it is important to notice here that the DWT has also been used in [73],

which improves the accuracy but with the increase in computational complexity.

Hence, the proposed method provides the comparatively better performance on

taking into account the accuracy as well as the computation complexity criteria

with respect to [73].

The proposed method provides significantly improved accuracy with the re-

duced size for the CK+ database but the improvement is not equally significant

for the JAFFE database. As referred in [73], GSP along with the DWT has pro-

vided good accuracy along with the reduced size feature vector for JAFFE dataset.

Thus, the direct application of GSP based approach ensures the reduction in the

size of HOG based feature vector but it is not necessary that it will give the high

amount of accuracy simultaneously for every database. Depending upon the spe-

cific database, the different type of processing (as DWT here) becomes necessary

for the improved accuracy.

From the viewpoint of using the HOG, it is observed that in case of the lower

cell size ([4 4]) for the mouth and the eye pair, the size of the feature vector becomes

higher (11844 as shown in Table 3.6). In such cases, the size of the feature vector

is remarkably reduced using GSP later but the computation of the eigenvector,

as mentioned in (3.2), requires large processing time. Hence, there exists a trade

off between the order of reduction in the size of the feature vector and the initial

computational cost of the eigenbasis in the proposed method.
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3.6 Summary

We have presented a GSP based DWT-HOG approach for the FER. Then, to

decrease the computational complexity, we did not use the DWT. We apply the

GSP on the HOG feature vector. Comparing the results of GSP-HOG with GSP

based DWT-HOG method, we find that the use of DWT increases the accuracy

for JAFFE database but do not improve the results of CK+. This indicates that

the one scheme does not fit all the databases of FER. On getting the improved

results with DWT and HOG, we are interested in further exploring the application

of GSP with other existing FER methods, which are better than DWT, in the

coming chapter.
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Chapter 4

GSP based approach for FER

using CT and FRFT

In the previous chapter, the GSP based approach for FER using DWT and HOG

features was proposed which provides a significant improvement in the accuracy

of FER. We began to explore the further application of GSP in existing FER

schemes of CT and FRFT. First, we show how the joint application of GSP with

CT can enhance the correct recognition rate of FER and decrease the dimension

of the feature vector. Next, the GSP based approach with FRFT feature vector is

proposed and demonstrated on the CK+ database.

As the CT remain limited to mainly to the facial recognition, it is less frequently

used in the FER due to the large dimension of its feature vector. In this chapter,

the proposed GSP- CT approach has decreased the existing feature vector size

substantially (around 4 % of it). Moreover, that new reduced feature vector has

been more effective with the improved recognition rate of the FER. Similarly,

the proposed GSP-FRFT feature vector has performed better in the recognition of

FER than the existing FRFT feature vectors. In addition, it results in the reduced

computational time complexity due to its smaller length than the existing feature

vectors.
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4.1 Introduction

Features in the facial images are multi dimensional. The wavelet transform which

has been extensively used as a tool for mathematical analysis of the facial images

has the disadvantage of a poor directionality. Compared to the wavelet trans-

form, CT is found to perform better in capturing directional information and

representing the edges. Since the different facial expressions are characterized by

the variability in orientations of facial curves, CT becomes more suitable for the

feature extraction in the FER [75].

Using wavelets successfully, new multianalysis tools like ridgelets [76], con-

tourlets were developed. CT, because of improved directional elements and better

ability to represent edges, begins to be used. However, its application is limited

to image denoising [77], image compression [78] and high quality image restora-

tion [79]. However, the problems of pattern recognition are still under explored.

Curvelet based face recognition has been discussed in [80] and [81]. It is shown

that curvelets can exceed over wavelets in performance. In [81] the bit quantized

images are used to extract curvelet features at different resolutions. However,the

main problem in the curvelet transform is that they are computationally expen-

sive. For the face recognition, dimension reduction techniques along with curvelet

transform are shown in [82]. CT combined with PCA for facial expression recog-

nition is introduced in [83]. Because the information in facial expression contains

the joint interrelationship of the edges, GSP preserves the correlation of the edges

at local neighborhood level and reduces the dimension of the feature vector sig-

nificantly. In this chapter, our objective is to introduce the GSP for reducing the

dimension and increase the accuracy of the facial expression recognition based on

the Curvelet Transform.

This chapter is organized as follows: Section 4.2 reviews the basic concept of

the CT and SVM in brief. In section 4.3, the proposed hybrid method of GSP-CT

is explained. Section 4.4 discusses the experimental performance and the results

of the proposed work.
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4.2 Review of the CT

As referred in Chapter-2, the feature vector of the facial image using CT is com-

puted. Then the graph is constructed with a feature vector for each facial image

as the i− th component of the graph signal similarly, as discussed in Chapter 3.

4.2.1 Support Vector Machine(SVM)

SVMs are used for the classification of the expression classes. The idea behind SVM

is to build a hyperplane to separate the high dimensional space. As the distance

between the hyperplane and the training data of any class becomes largest, the

best separation is achieved. The LIBSVM [84] has been used in our experiment.

4.3 Proposed method of GSP approach with CT

It is well known that the information of the facial expression lies in the form

of edges. The detail and fine coefficient of the CT can effectively capture that

information. Moreover, the specific facial expression differentiated by its joint

relationship of the edges can be well encoded in the graph signal form. The

structure of the graph signal represented as graph encode the interrelationship of

the edges effectively. Further, GSP allows to reduce the size of the feature vector.

Because of these favorable aspects, the combination of CT and GSP has been

employed here.

As shown in Fig 4.1, the representation of edges has been compared between

wavelet (left) and the curvelet. Because the wavelets is better suited for the line

discontinuity (piecewise approximation) while the curvelets take into account the

curvature, hence the curvelets may take a bigger window, requiring the less features

than the wavelets. At each scale, the number of required curvelets of elongated nee-

dle shape are smaller than the number of wavelets of square shape[86]. Curvelets

are found to be very effective for representing objects with ‘curve-punctuated

smoothness’. These objects display smoothness except for discontinuity along

a general curve e.g. facial images with edges. An image of size, say 32×32, when

decomposed using curvelet transform at scale 3 (coarse,detail and fine) and angle

8, produce three subbands. Since the facial expression information lies in the high
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Figure 4.1: Compare of two dimensional edge representation between wavelet and
curvelet transform [85]. In the left figure of the wavelet transform, the edge is
shown to be covered by the square boxes (represented as wavelet) and in the right
figure of the curvelet transform, same edge is covered by the elongated needle
shape (represented as curvelet).

frequency of the CT, the detailed and fine coefficients are also required to form

a feature vector. The size of detailed and fine coefficients approximately includes

the 8 subband of 21×10 and 16 subband of 22×18. In order to compute the fi-

nal vector from the combination of the different coefficients, the coefficients have

been given weight in the final vector as per their respective proportion in the total

energy.

It becomes computationally expensive to work with such large feature vectors.

Moreover, the joint relationship of the edges in the facial expression leads to a

coherent relationship among them. Henceforth, GSP has been used here to capture

that relationship by defining the graph with suitable weights to strengthen that

relationship as well as to reduce the size of the feature vector. The proposed

algorithm is given as follows:

And, fig. 4.2 illustrates the block diagram of the proposed FER method
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Algorithm 1: Algorithm for the proposed GSP approach with CT

1 Load the testing facial image and convert it into the grayscale image;
2 Normalize the size of image to 256×256 in the preprocessing;
3 Extract the mouth and the eye pair from the image using the Viola-Jones

algorithm ;
4 Compute the CT features for the mouth and the eye pair at the particular

scale and angle;
5 Construct the feature vector xi by concatenating the features of the

mouth and the eye pair;
6 Find out the interrelationship among the computed CT feature vectors

using the weight in (3.1);
7 Construct the graph signal with the feature vector xi as the vertex and

the Laplacian L matrix is calculated;
8 Compute the reduced dimension feature vector yi by solving the

generalized eigenvector problem, as per (3.2) and (3.3);
9 Feed the reduced vector yi to the trained SVM classifier;

10 Recognize the classified expression based on the SVM classifier;

Testing image

Image
prepro-
cessing

Extraction
of Mouth
and Eye

pair

CT GSP
SVM

classifier

Trained
reference
template

Result

Figure 4.2: The block diagram of the proposed GSP-CT method

4.4 Experimental Performance

JAFFE database[66] is used to study the performance of our method in view of the

available state-of-the-art for the assessment. There are 213 images of 10 subjects

with 7 expressions viz. “anger”, “disgust”, “fear”, “happy”, “neutral”, “sad” and

“surprise”. Every subject has 3-4 samples for each of the expression. For our

experiments, training images are taken using leave one out approach i.e for each

expression one expression from the samples is left for testing and the remaining

are taken for the training set. The images are resized into the size of 256×256.

The face detection is done through the Viola-Jones Face Detection algorithm[87].

The active face patches including mouth and eye pair are extracted from the faces.
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Table 4.1: The effect of curvelet parameters on the length of the feature vector
and the accuracy of FER

Scale Angle
Length of
the feature
vector

Accuracy
of FER(%)

2 8 1634 87.87
2 16 882 87.87
3 8 792 81.8
3 16 408 81.8
4 8 792 74.07
4 16 408 77.18

The extracted portions are resized to 32× 32 pixels. The curvelet transform for

the mouth and eye pair is carried out separately. The resulted curvelet coefficients

of mouth and eye pair are concatenated together to form the feature vector. The

curvelet coefficients have been calculated for the different scales and angles. SVM

classifier is used to carry out the recognition task. Table 4.1 demonstrates the

effect of curvelet parameters including scale and angle on the length of the feature

vector and the accuracy of the recognition.

For further reducing the size of the feature vector, the graph is created with

the intial feature vector xi as the vertex and the weight as defined in (3.1). The

value of ‘t’ is selected as 0.66 in (3.1). The eigenvectors are computed from the

graph Laplacian matrix and the projection of the feature vector is evaluated to

find the final feature vector yi as per (3.3). Table 4.2 shows the comparison of

the individual facial expression of the proposed method with [88] based on the

LIBSVM.
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Table 4.2: Comparison of the individual FER between CT and GSP-CT

Expression
Accuracy of CT
method [88] (%)

Accuracy of GSP-
CT method (%)

Anger 96.67 100
Disgust 89.66 100
Fear 78.13 88.89
Happy 83.87 100
Neutral 96.67 100
Sad 77.42 80
Surprise 86.67 80
Average 87.01 92.42

In Table 4.3, the proposed method has been compared to the other methods

listed in [88] and [83] based on the JAFFE database and curvelet transform with

respect to their feature dimension and the average expression recognition rate. It is

clearly evident here that our proposed method is well matched to the other methods

in view of the average recognition rate. Meanwhile, the feature dimension of our

proposed method is least. However, since some of the references lack the index of

the feature dimension directly, this comparison is carried out on the qualitative

basis.

Table 4.3: Comparison of Curvelet with combined Curvelet GSP approach

Method
Feature
dimension

Overall recog-
nition
rate (%)

Curvelet + SVM 792 81.8
Curvelet + SVM [88] 1850 87.01
Curvelet Experiment 1 [83] Not available 88.32
Curvelet Experiment 2 [83] Not available 94.74
Curvelet + PSO-SVM [88] 1850 94.94
Proposed method 48 92.5

4.4.1 Discussion of GSP-Curvelet method

CT is found to be better than wavelet in detecting edges and curves. It has been

used in the face recognition, where coarse coefficents (of lower frequency) are used

to form the feature vector. Moreover, in FER, the detail and the fine coefficients
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(of high frequency) in addition to the coarse coefficients convey the information

about the facial expression. Hence, the dimension of the feature vector for the

FER increases significantly. That’s why the use of CT is far limited in the facial

expression recognition with respect to the facial recognition. Using the concept

of GSP, the nearer neighboring points are bring closed together while the faraway

points are distanced away. That rearrangement of the feature vectors based on

the (3.1) preserve the neighborhood structure and sparsely represent the cluster of

the feature vectors. Such sparse representation improves the classification of the

facial expressions.

Seeing the utility of GSP in reducing the feature vector with improved accuracy

of FER, we focus upon the FRFT, which is a generalized family of transforms. As

the Fourier Transform (FT) is a special case of FRFT, it is clearly expected to

provide better results compared to FT. We now apply the GSP on the FRFT based

feature vector in the next section.

4.5 GSP approach with FRFT

FRFT is a general form of Fourier transform containing both time and frequency

information [89]. In the Fourier transform, there is a rotation to the frequency

axis while in the FRFT, a rotation of signal is performed on any angle. As the

order ‘t’ is changed from 0 to 1, all the features resulting from the different ratio

of the time domain to the frequency domain are observed. [90] used the phase

information of two dimensional FRFT as the feature vector for facial expression.

[91] considered amplitude and complex information also for the feature extraction

of smile recognition. They fused the information of FRFT in different orders but

did not take into account the effective dimension reduction methods.

4.6 Proposed method of combining FRFT and

GSP

Initially, each image is converted into its gray scale image. The face is localized

from the images through the Viola-Jones Face Detection algorithm[87].Then, it is
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normalized to the size of M × P . As the mouth and the eye regions of the face

carry the salient information of the facial expression, these regions are extracted

using the Viola-Jones algorithm again. Further, these regions are resized to the

N1×N2 and N3×N4 respectively. Moreover, it reduces the amount of input data

for processing.

Then, the FRFT features of the mouth region are computed. Since the 2D-

FRFT kernel depends upon the rotation angle ‘α’ and ‘β’ , the values of ‘a1’ and

‘a2’ are changed to cover the features at different angles of rotation. We have

selected the equal values of a1 = a2 = a to simplify the analysis and observe the

impact of rotation angle directly on the feature vector performance. Due to the

symmetry characteristics in the FRFT domain, it is sufficient to observe when the

’a’ changes from 0 to 2.

As the FRFT of the image f(s,t) is Fa1,a2(u, v), it can be further divided into

amplitude and phase information as follows:

Fa1,a2(u, v) = |Fa1,a2(u, v)| · Pa1,a2(u, v)

= Ma1,a2
(u, v) · Pa1,a2(u, v) (4.1)

where Ma1,a2
(u, v) and Pa1,a2(u, v) represent the amplitude and phase information

of the mouth respectively. In [91], the amplitude based feature vector has the

higher recognition rate than the phase and the complex based feature vectors. In

addition, as the amplitude information depends upon the spatial distribution of

the gray pixel values of the image, it is relatively smooth and steady to mark

the variation in that feature vector. As a result, the feature vector for the i − th

image’s mouth is:

xi
M = [m1,m2, .....,mN1N2

] (4.2)

Similarly, the amplitude information based feature vector for eye region is com-

puted as:

xi
E = [e1, e2, ....., eN3N4

] (4.3)

Both the feature vectors of the mouth and the eyes are concatenated to form the
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Figure 4.3: Diagram of the proposed GSP-FRFT method

resultant feature vector ’Ci’ of the facial image as follows:

xi = [m1,m2, ..,mN1N2
, e1, e2, ....eN3N4

] (4.4)

The length of the feature vector ‘xi’ thus becomes equal to N1N2 +N3N4. Then,

based upon our holistic GSP approach of two stages, second stage is followed. Here,

in order to reduce the dimension of the feature vector ‘xi’, the GSP approach is

used to find out the relationship among these FRFT computed feature vectors as

per the weights defined in (3.1). Then, the graph signal is constructed with X

as the graph signal with ’xi’ as the signal component lying on the i − th vertex

and the Laplacian matrix ’L’ is calculated as: L=D−W . Then, the eigenvalues

(let ’l’ be the total eigenvalues) and the corresponding eigenvectors b0,...,bl-1, are

computed as follows:

XLXᵀb = λXDXᵀb (4.5)

The final reduced feature vector yi of the i− th facial image, is given below:

yi = Bᵀxi, B = (b0, ...,bl-1) (4.6)

The reduced feature vector yi is passed to the trained kNN classifier and the

classified expression is obtained from the classifier. The flowchart of the whole

procedure is shown in fig 4.3.
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Table 4.4: The overall comparison of FRFT and FRFT+ GSP

Transform
Order ‘a’

FRFT based
accuracy of FER
(%)

GSP based
accuracy of FER
(%)

GSP based fea-
ture dimension

0.1 94.04 94.04 68
0.3 89.28 91.66 68
0.5 94.04 95.23 69
0.7 92.85 94.04 69
0.9 92.85 96.63 67

4.7 Experimental Performance

The CK+ database[67] is used to study the performance of our method in view of

the available state-of-the-art for the assessment. There are 593 images of 123 sub-

jects with 7 expressions viz. “anger”,“disgust”,“fear”,“happy”,“contempt”,“sad”

and “surprise”. Out of the total image sequences, 274 sequences have been ran-

domly selected. The last sequence with peak intensity from each expression was

selected. For our experiments, training images (190) and testing images (84) are

separated using leave-one-out-approach. Using M = P = 256, the images are

normalized and the optimum size of the mouth and the eye regions for covering

the salient parts of the expression are found to be 16×32 and 32×32 respectively.

Thus , the length of the FRFT feature vector of each facial image becomes 1536.

As the value of the transform order ‘a’ (on which the rotation angle depends) is

changed by step of 0.2, the effect of the FRFT feature vector on the accuracy

of the facial expression recognition rate is observed. The values above 0.9 have

not been shown as the accuracy values are found to be repeated because of the

symmetry around a=1. Thereafter, using the GSP approach, the performance of

the GSP based feature vector is noted along with the new dimension of the feature

vector, as shown in Table 4.4. The results shown in Table 4.4 show that not only

the dimension of the FRFT feature vector has been reduced from 1536 to 67 with

the application of GSP but also the accuracy of the FER has been improved for

the every value of ‘a’. The performance enhancement associated with the use of

GSP tools is attributed to the preserving of local neighborhood information in the

graph based representation. Hence, the resultant clustering provides the better
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classification of the facial expressions. The confusion matrix using the proposed

work on the CK+ database is shown in Table 4.5. Next, the proposed method is

compared with the present state-of-the-art based on the FRFT in Table 4.6.

Table 4.5: Confusion matrix using FRFT-GSP on CK+ database (%)

Anger Disgust Fear Happy Sad Surprise
Anger 100 0 0 0 0 0
Disgust 0 100 0 0 0 0
Fear 5.88 0 94.12 0 0 0
Happy 0 0 0 100 0 0
Sad 0 0 0 0 100 0
Surprise 0 14.3 0 0 0 85.7

Table 4.6: The performance of different methods and proposed GSP-FRFT
method

Method
FER accu-
racy (%)

Dimension of
the feature vec-
tor

FRFT+ DM-
CCA

89.6 N.A.

FRFT+FLDA 89.2 N.A.
FRFT 94.04 1536
[92] 92.5 90000
Proposed
method

96.42 67

4.8 Summary

In this chapter we have presented a methodology of applying the GSP on the

feature vectors of CT and the FRFT for improving the FER. Experimental perfor-

mance on JAFFE and CK+ database demonstrated the effectiveness of the pro-

posed methods of GSP-CT and GSP-FRFT respectively. On using the GSP, the

neighborhood structure is preserved in the embedding which results in emphasizing

the natural cluster leading to the better classification of the facial expressions. In

addition, the feature vector length is also reduced substantially. However, in view

of the computations requirement, we first construct the existing feature vector
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and then put these feature vectors as a node lying on the vertex of the graph. As

the dimension of the existing scheme’s feature vectors increases, the computation

to find the weight matrix of the graph structure also increases proportionately.

Hence, rather than relying on the existing feature vectors, we work to find the

GSP method without the use of any existing FER scheme in the coming chapter.
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Chapter 5

FER using Spectral Graph

Wavelet Transform

In the last two chapters, after finding out the composite schemes of GSP along with

the existing FER methods of DWT, HOG, CT and FRFT, we observe that the

GSP approach can be further beneficial to apply directly without using any large

existing feature vector on considering the computational complexity. Moreover,

we realize that the computational complexity can be decreased by minimizing the

length of the graph signal component (preferably single value) lying on the vertex.

Hence, we formulated a graph structure directly on the facial image itself where

the pixel is considered as the vertex and the pixel intensity (single value) is used

as the graph signal component on the vertex. Thereafter, we leverage the spectral

graph wavelet transform (SGWT) [50] on the different type of formulated graph

signals. A novel method of FER using SGWT is presented here to represent the

expression patterns on the face by the graph signals. Then, the different filterbanks

assigned with the different weights to their channels have been evaluated for the

performance of the facial expression recognition.

In this chapter, the contribution of the proposed scheme lies in the novel appli-

cation of the SGWT in the FER. Furhter, the proper filterbank and their related

weights have been found out for the optimum FER from the given arrangement of

the graph signals.
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5.1 Introduction

The SGWT has not been satisfactorily applied in the facial expression recognition

until now. We are interested in using SGWT for recognizing the facial expres-

sion by finding multi-scale information about the interactions between the interest

points (lying in the active patches of the face). This multi scale representation

allows us to capture the information about the active patches at different scales.

Further, SGWT provides more flexibility than the classical wavelets due to the

freedom of graph design.

The organization of this chapter is as follows: In section 5.2, the algorithm and

the flowchart of the proposed SGWT method are given. Section 5.3 discusses the

experimental performance using the proposed method. A summary of the main

findings is provided in section 5.4.

5.2 GSP method using SGWT

As already explained, for the purpose of FER, most of the key information lies

in the mouth and the eye regions. We refer these regions as the active patches.

We require to extract the pattern of the edges present in these regions. Here,

we propose the multi-scale decomposition of the graph signal in order to capture

information about the edge pattern with respect to the graph structure.

For the construction of the graph of the active patches, the weights are required

to be defined. Beginning with simple but the effective method, the pixel of the

image region is considered as the vertex and the pixel intensity on the ith vertex,

xi, represents the signal value at that vertex. Then, on taking the difference of the

pixel intensity among the eight-point neighborhood, the weights between vertex i

and vertex j, WFirst
ij and W Second

ij, are defined as follows [50]:

WFirst
ij =

 |xi − xj|, j ∈ N i

0, elsewhere

(5.1)
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W Second
ij =

 1000× (|xi − xj|)2, j ∈ N i

0, elsewhere

(5.2)

where Ni is the 8-point neighborhood of vertex i. The rationale behind selecting

the above defined weights is that the difference in the pixel intensities capture the

distinctive edge patterns of the different expressions. In the W Second
ij, the differ-

ences have been squared and positively scaled (by thousand times here) to make

the weight further sensitive to the difference of the pixel intensity. As discussed in

Sec. 2.3, the graph Laplacian is obtained as follows:

Lxi =
∑

vj:eij∈E

W ij[xi − xj] (5.3)

L = D−W (5.4)

Let the mouth region be of the size A×B. Then, the total number of vertex N in

the graph representation of the mouth region is equal to AB. Then, the eigenval-

ues of the graph Laplacian L and the corresponding eigenvectors are represented

as λ = λM0....λ
M

AB-1 and U = uM
0....u

M
AB-1 respectively. The eigenvalues sig-

nify the graph frequency and the eigenvectors are equivalent to the graph Fourier

basis. Now the SGWT framework, discussed in Sec. 2.3.3, is applied after the

computation of the graph frequency and the graph Fourier basis.

Given a kernel function g : R+ → R+ selected as a band-pass filter, a spectral

graph wavelet ψM
t,n ∈ RAB at scale t localized around vertex i can be written as

follows [50]:

ψM
n(m) =

AB−1∑
l=0

g(λMl)u
M

l(n)uMl(m) (5.5)

For finding the wavelet scales tj, J values are taken as logarithmically equispaced

in the range [0, λMmax]. In addition, for the optimum choice of g, we have selected

the specific filters from the different type of filterbank e.g. Meyer wavelet. As

demonstrated in [93], [94] regarding the utility of wavelet transform esp. Meyer

wavelet for the edge detection, the Meyer wavelet is selected for the multi scale

decomposition of the graph signal. The plot of the transfer function of the Mexican
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Hat filterbank [95] with four filters is shown in Fig. 5.1.
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Figure 5.1: Amplitude frequency response of the Mexican hat filterbank[95]. Five
curves indicate the different frequency responses of the filters of the filterbank.

Then, for considering the mouth region as a graph signal xM, SGWT coeffi-

cients are obtained by the vector matrix multiplication (ψtj
M)ᵀxM where ψtj

M =

[ψM
tj1
..........ψM

tjAB
]. In order to decrease the computational complexity, approxi-

mate SGWT is used as follows [50]:

(ΨM
tj)

ᵀxM ≈ 1

2
cj,0x +

M j∑
k=1

cj,kT k(L
M)xM (5.6)

ΦM
tj
ᵀxM ≈ 1

2
c0,0x +

M j∑
k=1

cj,kT k(L
M)xM (5.7)

where ΦM
tj corresponds to the low frequency of the graph signals. Thus, there are

J+1 coefficients per axis for each vertex. Collectively, these coefficients represented

as rMi also extract information about the localized frequencies of the graph signal.

The coefficients belonging to the specific channel of the filterbank can be extracted.

Let rMi,n represents the output at the ‘n − th’ channel. In order to evaluate the
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impact of the different channels of the graph filterbanks for a mouth based graph

signal , the weight assigned to the ‘n− th’ channel is αn. In this way, the output

coefficients for the eyes of the ith face with nth channel filterbank will be as follows

[50]:

rMi = α1r
M

i,1 + α2r
M

i,2 + .......+ αnr
M

i,n (5.8)

For the computation of these coefficients, we have used the Matlab version of the

GSP toolbox [95]. Similiarly, SGWT coefficients of the eyes using the approximate

SGWT are obtained as follows [50]:

(ΨE
tj)

ᵀxE ≈ 1

2
cj,0x +

M j∑
k=1

cj,kT k(L
E)fE (5.9)

ΦE
tj
ᵀxE ≈ 1

2
c0,0x +

M j∑
k=1

cj,kT k(L
E)xE (5.10)

The SGWT coefficent of the eyes is collectively represented as:

rEi = [ΨE
tj ,Φ

E
tj ]

ᵀxE (5.11)

Let rEi,n represents the output at the ‘n − th’ channel. In order to evaluate the

impact of the different channels of the graph filterbanks for a eyes based graph

signal, the weight assigned to the ‘n − th’ channel is βn. In this way, the output

coefficients for the eyes of the ith face with nth channel filterbank will be as follows:

rEi = β1r
E
i,1 + β2r

E
i,2 + .......+ βnr

E
i,n (5.12)

Finally, the feature vector ri is constructed by concatenating the output coefficients

rMi of the mouth and rEi of the eyes for the ith face. Then, it is passed to train

the classifier and get the classified output from the trained classifier.

Fig. 5.2 illustrates the flowchart of the proposed FER method and algorithm

for the same is given below.
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Algorithm 2: Algorithm for the FER using the SGWT

1 Load the testing facial image and convert it into the grayscale image;
2 Normalize the size of the image to A0 ×B0 in the preprocessing;
3 Extract the mouth and the eye pair from the image using the Viola-Jones

algorithm;
4 The regions of the mouth and the eyes are represented in the form of the

graph signal by defining weight between the vertices as defined in (5.1);
5 On constructing the graph signal for these regions, filterbanks are selected

to design specific wavelets. Then, the filterbank coefficients for the
mouth and the eyes are computed;

6 Using the approximate SGWT, the Chebyshev polynomial coefficients are
found from the filterbank coefficients and the SGWT coefficients of the
mouth and the eyes region are obtained as rMi and rEi;

7 The SGWT coefficients of the mouth and the eyes region are concatenated
to form the final feature vector ri for the ith facial image;

8 Feed the feature vector ri to the trained kNN/SVM classifier;
9 Classify the fed feature vector into the category of the facial expressions;

Face image
Image
prepro-
cessing

Extract

mouth

region

Extract

eyes

region

Graph
design

Graph
design

SGWT

SGWT

ri
kNN

/ SVM Result

Figure 5.2: The block diagram of the SGWT FER method

5.3 Experimental Performance

Two standard facial databases have been used to study the performance of our

method. The two databases are as follows: JAFFE database [66] and Extended

Cohn-Kanade (CK+) database [67]. In JAFFE database, there are 213 images of

10 subjects with 7 expressions viz. “anger”, “disgust”, “fear”, “happy”, “neutral”,

“sad” and “surprise”. CK+ database includes around 593 image sequences (posed

expressions) of around 123 subjects, and consists of same expressions like JAFFE

except “contempt” in place of the “neutral”.
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5.3.1 Experimental Data

(a) CK+ database: The 272 images have been selected from it. For each ex-

pression of a subject, the last two images from each sequence were selected as

peak expression images. For the training, total samples around 190 have been

randomly selected . The remaining samples were used for testing using leave-one-

out-approach.

(b)JAFFE database: Unlike in the CK+ database, all the seven expressions

(including neutral) have been considered to provide the sufficient number of im-

ages for the training and the testing. Every subject has 3-4 images for each of the

expression. The training images (N=147) are selected using leave- one-out ap-

proach, i.e., for each expression one expression from the samples for every subject

is left for testing and the remaining are taken for the training set.

As discussed in Section 5.2, the images are resized into the size of 256× 256

(A0 = B0 = 256). The face from the given image has been detected by the Viola-

Jones Face Detection algorithm[87]. Further, the active face patches including the

mouth and eye pair are extracted from the face using the Viola-Jones algorithm

again. Then, the graph signals have been constructed with the weights mentioned

in (5.1). Since the flexibility of choosing the weight allows to build the graph signal

as per the requirement of the problem, we have selected the weight appropriately

for both the datasets. For the CK+ dataset, the weight, as given in (5.1) and (5.2)

is selected for building the graph signal of the eyes and the mouth respectively.

However, in the case of the JAFFE dataset, the weight, as given in (5.1), has been

selected for building the graph signal of the mouth and the eyes in view of the op-

timum performance. After defining the graph signal for the eyes and the mouth,

the coefficients for all the channel filters contained in the filterbank (employing

the Chebychev polynomial approximation algorithm [50] ) are computed. Then,

by assigning different weights to the channel filters of the filterbank, the outputs

corresponding to the filterbank are evaluated for the mouth and the eyes individ-

ually. From combining their outputs, the feature vector as ri is obtained for the

ith facial image. This feature vector is then used to train the kNN classifier. The

type of filterbank is selected and the performance of each filterbank is measured

in the form of the accuracy of the classified expression. For the JAFFE dataset,
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Table 5.1: Impact of the different weights on the two channel filterbanks on the
accuracy for the CK+ and JAFFE datasets

Mouth Eyes

Filterbank α1 α2 β1 β2 CK+ (%) JAFFE (%)
Abspline 0.5 0.5 0.5 0.5 96.15 72.72
Abspline 0.9 0.1 0.9 0.1 96.15 77.27
Abspline 0.1 0.9 0.1 0.9 96.15 66.66
Itersine 0.5 0.5 0.5 0.5 92.68 68.18
Itersine 0.9 0.1 0.9 0.1 92.68 78.78
Itersine 0.1 0.9 0.1 0.9 92.68 65.15
Meyer 0.5 0.5 0.5 0.5 92.68 66.66
Meyer 0.9 0.1 0.9 0.1 90.24 72.72
Meyer 0.1 0.9 0.1 0.9 92.68 71.21

Mexican hat 0.5 0.5 0.5 0.5 92.68 72.72
Mexican hat 0.9 0.1 0.9 0.1 90.24 80.30
Mexican hat 0.1 0.9 0.1 0.9 92.68 69.69

the SVM classifier was found to be better than the kNN classifier. Thus, the SVM

classifier has been preferred for JAFFE. In the filterbank, we have the choice of

selecting the specific channel output. Thus, initially beginning from the filterbank

of two filters, the different channels of the filterbank have been assigned differ-

ent weights. We have started with equal weight and the obtained performance is

shown in Table 5.1.

In order to evaluate the impact of three filters in the filter-bank, the outputs

at the three channels have been observed with different weights for the mouth and

the eyes based graph signal. The filterbanks with the output at the three channel

with their corresponding weights have been shown in Table 5.2 for both the graph

signals along with the obtained accuracy for CK+ and JAFFE databases.

In the Table 5.1 and Table 5.2, the non-normalized graph Laplacian has been

used. Moreover, the normalized graph Laplacian may also be used here. By

considering the normalized graph Laplacian, the performance of the two channel

filterbanks and the three channel filterbanks have been shown in Table 5.3 and

Table 5.4 respectively. Here, in comparison to the performance of the filterbanks

using non-normalized graph Laplacian, the performance of the filterbanks using

normalized graph Laplacian have been improved for both the databases.

From the Table 5.3 and Table 5.4, it is observed that the performance of the

Abspline filterbank is comparatively better than the other filterbanks for CK+ as
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Table 5.2: Impact of the different weights on the three channel filterbanks on the
accuracy for the CK+ and JAFFE datasets

Mouth Eyes

Filterbank α1 α2 α3 β1 β2 β3 CK+ (%) JAFFE (%)
Abspline 0.3 0.4 0.3 0.3 0.4 0.3 91.46 80.3
Abspline 0.1 0.9 0 0.1 0.9 0 93.9 89.39
Abspline 0 1 0 0 1 0 92.68 90.9
Itersine 0.3 0.4 0.3 0.3 0.4 0.3 92.68 74.24
Itersine 0.1 0.9 0 0.1 0.9 0 93.9 78.78
Itersine 0 1 0 0 1 0 90.24 74.24
Meyer 0.3 0.4 0.3 0.3 0.4 0.3 92.68 72.72
Meyer 0.1 0.9 0 0.1 0.9 0 90.24 71.21
Meyer 0 1 0 0 1 0 81.7 66.67

Mexican hat 0.3 0.4 0.3 0.3 0.4 0.3 92.68 69.69
Mexican hat 0.1 0.9 0 0.1 0.9 0 91.46 74.24
Mexican hat 0 1 0 0 1 0 93.9 77.27

Table 5.3: Impact of the different weights on the two channel filterbanks on the
accuracy for the CK+ and JAFFE datasets (using Normalized graph Laplacian)

Mouth Eyes

Filterbank α1 α2 β1 β2 CK+ (%) JAFFE (%)
Abspline 0.5 0.5 0.5 0.5 95.12 93.93
Abspline 0.9 0.1 0.9 0.1 96.34 94.28
Abspline 0.1 0.9 0.1 0.9 91.46 92.42
Itersine 0.5 0.5 0.5 0.5 93.9 78.78
Itersine 0.9 0.1 0.9 0.1 93.9 77.27
Itersine 0.1 0.9 0.1 0.9 90.24 86.36
Meyer 0.5 0.5 0.5 0.5 92.68 68.18
Meyer 0.9 0.1 0.9 0.1 93.9 72.72
Meyer 0.1 0.9 0.1 0.9 91.46 83.33

Mexican hat 0.5 0.5 0.5 0.5 93.9 90.91
Mexican hat 0.9 0.1 0.9 0.1 96.34 94.28
Mexican hat 0.1 0.9 0.1 0.9 92.68 89.39
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Table 5.4: Impact of the different weights on the three channel filterbanks on the
accuracy for the CK+ and JAFFE datasets (using Normalized graph Laplacian)

Mouth Eyes

Filterbank α1 α2 α3 β1 β2 β3 CK+ (%) JAFFE (%)
Abspline 0.3 0.4 0.3 0.3 0.4 0.3 96.93 89.4
Abspline 0.1 0.9 0 0.1 0.9 0 92.68 90.91
Abspline 0 1 0 0 1 0 93.9 92.42
Itersine 0.3 0.4 0.3 0.3 0.4 0.3 92.68 81.81
Itersine 0.1 0.9 0 0.1 0.9 0 95.12 89.4
Itersine 0 1 0 0 1 0 96.34 89.4
Meyer 0.3 0.4 0.3 0.3 0.4 0.3 93.9 75.75
Meyer 0.1 0.9 0 0.1 0.9 0 91.46 86.36
Meyer 0 1 0 0 1 0 90.24 81.81

Mexican hat 0.3 0.4 0.3 0.3 0.4 0.3 95.12 78.8
Mexican hat 0.1 0.9 0 0.1 0.9 0 96.34 89.4
Mexican hat 0 1 0 0 1 0 95.12 90.91

well as JAFFE databases in both the cases of the two and three channels. In case

of CK+ dataset, the optimum performance is achieved with the three channels of

the Abspline filterbank with different weights as shown in Table 5.1. While, for

JAFFE dataset, the best result is obatined with the two channels of the Abspline

filterbank and the Mexican hat filterbank. It is interesting to note that overall,

the Abspline filterbank captures the significant characteristics in both the set of

two and three channels for both the databases. Table 5.5 and Table 5.6 shows the

confusion matrix for the CK+ dataset and the JAFFE dataset of the proposed

method respectively.

Table 5.5: Confusion matrix for Facial Expression Recognition using the proposed
method with kNN for the CK+ dataset(Average Recognition Rate=96.93%)

Anger Disgust Fear Happy Sad Surprise
Anger 93.75 0 0 0 6.25 0
Disgust 0 100 0 0 0 0
Fear 0 0 100 0 0 0
Happy 0 0 0 100 0 0
Sad 0 0 0 0 100 0
Surprise 9.1 0 0 0 0 90.9
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Table 5.6: Confusion matrix for Facial Expression Recognition using the pro-
posed method with linear SVM for the JAFFE dataset (Average Recognition
Rate=94.28%)

Anger Disgust Fear Happy Neutral Sad Surprise
Anger 90 10 0 0 0 0 0
Disgust 0 90 0 0 0 10 0
Fear 0 0 100 0 0 0 0
Happy 0 0 0 100 0 0 0
Neutral 0 0 0 0 100 0 0
Sad 10 0 0 0 0 90 0
Surprise 0 0 0 0 10 0 90

The results of the proposed method are compared with the present results

of the existing approaches in Table 5.7. These approaches are selected because of

using the similar testing strategy (leave-one-subject-out) and the similar databases.

Moreover, the classifier in most of the selected approaches is restricted to be either

from kNN or SVM only. The parentheses with the recognition rates indicate the

number of testing expressions.

Table 5.7: Comparison of the proposed method with the present state-of-the-art
methods

Method
Facial
features

JAFFE
Recognition
rate(in %)

CK+
Recognition
rate(in %)

Our
method

SGWT 94.28 (7) 96.93(6)

[96],
2015

HDBF+ local
FDA

- 91.3 (7)

[71],
2015

Histogram of
LBP

91.8 (6) 94.1 (6)

[63],
2015

HOG+GA 87.82 (6) 95.64 (6)

[68],
2012

Patch based Ga-
bor

92.93 (6) 94.4 (6)

[73],
2017

HOG-
DWT+GSP

92.1 (6) -

[7], 2009 Boosted-LBP 81.0 (7) 95.1 (6)
[97],
2007

Motion-units - 93 (4)

[98],
2006

Pixel Intensity - 90.7 (6)
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As shown in Table 5.7, the proposed method outperforms all the other ap-

proaches in case of the JAFFE dataset and for CK+ dataset, the performance of

our method is better than six of the eight methods. Overall, the performance of the

proposed method is reasonably well on considering both the databases together.

5.4 Summary

This chapter proposes a novel method for the improved facial expression recogni-

tion using the SGWT framework. In this method, the graph signal used for the

representation of the facial expression regions has the scalar value at the vertex

and thus, weights are easily computed. Thereafter,the application of the different

filterbanks assigning the different weights to the channels of the filterbank, the

accuracy of the recognition has been analyzed. We find out that the Abspline

filterbank esp. the second channel provides the best result with the two and three

channel filterbanks. The obtained results on both the databases are significantly

better than the present state-of-the-art methods. However, the dimension of the

feature vector is around 1550. Since we have not addressed the dimension of the

feature vector in the GSP independent schemes, we need to focus on the reduc-

tion of the dimension of the feature vector, which will be investigated in the next

chapter.
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Chapter 6

Dimensionality reduction of the

feature vector and evaluation of

different graph structures in FER

using GFT

In the previous chapter, we notice that as the direct formulation of the graph struc-

ture from the facial image reduces the computational complexity to a large extent.

But must still address the dimension of the graph feature vector in such cases. One

option may be to treat each graph feature vector as the graph signal component

but it will lead to an increase in computational complexity like the former compos-

ite schemes of GSP. Then we realize that by utilizing the GFT, the feature vector

of the facial image can be computed. A novel method for the facial expression

recognition is proposed using the GFT. In addition, the dimension of the feature

vector is reduced by extracting the selective frequency components. The inter-

esting observation is that the few eigenvectors corresponding to lower frequencies

provide comparative accuracy in classification as using all the frequencies. Here,

the spectral analysis of the facial graph signals suggests that the interrelationship

of the graph signals is better captured in the lower frequencies. Next, the different

graph structures are evaluated to find out the best results of GSP approach for

the FER.

In this chapter, the contribution lies in proposing the scheme based on the
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GFT which has not been probably appled in the context of FER. Some interesting

observations have also been given about the role of the graph frequencies esp.

lower order in the reduction of the feature vector for the FER.

6.1 Introduction

We propose to apply the GSP theory [17], particularly the GFT for finding out

the feature vector and further investigate the selection of the different eigenvectors

for the dimensionality reduction of the feature vector. Using the GSP, the activity

recognition and the classification of neuroimaging data have been done in [99]

and [16] respectively. The dimension of the brain imaging data based on the

graph based filtering algorithm (GBF) has been reduced in [15] . While these

studies provide promising results of using GSP on the dimensionality reduction

and classification, they lack the analysis of finding the different combination of

eigenvectors from the same graph ‘pointsets’.

In this chapter, we analyze the different combination of eigenvectors for the

facial graph signals and their effect on the accuracy as well as the dimensionality

reduction in the facial expression recognition. The rest of the chapter is organized

as follows. Section 6.2 introduces our proposed GFT- based method for the dimen-

sionality reduction. In section 6.3, experimental performance is discussed. In next

sections, the discussion regarding the methods to build the graphs are followed.

6.2 Proposed method using GFT

Let X ∈ RM × N = [x1,x2, ........xM]ᵀ be the matrix of a graph signal. The row,

xi ∈ RM, (or column ci ∈ RN), of the matrix X represents the i -th component of

the graph signal X lying on vertex vi connected by the edges E={eij:vi,vj∈ V }.

Since most facial expressions are distinguishable using the information lying in the

region of the mouth and the eye pair together, the edge information is extracted

from these regions. This requires cropping of the the mouth and the eye pair in

the face images. To that end, we have used the Viola-Jones algorithm [87]. In

order to extract the edges information from the regions for the mouth and eyes

of the ith facial image, the graph signals Xi
M and Xi

E are constructed.Then, for
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capturing the local neighborhood structure efficiently in the graph signals, the

nearest neighbor based graph has been selected. Then, the rows xi
M and xi

E (or

the column ci
M and ci

E) of the Xi
M and the Xi

E are considered as the components

of the mouth region based graph signal and the eyes region based graph signal

respectively lying on their vertex vi. The weights of the edges connecting the

vertices of the nearest neighborhood graph [19] are selected as:

W ij =

 exp(−‖xi−xj‖
2

t
), if xj ∈ N i

0, elsewhere

(6.1)

where N i represents the k nearest neighborhood of xi.
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prepro-
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regions

Eigenvectors

compu-
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Eigenvectors
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Trained
reference
template

Classifier Result

Figure 6.1: The block diagram of GFT method for FER

Seeing the better results in last chapter for the filterbanks, the normalized

Laplacian has been used in place of the non-normalized Laplacian. Then the GFT

of the graph signals Xi
M and Xi

E are computed as X̂i
M and X̂i

E. By changing them

into the corresponding column vectors, they are concatenated to form the initial

feature vector x̂G,i of the i− th facial image. In order to reduce the dimension of

the initial feature vector x̂G,i, the different eigenvectors (corresponding to different

frequencies λ) are selected and the projection of the graph signals Xi
M and Xi

E

are taken in the direction of these selected eigenvectors to find the new reduced

feature vector as Ŷi
M and Ŷi

E respectively. Thereafter, both the new reduced

feature vectors are concatenated to form the new reduced final feature vector ŷG,i
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for the i -th facial image. At last, the kNN /SVM is trained and tested to classify

each facial expression using the feature vector ŷG,i. The proposed GFT based

algorithm is illustrated in Fig. 6.1.

6.3 Experimental Performance

In the preprocessing step, the images are normalized into the size of 256×256.

The face is detected from the image through the Viola-Jones Face Detection al-

gorithm[87]. Further, the active face regions including the mouth and eye pair

are extracted from the faces using the same algorithm. The size of the extracted

mouth and the eye regions on the basis of the optimum performance have been

fixed to 16×32 and 32×32 respectively. Among the kNN, the value of k equal to

7 is found to be optimum and the weight as given in (6.1) was used to build the

graphs. The value of ‘t’ is chosen as 1. The GSP operations were implemented

using the Matlab version of the GSP toolbox [95]. First, for the construction of

the graphs, rows along the given pointsets of the extracted regions for the mouth

as well as the eyes are considered as the vertices. In Table 6.1, the different set of

eigenvectors (in an increasing order sequence associated with frequencies) for the

mouth and the eyes have been considered to find the GFT and their impact on

the dimension of the feature vector ŷG,i and the accuracy are shown below:

Table 6.1: Impact of the GFT (Set I- Row as the vertices for the mouth as well
as the eye regions ) with the different set of eigenvectors for the CK+ and JAFFE
datasets

Starting
eigen
vector
of
mouth

Last
eigen
vector
of
mouth

Starting
eigen
vector
of eyes

Starting
eigen
vector
of eyes

Dimension

Recognition
rate
CK+(in
%)

Recognition
rate
JAFFE (in
%)

1 16 1 32 1536 90.24 75.75
1 4 1 4 192 81.7 72.72
1 6 1 6 384 82.92 71.21
1 8 1 8 512 86.58 77.27
13 16 29 32 256 57.31 24.24
11 16 27 32 384 58.53 19.69
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Later, the columns along the given pointsets are considered as the vertices of

both the graph for the mouth and the eye regions. In Table 6.2, the different set

of eigenvectors (in their increasing order sequence associated with frequencies) for

the mouth and the eyes have been considered to find the GFT and their effect on

the dimension of the feature vector ŷG,i and the accuracy are shown below:

Table 6.2: Impact of the GFT (Set II- Column as the vertices for the mouth as
well as the eye regions) with the different set of eigenvectors for the CK+ and
JAFFE datasets

Starting
eigen
vector
of
mouth

Last
eigen
vector
of
mouth

Starting
eigen
vector
of eyes

Starting
eigen
vector
of eyes

Dimension

Recognition
rate
CK+
(in %)

Recognition
rate
JAFFE
(in %)

1 32 1 32 1536 93.9 69.69
1 4 1 4 192 91.46 62.12
1 6 1 6 288 89.02 68.18
1 8 1 8 384 92.68 69.69
29 32 29 32 192 39.02 16.66
27 32 27 32 288 39.02 22.72

Now, the rows along the given pointsets are considered as the vertices of the

graph for the mouth while the column pattern has been selected for the eye region.

Thereafter, the pattern along the graph for the mouth and the eyes have been

reversed i.e. the column for the mouth while the rows for the eyes. The impact

of the selected pattern of the eigenvectors on the dimension of the feature vector

ŷG,i and the accuracy are shown below in Table 6.3 and Table 6.4 respectively.
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Table 6.3: Impact of the GFT (Set III- Row as the vertices for the mouth and
column for the eye regions ) with the different set of eigenvectors for the CK+ and
JAFFE datasets

Starting
eigen
vector
of
mouth

Last
eigen
vector
of
mouth

Starting
eigen
vector
of eyes

Starting
eigen
vector
of eyes

Dimension

Recognition
rate
CK+
(in %)

Recognition
rate
JAFFE
(in %)

1 16 1 32 1536 86.58 66.67
1 4 1 4 192 78.04 66.67
1 6 1 6 384 89.02 63.63
1 8 1 8 512 86.58 63.63
13 16 29 32 256 52.43 24.24
11 16 27 32 384 50 25.75

Table 6.4: Impact of the GFT (Set IV- Column as the vertices for the mouth and
row for the eye regions) with the different set of eigenvectors for the CK+ and
JAFFE datasets

Starting
eigen
vector
of
mouth

Last
eigen
vector
of
mouth

Starting
eigen
vector
of eyes

Starting
eigen
vector
of eyes

Dimension

Recognition
rate
CK+
(in %)

Recognition
rate
JAFFE
(in %)

1 32 1 32 1536 93.9 68.18
1 4 1 4 192 87.8 62.12
1 6 1 6 288 90.24 68.18
1 8 1 8 384 92.68 68.18
29 32 29 32 192 48.78 18.18
27 32 27 32 288 59.75 13.63

6.3.1 Discussion

The results in the previous tables reveal the following important findings:

i) The eigenvectors corresponding to the lower frequencies contribute signif-

icantly for the classification in both the databases in comparison to the higher

frequencies. It suggests that the lower frequencies better capture the interrelation-

ship and the structural pattern of the graph signals. That’s why using only the

lower frequency based eigenvectors yields better classification accuracy of classifi-

cation than using all the eigenvectors for classification.
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ii) The results of classification with respect to the CK+ database have been far

better in terms of the accuracy. However, for the JAFFE database, the results are

not likely to be among the best. This motivated us to do redesign our proposed

method again. As the graph structure is at the core of the method, in the next

section, we evaluate different ways to build the graph structures including the kNN

to find the best performance.

6.4 Experimental Performance with different meth-

ods for building the graph

As we are interested in evaluating the geometrical, functional and the mixed con-

nectivity based graphs for their performance, we have taken the kNN as the model

of geometric structure. Next, under the functional connectivity, the models of

absolute correlations and absolute covariances are considered. In addition, the

Kalofolias’s method [100] is taken which assumes the smoothness of the observed

signals on the inferred graph. At last, we find the Fundis graph, defined in [15],

apprporiate under the mixed connectivity because it mixes both the structure and

connectivity of the signal. Their weights are given as follows ( where t, β and σ

are empirically determined parameters ):

Geometric graph: kNN

Wij
knn =

 exp(−‖xi−xj‖
2

2t
), if xj ∈ N i

0, elsewhere

(6.2)

where N i represents the k nearest neighborhood of xi.

Functional graphs:

Absolute correlation

Wij
corr =| corr(xi,xj) | (6.3)

where | corr(ri, rj) | gives the absolute value of correlation coefficient between the

vectors of ri and rj.
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Absolute covariance

Wij
cov =| cov(xi,xj) | (6.4)

where | cov(ri, rj) | gives the absolute determinant value of covariance matrix

between the vectors of ri and rj.

Kalofolias

Lkal = arg min
L∈L,H

N∑
k=1

(‖ck − dk‖2)2 + β(dk)
ᵀLdk (6.5)

where L denotes the set of graph Laplacians, H is an optimization parameter with

the same dimension of G and ck and dk represents the k− th column of G and H

respectively.

Mixed graph: Fundis

Wij
fundis = exp(−(1−Wij

corr)2

2σ
) · exp(−‖xi − xj‖2

2t
) (6.6)

The overall recognition rates using the weights of the different graph building

methods are shown in Table 6.5. It is clear that the different ways to build the

graph affect the recognition rate of GSP- based FER method for both the datasets.

As we have taken the normalized Laplacian also as the graph shift operator, we

have computed the effect of the different types of the method to build the graph

using the non-normalized Laplacian. Overall, the results indicate that the mixed

graph- Fundis method (normalized graph Laplacian), using geometric structure

and the functional connectivity, yields the best result.

6.4.1 Comparison of the different eigenvectors combina-

tion for the kNN and the Fundis structure

As the experimental performance of the different set of eigenvectors were carried

out with kNN graph structure in Section (6.3), the same analysis is done with

Fundis graph structure. The different sets (I, II, III and IV) with the rows and

the columns for the mouth and the eyes regions have been shown in Tables 6.6,
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Table 6.5: Effect of the different types of method to build the graph
on the overall recognition rate of the facial expression

Type of
graph
struc-
ture

Feature
dimen-
sion

Recognition
rate CK+
(%)
Normalized
Laplacian

Recognition
rate
JAFFE
(%)
Normalized
Laplacian

Recognition
rate CK+
(%)
Non-
normalized
Laplacian

Recognition
rate
JAFFE
(%)
Non-
normalized
Laplacian

kNN 1536 93.9 77.27 92.68 74.24
Absolute
correla-
tion

1536 86.58 80.3 75.61 60.61

Absolute
covari-
ance

1536 84.14 57.58 90.24 65.15

Kalofolias 1536 93.9 80.3 92.68 83.33
Fundis 1536 93.9 87.8 86.58 63.63

6.7, 6.8 and 6.9 respectively.

Table 6.6: Fundis method:The impact of the GFT (Set I- Row as the vertices for
the mouth as well as the eye regions ) with the different set of eigenvectors for the
CK+ and JAFFE datasets

Starting
eigen
vector
of
mouth

Last
eigen
vector
of
mouth

Starting
eigen
vector
of eyes

Starting
eigen
vector
of eyes

Dimension

Recognition
rate
CK+(in
%)

Recognition
rate
JAFFE (in
%)

1 16 1 32 1536 93.9 87.87
1 4 1 4 256 93.9 92.42
1 6 1 6 384 93.9 90.91
1 8 1 8 512 93.9 90.91
13 16 29 32 256 82.92 77.27
11 16 27 32 384 84.14 74.24
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Table 6.7: Fundis method: The impact of the GFT (Set II- Column as the vertices
for the mouth as well as the eye regions) with the different set of eigenvectors for
the CK+ and JAFFE datasets

Starting
eigen
vector
of
mouth

Last
eigen
vector
of
mouth

Starting
eigen
vector
of eyes

Starting
eigen
vector
of eyes

Dimension

Recognition
rate
CK+
(in %)

Recognition
rate
JAFFE
(in %)

1 32 1 32 1536 91.46 77.27
1 4 1 4 192 92.68 71.21
1 6 1 6 288 93.9 78.78
1 8 1 8 384 93.9 72.72
29 32 29 32 192 88.92 60.6
27 32 27 32 288 85.36 59.09

Table 6.8: Fundis method: The impact of the GFT (Set III- Row as the vertices for
the mouth and column for the eye regions ) with the different set of eigenvectors
for the CK+ and JAFFE datasets

Starting
eigen
vector
of
mouth

Last
eigen
vector
of
mouth

Starting
eigen
vector
of eyes

Starting
eigen
vector
of eyes

Dimension

Recognition
rate
CK+
(in %)

Recognition
rate
JAFFE
(in %)

1 16 1 32 1536 86.58 81.81
1 4 1 4 256 92.68 71.21
1 6 1 6 384 92.68 72.72
1 8 1 8 512 91.46 71.21
13 16 29 32 256 85.36 56.06
11 16 27 32 384 89.02 59.09
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Table 6.9: Fundis method: The impact of the GFT (Set IV- Column as the vertices
for the mouth and row for the eye regions) with the different set of eigenvectors
for the CK+ and JAFFE datasets

Starting
eigen
vector
of
mouth

Last
eigen
vector
of
mouth

Starting
eigen
vector
of eyes

Starting
eigen
vector
of eyes

Dimension

Recognition
rate
CK+
(in %)

Recognition
rate
JAFFE
(in %)

1 32 1 32 1536 92.68 77.27
1 4 1 4 192 93.9 84.84
1 6 1 6 288 95.12 83.33
1 8 1 8 384 95.12 83.33
29 32 29 32 192 85.36 69.69
27 32 27 32 288 87.8 71.21

Table 6.10: Comparison of the kNN and the Fundis for the different set of
eigenvectors

Set
kNN-
Accuracy
CK+ (%)

Fundis- Accu-
racy
CK+ (%)

kNN- Accu-
racy
JAFFE (%)

Fundis- Accu-
racy
JAFFE (%)

I 86.58 93.9 77.27 92.42
II 92.68 93.9 69.69 78.78
III 89.02 92.68 66.67 72.72
IV 92.68 95.12 68.18 84.84

For complete anaysis, all the Sets-I, II, III and IV (as discussed in Tables 6.1,

6.2, 6.3 and 6.4 respectively) are taken for the comparison of the kNN with the

Fundis method in Table 6.10. Set-wise comparison reveals that the method of

Fundis structure is always better than the performance of the kNN based graph

structure in both the databases.

Finally, on the dimensionality reduction of the feature vector, the Fundis

method is compared with the classical approach of PCA and some FER meth-

ods, shown in Table 6.11, in terms of the accuracy and the feature dimension. It

is clear from the Table 6.11 that the Fundis graph performs better than the other

methods in both datasets.
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Table 6.11: Comparison of the appropriate graph (Fundis) with PCA and
some existing FER methods

Method
Feature
dimension

Accuracy
CK+ (%)

Accuracy
JAFFE (%)

PCA 1536 91.46 68.18
Fundis graph 1536 93.9 87.8
PCA - four com-
ponents

256 84.14 53.03

Fundis graph-
four components

256 93.9 92.42

Labeled graph
[101]

- - 77

FRR-CNN [102] 4096 92.06 -

6.5 Summary

Our proposed method, based on GFT, evaluates the different combination of eigen-

vectors of the graph signals on the dimension and accuracy of the facial expression

recognition. The role of the lower graph frequencies in capturing the structural

pattern of the graph is relevant and this relationship may be useful for the classifica-

tion purpose. Experimental results on the datasets of CK+ and JAFFE illustrates

the effective performance of the proposed method by increasing the accuracy with

the reduced dimension of the feature vector.

In order to find the suitable graph structure, we evaluate the different types

of the graph for solving FER problem. Experimental results on CK+ and JAFFE

dataset demonstrate that the Fundis graph outperforms other graph structures on

the basis of the recognition rate. In addition, the performance of the Fundis graph

after the dimensionality reduction (by using the selective components of the graph

frequencies) also exceeds than the classical approach of PCA and some existing

FER methods.
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Chapter 7

Conclusion and future scope

GSP has been emerging as a promising approach to deal with multidimensional

signals. In our case, we used the GSP to analyze the ‘face’ for the recognition of

the facial expression. The main problem to apply the GSP requires the selection

of the vertex as well as the weight. The obvious choice of every pixel selection

from the facial image leads to the N2 × N2 size of weight matrix where the size

of the image is N ×N (normally, N=256). That may lead to huge computational

complexity while ignoring the part of the facial image results in capturing the less

information of the face. In this work, the selection of the vertex and the weight has

been done to represent the ‘face’ in the form of the graph signal with the balance

between the optimum accuracy and the computational complexity. The concept

of GSP helped to improve the existing FER methods (including HOG, CT and

FRFT) by using GSP in their combination. The combined GSP based techniques

led to the improved accuracy with the significant dimensionality reduction.

Apart from using the GSP in combination with the existing methods, the

GSP itself has been used directly on the facial image. Such direct GSP approach

provide very good results for the FER in comparison to the existing state- of-the-

art methods. Here, the SGWT with the different filter banks was used to find the

feature vector.

The notion of the graph frequency helped to represent the graph signal of the

face into the transformed domain. By using the GFT, the classification of the facial

expression was done with less computational complexity. As performed in PCA,

some of the components are sufficient to extract out the distinctive information
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for the classification purpose and it lead to dimensionality reduction. Similarly,

by selecting the few graph frequency components, the dimension of the feature

vector (used for the FER) was reduced without any compromise in the accuracy.

Moreover, the evaluation of the different graph structure was carried out and the

Fundis graph, based on the geometric and structural connectivity, was found to

be optimum.

In this work, the facial expressions have been considered with the main focus

on the well stated public databases of CK+ and JAFFE, which contains posed

expressions. The objective is to demonstrate how to apply the graph based dif-

ferent concepts for the facial image and analyze the utility of the facial image

based graphs for the FER. Nowadays, the field of the facial expression has been

moving towards spontaneous and unconstrained datasets. The methods that work

well under the conditions of the posed expression are not guaranteed to perform

as well under realistic conditions. The GSP based approaches which have given

better results are required to extend for the wild datasets.

We observe that unlike the face recognition, facial expression recognition in-

volves the common universal pattern of the expressions irrespective of the person.

The interesting question arises that how to design the graph such that minimum

samples are required for the training. Further, as these samples will be used to

train, whether the results of FER will be invariant to the different datasets. It

implies that the obtained results can be applied across the different datasets. That

will tend to recognize the facial expression with minimum dependence on the facial

datasets like as we actually identify in our daily life.

The intensity of the facial expression conveys complementary information of

the related expression and hence, the complete interpretation requires classification

as well as the intensity of the identified expression. This work may be further

extended to infer the intensity of the expression, which is likely to give better

result than the present methods.

Regarding the extensive development in the GSP field esp. about comput-

ing the GFT, the fast graph Fourier transform can be implemented rapidly and

efficiently. These fast GFT approaches may be extended in inferring the facial

expressions and their intensity in the wild datasets.
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Our work on the application of the GSP in the FER presents the composite

methods of the GSP for the dimension reduction of the existing FER techniques.

Thereafter, to address the increase in computational complexity, the methods in-

dependently based on the GSP exploiting the intrinsic relationship from the facial

image are proposed. Overall, the GSP framework is provided to improve the FER.
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