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ABSTRACT

Security in public domain has become a critical issue from mid 90s which causes

an exponential increase in the numbers of surveillance systems installed around

the world. These cameras and sensors generate an enormous amount of data.

Manual browsing of millions of hours of digitized video from thousands of cameras

proved impossible within the time sensed period. The need of automated smart

video analysis system has increased as most of the data captured by surveillance

or traffic camera are not possible to analyze by human operators in a time-bound

period. Also, hours of these videos show no activity or events of interest. It

also requires a system to segment various semantic level information present in

a video with limited storage, power, and communication bandwidth. There is

an urgent need for an automated system for significant video event modeling that

can facilitate many applications. Thus, various groups of researchers, intellectuals,

industries, and institutions are paying much interest in such a field. If a system

can replace human resources to automate the analysis of activities of objects in a

video scene that can solve many real world problems existing in various domains

like military, banking sector, biometric identification, shopping areas, institutes,

railway stations, and airports. Some other important applications include road

traffic analysis, air traffic control, satellite imaging and terrain analysis.

Video Synopsis summarizes hours of video surveillance recordings into a short du-

ration that takes only minutes to review. Video synopsis simultaneously presents

multiple objects, events, and activities that have occurred at a different period of

times in a video. It tracks and analyzes moving objects (also called events), and

converts video streams into a database of objects and activities. The database

keeps only key events that contain valuable information and removes unwanted

video sequences which have no activity.

This dissertation aims to contribute in each area of video-based analysis of object

motion structure. We also find out the limitations of approaches present in exist-

ing literature to bring out the solution of fully automatic detection and analysis

of video activities. This dissertation focuses on four topics, namely video-based

moving object detection, multiple object tracking, activity analysis and synopsis

video generation.

The moving object detection is an essential step in any video-based analysis sys-

tem because the performance of the whole system depends on the result of this

phase. We propose a multi-layer codebook model for segmenting dynamic pixels,
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for which a novel weight mechanism is used to add new background codewords

into codebook. It is also used to decide the sufficient number of codewords needed

to represent background model with a significant reduction in false positives. The

adaptive distance measure is presented to eliminate the effects of background dy-

namics. Furthermore, to reduce shadow and illumination effects, a cone-shaped

color distance map is utilized instead of cylindrical. This incorporates spatial

context by applying random neighbor selection policy.

With the recent advancements in computer vision, it can be reasonably claimed

that there are feasible solutions available to address the robust tracking of the

single target. However, simultaneous analysis of multiple targets motion structure

in a video remains one of the most challenging tasks to accomplish. A tracking

approach is presented which applies to trajectory formation of multiple objects

with complex random motion structure. The multiple-instance tracking framework

is formulated to incorporate spatiotemporal information. It selects significant

features and establishes the statistical correlation between a prior model of the

target and its recent observation. Proximity measurement scheme is applied to

initialize structural context information in tracking-by-detection framework. It

improves performance by completing target trajectory, reducing ID switches, and

trajectory segmentation.

Although the existing video synopsis approaches work well in condensing activities

present in video over space, they do not classify natural and abnormal movements

present in the video. It is crucial to have an automatic method that can analyze

video content and generate various types of Meta data, such as time-stamped

tags and highlights. This information improves user experience by generating

high-quality video synopsis. In this regard, an automatic and scalable solution

is proposed that is based on different criteria as a signature for an activity. A

hierarchical fashion is employed to efficiently search important activities present

in video sequence while considering both the spatial collision and the temporal

consistency among objects.

The moving object detection approach is tested over numerous (six) videos from

benchmark dataset available at Goyette et al. (2012) with complex illumination

and background situations. We experimentally demonstrate the improvement over

the state-of-the-art background subtraction models. The performance of our multi-

object tracking approach is evaluated on publicly available Benchmark datasets

MOTChallenge Leal-Taixé et al. (2015a). The method performs a lot better than

other state-of-the-art methods used for multiple objects tracking in videos. Fi-
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nally, synopsis video of important activity is generated on several real-world video

sequences. Comparative accuracy with minimum computational complexity is

achieved for each phase and reported in this research work.
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Chapter 1

INTRODUCTION

Smart video surveillance systems are required to automate the analysis of video

data and extract various analytical information as per needs of particular applica-

tions. Any system capable of automatic analysis of object activities in a video, can

be a solution to many real world activity analysis problems. It is a very challenging

and fertile research domain with many promising applications like video surveil-

lance, biometric identification, satellite imaging, terrain analysis, augmented real-

ity, face or human detection, user tracking, gesture recognition, behavior analysis,

traffic analysis etc. Thus, it has drawn attention of several researchers, institutions

and commercial industries.

Video synopsis is a compact representation of video sequences that enable the

browsing and retrieval of hours of video footage in few minutes. It segments

activities present in a video at different time period and arranges them over a

common spatial region. The video synopsis provides valuable information that

can be used in various applications which demand video-based monitoring in short

duration of time. With this compact representation, one can quickly analyze many

hours of traffic videos, segment human behavior, and can introduce new interaction

methods in a gaming console and for law enforcement. Also, the intelligence

agencies and security industries can utilize this representation by analyzing human

activities in surveillance videos to identify suspicious behavior or to determine the

individuals in real time.

While generating the synopsis video of activities present in a video, it comprises

primarily four steps. First, it involves moving object segmentation which is also

termed as foreground segmentation from the stationary region considered as back-

ground. Although the traditional methods of moving object segmentation like

1



Chapter 1. INTRODUCTION 2

optical flow, background subtraction, and temporal differencing etc., provide sat-

isfactory results in detection of single moving objects, challenges are encountered

in the case of multiple object streams and poor lighting conditions. To overcome

these challenges, a robust motion detection method is required which can handle

foreground commonage, shadows, and moving backgrounds. This method needs to

update the background model continuously to maintain high-quality segmentation

over extended periods of time. Also, it should efficiently detect multiple moving

objects in adverse lighting conditions.

Tracking as a second step is defined as following the trajectory of an object across

frames as it moves around the scene. It requires assigning consistent labels to

the segmented objects in the whole frame sequence of a video. Further, based

on the tracking domain, a tracker can give useful information such as movement,

shape, and orientation of the object of interest. With the recent advancements in

computer vision, it might be reasonably claimed that there are feasible solutions

available for addressing the robust tracking of the single target, however, simul-

taneously analyzing multiple target’s motion and tracking them in video stays as

one of the most challenging problems in computer vision. The output produced

by the tracking step is used to support and enhance motion segmentation, object

classification and higher level video analysis.

Third, to maintain the critical context cues present in a video it is essential to

employ a method to search important activities present in a video sequence effi-

ciently. The final step in generating synopsis video of important activities is to

organize the motion structure of segmented objects and create short descriptions

of their actions. It may simply be considered as a representation of object motion

structure over common spatial and temporal domain.

We aim to study and implement an optimized approach for each step in generat-

ing the synopsis video. A robust algorithm for object detection and tracking is

presented that can detect and track multiple objects in a variety of challenging

real-world scenarios. A hierarchical fashion is employed to efficiently search impor-

tant activities present in a video sequence, and generating synopsis video of those

important events. Here both the spatial collision and the temporal consistency

are considered while creating synopsis video.
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1.1 Motivation

Security in public domain has become a critical issue from mid 90s which causes

an exponential increase in the numbers of surveillance systems installed around

the world. These cameras and sensors generate an enormous amount of data.

Manual browsing of millions of hours of digitized video from thousands of cameras

proved impossible within the time sensed period. Applications, where storage,

communication bandwidth, and power are limited, require a system to represent

information of a video in a comparatively less spatial and time domain. The role of

such systems has shifted from purely passively recording information for forensics

to pro-actively providing analytic information about potential threats and dangers

in the real-time fashion. Selecting an adequate reasoning mechanism coupled with

suitable events modeling is crucial for event-driven applications.

There are places of public domain where video analysis has broad applications for

security purpose such as in the military, banking sector, biometric identification,

shopping areas, Institutes, train stations, and airports. Figure 1.1on page 4

depicts some applications of segmentation of moving object trajectory also known

as motion structure. Various other important applications include road traffic

analysis, air traffic control, satellite imaging, terrain analysis, augmented reality

and robotics.

One of the primary driving applications of motion analysis has been an automated

analysis of moving objects present in a video, partially motivated by the focus on

security and prevention of terrorist attacks increased in recent years.

Object detection and activity analysis have a wide range of applications in the

field of video analysis, surveillance systems and natural science. Object tracking

has gained the attention of researchers where security is the prerequisite, and it

is not possible for human operators to monitor every surveillance system contin-

uously. Motion structure of moving objects represents vital information about

the movement and activities present in a video. It can also be used for further

knowledge extraction in various video processing applications such as behavioral

analysis, crowd analysis, etc.

The smart surveillance system is the main scope of this research work. The goal

of this thesis is to implement a robust algorithm for foreground segmentation us-

ing computer vision approach and to develop an efficient method for tracking the

segmented objects across the frames, which leads to the selection of important ac-
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Figure 1.1: Application examples for object trajectory segmentation. Next to
common scenarios involving (a) robotics accident prevention, (b) border security
(c) it can also be used to study animal behavior , (d) road safety (e) guided
system (f) Surveillance camera.

tivities from motion structure of tracked objects enabling compact representation

in the form of synopsis video.

1.2 System Description

A system to generate synopsis video of important activities present in a video

comprises mainly four functional blocks. These are object detection, tracking,

activity analysis and finally synopsis video generation. A brief explanation about

these blocks are given below:

• Foreground Segmentation: Detection of moving objects as the fore-

ground region is performed at lowest semantic level.

• Object Classification and Tracking: At this level, objects of interest like

humans or vehicles segmented in the previous stage are tracked across the

frames.



Chapter 1. INTRODUCTION 5

• Activity Analysis: Based on low-level semantic knowledge extracted from

earlier stages, the more sophisticated understanding of the videos focuses on

identifying object actions, understanding the behavior and activities of each

object by segmenting motion structure of the individual object.

• Synopsis Video Generation: Arranging those activities segmented in the

previous phase over the spatial and temporal domain to represent them in

less space and time.

The design of smart synopsis video system requires fast, reliable and robust algo-

rithms for object detection, classification, tracking, and activity analysis. A basic

block diagram of synopsis video system is given below in Figure 1.2 on page 5.

Figure 1.2: System overview of generating synopsis video in this work. Given a
set of video frames, the task is to generate the synopsis video of important
activities.

1.3 Aims and Objectives

The computer vision research presented in this dissertation does not target a par-

ticular application of the movement analysis rather shows work on systems that

can incorporate many different applications. The outputs of this research can be

used for providing the human operator with high-level data to help him to make

the decisions more accurately and in a shorter time. This work also provides of-

fline indexing and efficient searching of stored video data. The advances in the

development of these algorithms would lead to breakthroughs in applications that

use visual surveillance.

Methods for foreground segmentation do not separate objects in space due to

which analysis of individual objects is not possible. It is required to formulate

an efficient algorithm for tracking the segmented object across the frames. Also,

while segmenting information such systems are expected to maintain spatial and

temporal dependencies between objects. Computational complexity has to be low
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as a large number of cameras need to be observed simultaneously or the algorithms

are required to be embedded in a camera or as an embedded system with limited

computational power. Manual browsing and analysis of recorded footage is still a

costly, labor-intensive and time-intensive task. Our motivation for studying this

problem is to create a visual surveillance system with real-time object detection,

classification, and tracking and activity analysis capabilities.

Given the above shortcomings, this research work focuses mainly on following

objectives:

1. Study recent issues and challenges in moving object detection, multi-object

tracking, activity classification and synopsis video generation so that they

can be optimized and applied to real-life applications.

2. It has been observed that an adaptive background subtraction model is

needed to segment moving objects in the dynamic environment. It is also re-

quired to formulate a proper learning rate for background updation to reflect

changes occurred in the background in an optimized manner.

3. To find a robust and efficient background subtraction method to segment

moving objects in a dynamic environment. The effectiveness of this step is

crucial for the whole system because outcomes of this phase are input for

further tracking, as the final result depends mainly on the outputs generated

in this stage.

4. With the recent advancements in computer vision, it can be claimed that

there are feasible solutions available for addressing the robust tracking of

the single target. However, simultaneous analysis of multiple target’s motion

structure in a video stays as one of the most challenging tasks in computer

vision. Our objective is to develop and optimize feasible solutions for mul-

tiple object tracking in the presence of various tracking challenges such as

occlusion and miss detection.

5. The performance of activity analysis mainly depends upon the accurate rep-

resentation of the segmented trajectory of the tracked object. We aimed at

representing trajectory information in the non-visual form that can be ana-

lyzed effectively. Array representation of segmented trajectory is also done

for activity detection of significant events.

6. We also addressed the crucial objective to have an automatic method to

analyze video content and produce various types of metadata, such as time-
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stamped tags and highlights. This information can help to improve the user

experience by providing indexing of activities, especially when activities are

shifted over time-domain in synopsis video.

7. To propose a solution for generic important event classification for generating

high-quality event specific video synopsis.

8. It has been observed that the current approach of video synopsis works well in

condensing activities present in video over space, while they do not preserve

interaction between objects. While going through the various surveillance

videos, it is observed that the object interaction in video possessed vital

information such as information exchange, accidents, and theft.

9. To implement a method to generate a synopsis video of important activities

present in a video with minimum computation cost as well as maximize the

accuracy.

10. Evaluate the proposed methods on benchmark dataset and compare the re-

sults with state-of-art approaches.

1.4 Contributions

Our contributions to this study are to create a visual surveillance system with

real-time object detection, tracking, classification, and synopsis video generation.

The study summarizes as:

1. Explore the literature work to find various steps followed in generating syn-

opsis video.

2. This work presents an adaptive multi-layer background subtraction method

by implementing various improvements over basic codebook model. These

enhancements are:

(a) To control learning rate of background model, each codeword is assigned

a weight using the Sigmoid function.

(b) The adaptive color distance measure is applied to compute the decision

threshold for foreground pixel classification.
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(c) As background may have the spatial motions that may lead to shift

in a pixel, this kind of situation is resolved by considering spatial con-

text shared between neighboring pixels, by using a random neighbor

selection policy.

(d) The proposed method reduces false positive pixels detected convention-

ally as ghost regions by maintaining codeword belonging to uncovered

background region in background codebook.

3. We formulate a data association task for track initialization; which intends

to detect all high probability tracks.

4. A novel framework is designed for coupling the subproblems of data associa-

tion and appearance based tracker by the formulation of proximity measure-

ment between interacting objects.

5. A new sparsity-driven target specific proposal distribution technique is de-

vised that takes segmented foreground regions as input to select features

belonging to a target.

6. This thesis presents an automatic approach of condensing the specific activi-

ties in surveillance video by considering the spatial and temporal relationship

between them. In this work, we aim to segment movements present in a video

that is found interesting. To this end, we propose to combine several cues

to assess significant events in a novel manner that leads to increasing in

performance.

7. This research work presents an approach of condensing the activities in

surveillance video while preserving the interaction between the objects.

1.5 Dissertation Organization

The rest of this dissertation is structured as follows:

In Chapter 2, we review existing literature on video synopsis and its functional

blocks. In Chapter 3, we present our approach on background subtraction for

moving object detection using improve codebook model. Chapter 4 provides the

detailed description of our approach for multi-object tracking using multiple in-

stance learning techniques. Chapter 5 describes an algorithm for generating video
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synopsis and its implementation. Finally, Chapter 6 concludes the thesis with a

discussion of the identified directions for future work.

Next chapter provides a literature survey of different functional blocks in synopsis

video generation technique. In this chapter, we investigate challenges present in

various phases involved, to complete the process of video synopsis. It also addresses

the limitations of widely used techniques for each of these phases.

In Chapter 3, explains the various applications and necessity of moving object

detection in video analysis system. This chapter covers detailed description of

various object detection approaches given in literature and compares them in re-

spect of performance and complexity with their limitations. The chapter describes

challenges occur in segmenting moving object region. The chapter includes detail

study of background subtraction model used for foreground segmentation and our

proposed approach for segmenting moving object region that gives better perfor-

mance than state-of-art.

Chapter 4 discusses, the most widely used methods available for the multi-object

tracking and trajectory segmentation. The chapter describes the details about the

various types of situations where the performance of existing techniques degrades.

The chapter also explains methodology proposed for multiple object tracking and

its implementation details. Further, covers a comparative study of the proposed

model for multiple object tracking with existing methods and report result over

benchmark dataset.

Chapter 5 describes the complete framework of generating synopsis video along

with various notations used while implementing the proposed model. The chapter

further concludes with the quantitative and qualitative evaluation of result using

proposed approach. We compare the result with a number of existing methods.

Finally, Chapter 6 summarizes the research work and concludes the study that has

been made. It also furnishes some future direction of the video synopsis study.
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LITERATURE REVIEW

A lot of literature is available for object detection, tracking, and activity analysis

applied to a video surveillance system. In this chapter, we report a survey of those

researchers that share a mutual interest in our work. However, for presenting

complete review, we also include some similar approaches and cover techniques

used for the same task, but we have not used them in this work. The structure

explained in the previous chapter includes four fundamental steps in generating

synopsis video of important activities, those are moving object detection, object

tracking, activity classification and synopsis generation. In this framework infor-

mation flow from one stage to other, therefore, in this order will be a better choice

for giving the literature. This chapter covers recent advances and research related

to each of these stages.

2.1 Moving Object Detection

Each application that benefits from video processing have different needs thus

requires different treatment. Moving objects are the common and most important

thing between them all. Thus, detecting moving objects such as people and vehicles

in a video is the fundamental step in various video processing tasks. Most of

the object detection methods endeavor to locate connected regions of pixels that

represent the moving objects within the scene. Moving object detection is also

termed as foreground segmentation, it is the process of separating image pixel or

region into two parts, foreground and background. Foreground region represents

moving objects present in the scene like the person, vehicle, etc. Background

belongs to the region that does not change its appearance over the time such as

10
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wall, road, sky, etc. An effective technique for object detection is needed because

it provides a focus of attention and simplifies the processing in subsequent analysis

steps.

The simplest and earliest work reported to segment moving object present in a

video is given by Lipton et al. (1998). In this work, they proposed frame differ-

encing that uses pixel-wise differences of two images for segmenting the moving

regions. However, the result of frame difference is not suitable for the majority

of surveillance applications. Also, the performance is severely degraded with the

dynamic background.

The recent and widely used moving object detection approaches can be mainly

grouped into two main categories named as: orientation-based and distribution-

based.

Orientation-based object detection estimates a vector to represent direction

and velocity of each pixel (x, y) in an image. In this category optical flow (OF ) is

the most popular technique for moving object detection Liu et al. (1998). While

considering distribution-based moving object detection techniques, background

subtraction is the most widely used and successful method. Background subtrac-

tion mainly depends on the estimation of the reference model used to represent the

background of a scene. The moving object is detected by subtracting the current

image from the background reference model or image.

In the following subsections, we present a complete study of these widely used

moving object detection methods.

2.1.1 Frame Difference Method

The frame differencing is the simplest of all the moving object detection techniques.

In this method, moving objects are recognized by subtracting the corresponding

pixel values from current frame with the previous frame. The difference is then

compared to a threshold value for determining the background and foreground

region. It is a non-recursive technique Mashak et al. (2010) where no history of

the video frames are required.

Let us denote the intensity value of a pixel at location (x, y) at time t as I(x, y, t).

Then according to the method, the difference between the frame at time t and the
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frame at time t− 1 is determined as follows:

D =| I(x, y, t)− I(x, y, t− 1) | (2.1)

For each pixel, the value of D is compared to a threshold Th and classified as

follows:

P(x,y) =

Foreground if D ≥ Th

Background else
(2.2)

Here, choice of an optimal threshold value is an important consideration. A too

low value of Th will add unwanted noise, while a too high value may classify a

foreground pixel as background.

Frame differencing is easy to implement, and computational complexity is low.

But, it suffers from aperture problem and use of a single threshold value for all

pixels degrade the system performance. It is not suitable for many surveillance

systems.

2.1.2 Optical Flow

Optical flow techniques use the flow vectors of moving objects over time for detec-

tion of moving regions in an image sequence Li et al. (2010). Lucas and Kanade Lu-

cas et al. (1981) used optical flow for motion detection. It is based on the assump-

tion used by most of the optical flow methods that intensity I of moving pixel is

constant in subsequent frames. It is computed by taking two images at time t and

t+ δt.

I(x, y, t) = I(x+ δx, y + δy, t+ δt) (2.3)

By using Taylor series, above equation is expanded to:

I (x+ δx, y + δy, t+ δt) = I(x, y, t) +
dI

dx
δx+

dI

dy
δy +

dI

dt
δt+HOT (2.4)

Avoiding the Higher Order Terms (HOT ) in Equation 2.4, the equation reduces to :

dI

dx
δx+

dI

dy
δy +

dI

dt
δt = 0 (2.5)

dI

dx

δx

δt
+
dI

dy

δy

δt
+
dI

dt
= 0 (2.6)
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dI

dx
Vx +

dI

dy
Vx +

dI

dt
= 0 (2.7)

Ix × Vx + Iy × Vy = −It (2.8)

where Vx, Vy represents optical flow vectors and Ix, Iy represent derivatives of the

image intensities at coordinate (x, y) of image I at time t.

The values Vx, Vy are used to get the motion vector for the object detection by

applying thresholding technique. The magnitude of a motion vector is computed

as:

M =
√
V 2
x + V 2

y (2.9)

Thresholding is applied on this M value. Finally, the moving object region is

refined by using morphological operations. Optical Flow can cope even when the

camera is shaking. It is computationally complex and needs specialized hardware

to do processing in real time Lucas et al. (1981).

2.1.3 Background Subtraction Model

Background subtraction is an extensively followed technique for moving object de-

tection where the significant changes in an area of interest are considered as fore-

ground. It detects moving pixels by subtracting current frame from the reference

frame represented as background model or by any other statistical parameters. Nu-

merous methods are proposed in the literature for background subtraction where

each of them follows different techniques for representing background model and

its subtraction with the current image. There are several surveys like Benezeth

et al. (2008); Brutzer et al. (2011) etc., devoted to this topic. It is mainly a

three-step process: background modeling, background subtraction, and updation.

Background modeling is the most decisive step in generating significant outcomes.

Here the background is represented as a reference image or by using any statistical

model. A background model should be efficient enough to deal with noise intro-

duced due to camera motion or natural variation in the scenes like blow wind effect,

change in light and illumination change. It should also be adaptive to changes oc-

curring in the case of dynamic backgrounds like a permanent variation in some

portion of background or scene. In the following subsections, we explain various

background subtraction techniques used in this work for comparative analysis.
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2.1.3.1 Approximate Median Filter

One of the most commonly used background modeling techniques is median filter-

ing. McFarlane and Schofield (1995) proposed this method. Here, the background

model is generated by taking the median of the last n frames. It is based on the

assumption that a pixel belongs to the background for at least half of the frames

present in the buffer.

A buffer of size n is maintained to store the recent n pixel values at each location

of the past n frames. Median is then calculated from values present in the buffer.

This median value acts as a reference value for the next input frame. Foreground

pixels are determined by calculating the difference of the current pixel value to

the median value as follows:

P (x, y, t) =

Foreground if | I(x, y, t)−Med(x, y, t) |≥ Th

Background else
(2.10)

Where Med(x, y, t) is the median value of the buffer at time t, I(x, y, t) is the

intensity value of pixel at location (x, y) at time t, Th is the threshold value.

The median value is updated for every new frame. It has the disadvantage of

maintaining a buffer in memory of recent pixel values.

Lo and Velastin (2001) proposed the recursive technique for median filtering which

does not maintain a buffer. Instead, the background model is updated recursively

for each new input frame. In this method, if the value of the input pixel is > the

value of the corresponding background pixel then the median is incremented by

1. If it is < the estimate, the median is decremented by 1, otherwise it remains

same. It uses the following update equation:

Bt+1 =


Bt+1 if I(x, y, t) ≥ Bt

Bt−1 if I(x, y, t) ≤ Bt

Bt if I(x, y, t) = Bt

(2.11)

This method gives a value which is larger than half of the pixels and smaller

than half of the rest pixels. The value thus obtained is the median of all the

pixel values. This approach is simple, computationally efficient, and robust to

noise. The recursive technique requires less space as compared to non-recursive

techniques. As seen by Hung et al. (2014), it has the drawback of adapting to
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a background slowly when there is a large change in the background. Thus, if a

long time stationary object starts moving suddenly, it may show as faded into the

background before it gets many frames to learn the new background region. Also,

the variance in a pixel intensity is not modeled.

2.1.3.2 Running Gaussian Average

The unimodal representation of background is introduced by Wren et al. (1997).

The running Gaussian model consists of fitting a Gaussian probability density

function (PDF ) over the last n pixel’s intensity values. The PDF of each pixel

has two parameters : mean (µ) and variance (σ2). Initially, mean and variance for

the first input frame is initialized as follows:

µ = I0 and σ2 = V (2.12)

Where, I0 ans V are the intensity and variance values assigned to first initial frame

, V is assigned any default value generally taken as 36. At each new frame, the

mean is updated as:

µt = αIt + (1− α)µt−1 (2.13)

Where It is the current pixel intensity value at time t, µt is the previous average,

α is the empirical weight which ranges from 0 to 1.

Similarly the variance is updated as:

σ2
t = δ2α + (1− α)σ2

t−1 (2.14)

Where δ is the distance between intensity value It and average µt at time t is

calculated as:

δ =| (It − µt) | (2.15)

The foreground pixels are then determined for each frame if the following condition

holds true:

p(x, y, t) =

{
foreground if | It − ut |> kσ

background if | It − ut |≤ kσ

Where k is generally taken as 2.5.
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Su and Chen (2008) introduced a variant of the method which updates the mean

only when the corresponding pixel is characterized as background. It optimizes

the outcomes by preventing newly added moving objects from fading into the

background. The model is updated as:

µt = Mµt−1 + (1−M)(αIt + (1− α)µt−1) (2.17)

Where M = 1 if It is classified as foreground, and M = 0 if It is classified as

background. It required fitting the pdf from scratch on each pixel at the time of

each new input frame. To avoid this, an average running method is used.

It is computationally efficient and requires comparatively less memory. As it uses

a single Gaussian distribution of color values for representing background at each

pixel. It is not able to handle backgrounds having multiple histograms peak val-

ues for a single pixel. It cannot cope with multi-modal backgrounds such as a

background with waving trees and sky. Such scenes and similar will be incorrectly

classified as foreground regions with this method. Also, it can not handle grad-

ual or sudden lighting changes in the scene. Lahraichi et al. (2016) uses bimodal

intensity distribution for each pixel. Although it is efficient and gave satisfactory

results for an ideal environment, the performance degrades for complex situations

like dynamic background and change in illumination.

2.1.3.3 Gaussian Mixture Model

Among the many pixel-level background subtraction methods Gaussian Mixture

Model (GMM) is used most widely. This method is used when multiple surfaces

form part of a background, and thus multiple Gaussian are necessary. Stauffer

and Grimson (1999) proposed this method by modeling each pixel as a mixture of

multiple Gaussians.

A “pixel process” is considered which contains the pixel’s history as the intensities

values till time t:

X1...t =
{
I(x0, y0, i) : 1 ≤ i ≤ t

}
(2.18)

where I is the frame sequence.

This history of a pixel at time t is modeled by a mixture of K Gaussian distribu-
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tions. The probability of occurrence of the current pixel value is:

P (Xt) =
k∑
i=1

ωi,t × η
{
Xt, µi,t,

∑
i,t

}
(2.19)

where K is the number of Gaussian distributions, ωi,t is the weight estimate of

the ith Gaussian in the model at time t, µi,t is the mean value of the ith Gaussian

in the model at time t,
∑

i,t is the co-variance matrix of the ith Gaussian in the

model at time t, and where η is a Gaussian probability density defined as follows:

η(Xt, µ,
∑

) =
1

(2π)
n
2 |
∑ 1

2 |
e

−1
2
(Xt−µt)T

∑−1(Xt−µt) (2.20)

K is assigned value as 3 to 5 depending on available memory. By assuming the

red, green and blue pixels as independent of each other for computational reasons,

the co-variance matrix reduces to diagonal:∑
k,t

= σ2
kI (2.21)

An online K-means approximation is used where every new pixel value, Xt, is

checked against the existing K Gaussian distributions until a match is found. A

pixel is said to be matched if its value lies within 2.5 standard deviation of the

distribution. If there is no match for all of the K distributions, the least probable

distribution having the lowest weight is replaced with the current value as its

mean value, an initially high variance, and low prior weight. The weights for K

distributions are updated as follows:

ωk,t = (1− α)ωk,t−1 + α(Mk,t) (2.22)

Where α is the learning rate assigned values between 0 to 1.

The parameters µt and σ2 for the matched component are updated as follows:

µt = (1− ρ)µt−1 + ρXt (2.23)

σ2 = (1− ρ)σ2
t−1 + ρ(Xt − µt)T (Xt − µt) (2.24)
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Where ρ is another learning parameter approximated as :

ρ =
σ

ωk,t
(2.25)

The Gaussian distributions are ordered by the value of
(ωk,t

σ

)
. Then simply the

first B distributions are chosen as the background model:

B = argminb

(
b∑

k=1

wk ≥ T

)
(2.26)

Where T is a threshold. Then, those pixels whose color Ix,t is located at more than

2.5 standard deviations away from every B distributions are labeled foreground.

A different threshold is selected for every pixel. This threshold is not global and

adapts with time for each pixel. It has high accuracy.

Although GMM gives a real-time performance in moving object detection, it

fails to include shadows with the background. Another serious issue to deal with

Gaussian-based approaches is parameters estimation mainly to adapt to chang-

ing the background. Its parameters require careful tuning and should be selected

intelligently. It is computationally intensive. It cannot deal with sudden dras-

tic changes in illumination. This method is followed and extended by various

researchers like Zivkovic (2004); KaewTraKulPong and Bowden (2002) etc.

2.1.3.4 Codebook Model

The Codebook model by Kim et al. (2005) presents a real-time algorithm for seg-

mentation of foreground and background. The Codebook presents a quantization

approach to represent dynamic background model using a set of codewords at

each pixel in compressed form. It reduces the memory requirement to represent

background variations by building background model for each pixel as codebook

consisting one or more codewords as M = {c1, c2, ..., cm}. Codewords comprise

information of background pixel regarding parameters like minimum and maxi-

mum intensity and color values instead of frame samples representing background,

which significantly reduces the memory requirement. This method can handle

scenes containing moving backgrounds or illumination variations, and it achieves

robust detection for different types of videos.

This model follow three steps while segmenting background and foreground:
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1. Construction of the initial Codebook

2. Codebook refinement

3. Foreground detection

In the training period the initial Codebook model to represent background is

constructed. Each pixel value xt sampled at time t is compared to the current

Codebook to determine which codeword cm (if any) it matches (m is the matching

codewords index). To determine which codeword will be the best match, a color

distortion measure and brightness bounds is used.

In Codebook refinement phase the large Codebook is refined by separating the

codewords that might contain moving foreground objects from the true background

codewords, thus allowing moving foreground objects during the initial training

period. After the training phase true background is modeled, which includes both

static pixels and periodically moving background pixels. The criterion of maximum

negative run-length (MNRL) as λ is used to refine Codebook which is defined as

the maximum interval of time that the codeword has not recurred during the

training period.

A straight technique of computing the distance of the sample from the nearest clus-

ter mean is used to perform background subtraction. The subtraction operation

for an incoming pixel value xt in the test set include two operations:

• Color distance measure

• Brightness Measure

This color distance is sensitive to brightness change over the pixel. To compensate

the brightness change, the minimum and maximum value of brightness is calculated

during codebook updation. A logical brightness function is used to find pixel values

within the range.

Improvements in codebook model as multi-layer and integrating it with spatial

and temporal information of pixel has been proposed by Sigari and Fathy (2008).

Layered codebook model is proposed to extract structure of background and mod-

els. Layered codebook is a simple data structure containing two codebooks defined

per pixel. The first layer is main codebook represented by M , while the second

is cache codebook denoted as H, and both contain some codewords relative to a

pixel. Main codebook models the current background images and cache codebook
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is used to model new background images during input sequence. This method can

model moving backgrounds, multi backgrounds and illumination changes and this

is efficient in both memory and computational complexity.

In training phase, such as basic codebook model, only main codebook is con-

structed and cache codebook is empty. During input sequence, foreground-background

is segmented and layered codebook model is updated. For layered codebook model

three threshold are defined: TH , Tadd and Tdelete. These thresholds are used to

refine main and cache codebooks. If λ of a codeword in H is > TH , this codeword

will be deleted from H. If a codeword stays in H longer than a certain time (Tadd),

then it will be moved to M . If a codeword of M does not appear for a certain

time (Tdelete), then it will be removed from M .

2.1.3.5 ViBe-Visual Background Extractor

Barnich and Van Droogenbroeck (2011) proposed the foreground object segmen-

tation algorithm V iBe which stands for Visual Background Extractor.

Pixel Model and Classification Process: Contrary to the background models which

are based on probability distribution function, the background model in V iBe

consists of a set of observed pixel values.

Let the value of a pixel at location x in a given color space be denoted as vx, and

vi represents the ith sample of the background model. Then for each pixel x, the

background model is defined as the collection of N background sample values as

given below in Equation 2.27:

M(x) = {v1, v2, ..., vN} (2.27)

The Figure 2.1 shows the classification of background and foreground pixels using

Euclidean distance in the RGB color space as computed by Equation 2.28.

d(vx, vi) =
√

(Rx −Ri)2 + (Gx −Gi)2 + (Bx −Bi)2 (2.28)

where vx = (Rx, Gx, Bx) and vi = (Ri, Gi, Bi) represents the red, green and blue

components of a pixel x the reference pixel, and the sample pixel i respectively in

background model M(x) of pixel x.

Classification of a pixel is done by defining a sphere SR of radius r having center
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Figure 2.1: This figure shows the classification of background and foreground
pixels using Euclidean distance in the RGB color space. Here, a 3D coordinate
system is used, where the three-axis represent R, G, and B color space.

at the point vx under consideration. A minimum cardinality, a priory set, denoted

as, #min is computed for every pixel. A pixel is considered as background if at

least #min samples matches to the model M(x):

SR(vx ∩ {v1, v2, ..., vN} > #min (2.29)

where # denotes the cardinality of the set intersection. This involves the compu-

tation of N distances between vx and model samples vi, and N comparisons with

a threshold over Euclidean distance d(vx, vi).

Update Policy: In updating a pixel model, the sample to be replaced is chosen

randomly. The new value then replaces the chosen random value as shown in

Figure 2.2. The expected remaining lifespan of any sample value of the model

decays exponentially as:

P (t0, t1) = e−ln(
N
N−1

)t1−t0 (2.30)

Where P (t0, t1) is the probability of a sample at time t0 to be still present at time

t1. The Figure 2.2 gives pictorial representation of three possible models after

update.

Model Initialization: The first frame is used to initialize the model. Values from



Chapter 2. LITERATURE REVIEW 22

Figure 2.2: The three possible background models after the update step. It
illustrate the random selection of neighbors that participated in background
model updation process.

spatial neighborhood of each pixel are used to populate the model. These neigh-

bors are chosen randomly. Segmentation of video sequences then starts from the

second frame.

V iBe shows accurate results in various environments without requiring any fine

tuning of parameters. It has three fixed parameter values (matching threshold

between a sample and a pixel value, number of samples stored in each pixel model,

and the cardinality for the matches). It is stable for changes in illumination

and camera shake. A moving object in the first frame will not be detected and

introduces a ghost, which fades over time. It cannot generate a background image

for each frame. It is not deterministic, as the results always differ if the algorithm

is applied to same video multiple times.

A number of recent multi-object tracking methods practice pedestrian tracking Bre-

itenstein et al. (2009); Führ and Jung (2014) and thus pursue detectors for a spe-

cific target, they mostly use Histogram of Gradient (HOG) as feature vectors and

Support Vector Machine (SVM) for classification. These are pre-trained models

that allow the system to accomplish robustness against partial occlusion, false de-

tection, and illumination variations. However, high computational requirements

and inability to deal with high variability in pose are a major issue in using specific

detectors. Furthermore, applying a specialized detector limits the applicability of

tracker in a multi-classes environment (e.g. scene with cars, pedestrian, animals,

etc.).

The primary challenge in object detection methods those practice model based

detectors is missed detection. It is mainly due to the low resolution or variation
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in the orientation that requires adjusting those detectors online. The model based

detector Dalal and Triggs (2005); Felzenszwalb et al. (2010) does not fit in sev-

eral applications like surveillance systems where there is a requirement of tracking

a moving object with varying appearance model. Alternately, if a possible back-

ground subtraction implementation is available, a primary objective is to establish

a correspondence between observation and object silhouette in addition to scene

information.

A lot of challenges occur while segmenting moving object from a scene. One of

the primary challenges in moving object detection is sudden illumination changes.

Unwanted noise will then be included in the results if the algorithm could not cope

with the lighting changes and camera shaking. Non-static backgrounds would

further increase the problem. Waving trees and weather changes could lead to

improper result for the detection stage. Another difficulty is variations in the

scene. A moving object may come to a stop for a moment and may diffuse in the

background, or a stationary object may start moving. All these challenges should

be met by a moving object detection method.

2.2 Object Tracking

Multi-object tracking is the inherent part of video analysis task in many video-

based applications like smart surveillance system, augmented reality, crowd anal-

ysis and much more. Furthermore, trajectory analysis of target object in videos

is serving as a foundation tool for various other significant computer vision tech-

niques used for knowledge discovery. Many real-time applications need to have

tracking methods which give reliable result even in situations like object with ran-

dom movement, an interaction between objects, scale variation, and occlusion.

Above parameters are mainly responsible for variation in accuracy of different

tracking methods.

The object of interest in a tracking application primarily depends on the require-

ment of analysis. For example, it may consider moving vehicles on the road for

surveillance, face tracking for identification, motion structure of person for behav-

ior analysis, etc. Proper feature selection in object detection and tracking is a

crucial part that may influence the result of tracking significantly. By simply im-

posing the parameters like motion velocity, direction, scale and structure of object

the problem of feature selection can be overcome. Recently multiple moving object

tracking has become a popular research topic in computer vision community. In
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this section, we review some of the most related works over online multi-object

tracking.

Many recent advances in techniques allied with object detection and tracking con-

sider motion structure, color cues and data association techniques to assign a con-

sistent label to an object across the frames Chen et al. (2015); Butt and Collins

(2013); Milan et al. (2016).

With the recent advancements in computer vision, it can be claimed reasonably

that there are feasible solutions available for addressing the robust tracking of the

single target. However, simultaneous analysis of multiple targets motion structure

in a video stays is one of the most challenging tasks in computer vision.

Although many tracking approaches operate on domain specific target represen-

tation that is either determined manually or trained using the initial frame se-

quence Bao et al. (2013); Yang and Jia (2016), these methods tend to have chal-

lenges while tracking objects that show convincing variation in their appearance.

It has been demonstrated that in many scenarios an adaptive appearance model,

which evolves during the tracking process as the appearance of the object varies,

is pivotal to achieve high performance. Another choice in the design of appearance

models is whether to model only the object or both the object and the background.

Numerous approaches have shown that application of discriminative classifier in

training a model to separate the background from the target object results in su-

perior performance outcomes Milan et al. (2015). As these procedures commonly

practice object detection they have been called “tracking by detection”.

The tracking-by-detection approach use detectors output to associate current ob-

servations with existing trajectories. It is mainly categorized into the batch and

online methods. The batch method also termed as global optimization tracking,

and it links fragmented tracks together by using detections of complete frame

sequence. Here general data association method is used to link short trajecto-

ries into a long trajectory Kamvar et al. (2004); Milan et al. (2016); Zhang et al.

(2008). Although by analyzing complete frame sequences it may resolve some of

the ambiguities present due to detection failure and make tracking system robust.

The computational complexity increases exponentially if there is growth in the

number of targets, and that questions the suitability of the system for real-time

applications.

Batch method performance depends upon detection of the complete frame se-

quence, and hence computational complexity is a major limitation of these meth-
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ods. Online tracking methods sequentially connect detection in the current frame

with existing trajectories or create new trajectory if it does not find a match with

any of the current trajectories. As it depends only on the current information, It

is suitable for real-time applications. However, long-term occlusion and miss de-

tection are two major issues with online multi-object tracking methods that tend

to generate fragmented trajectories Jacobs et al. (2007); Yang and Jia (2016). Fol-

lowing subsection explain existing methods used for object tracking in perspective

of data association and appearance based mechanism.

2.2.1 Data Association

The distance based approaches are the simplest and earliest techniques used for

tracking, though they are not applicable in challenging situations like track over-

lapping, occlusion, and crowded environment. The Kalman filter Julier and Uhlmann

(1997) has become a popular choice among state estimation model. It estimates

the probability density function of posterior state and combines it with observation

model to predict the future state of a target object.

Multi-hypothesis tracker (MHT ) Reid (1979) and the joint probabilistic data as-

sociation (JPDA) Fortmann et al. (1980) are two early concepts widely used for

multiple targets tracking. The MHT finds an optimal assignment by associat-

ing hypothesis with each detection using position, speed, size, and appearance

of an object over frame sequence. In order to assign hypothesis to an occluded

object Song et.al. Song et al. (2008) apply online-trained classifiers while Breiten-

stein Breitenstein et al. (2009) combines confidence density map with the output

of the detector to overcome occlusion. As these methods rely on local information

between two consecutive frames, they produce fragmented trajectories belonging

to the same object. Moreover, resulting trajectories may drift under occlusion.

JPDA considers the probabilistic measurement between all tracks and detection

points using different features. Recently, a lot of effort has been put in multi-

target tracking for discrete-continuous energy minimization Milan et al. (2015),

network flow problem Pirsiavash et al. (2011) and integer linear program Berclaz

et al. (2011). To overcome the formation of multiple trajectories due to miss de-

tection Fragkiadaki and Shi Fragkiadaki and Shi (2011) have formulated clustering

of trajectories that improve multiple object tracking performance in cluttered en-

vironment.

Missed/false detection is still an inescapable issue, and these ambiguities could not
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be resolved completely in the data association phase. Occluded objects are treated

as missed detection or track as a single entity, and fragmented tracks belong to

occluded object before and after occlusion are merged in further processing. To

resolve occlusion, the primary task in above process is to layout an affinity model

that measure similarity and fill gaps in between fragmented tracks by stitching

them.

Fundamentally these approaches used a tracking-by-detection approach where the

performance of system primarily depends on the initialization of appearance tem-

plate. There is a capacity limit for a tracking system to resolve missed detection.

It constrained the system to assume that these events are unlikely to occur. How-

ever, if the system shows frequent occlusion relying solely on data association, it

may show a significant decline in results.

As detection and data association individually are incapable of resolving occlusion,

a reasonable expansion is to consider coupling these two subproblems and treat

them as a single objective function.

2.2.2 Appearance Based Learning

Appearance models using features like color histogram remain a popular choice for

multi-object tracking Kuo and Nevatia (2011). However, orientation variation in

object appearance is still a major issue needed to resolve correctly. To deal with

change in appearance Breitenstein et al. (2009) propose target specific appearance

update-models. However, they update appearance model only to distinguish an

object from the background but not with other objects. To separate appearance

model for different objects Kuo and Nevatia (2011); Yang and Nevatia (2012)

collect positive features from the associating tracks and negative features from

other tracks after primary associations task. These algorithms learn appearance

model in batch and are not appropriate for online learning. In this situation, the

sparse particle based tracker is the most popular method Gordon et al. (2004);

Czyz et al. (2005).

A Gaussian based model is proposed to discriminate background and object and

use their weight to assign weights to each clusters in Xiao et al. (2015). Particle

filter methodology is applied to the clusters for score based tracking of objects

across the frame. In Wang et al. (2013) represent sparse representation of an

object and uses `1 regularization into the PCA reconstruction to track objects. For

further details, we refer Wu et al. (2013) that presents a list of benchmark datasets
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and state-of-art methods used in object tracking. Weight Adjusted Particle Swarm

Optimization (WASPO) Liu et al. (2016) is designed to maintain particle diversity

and prevent premature convergence.

Although object tracking based on color histogram appearance models can achieve

efficient tracking through partial occlusion and pose variation, tracking success or

failure depends primarily on how distinguishable the object is from its surround-

ings. Surprisingly, most tracking applications use a fixed set of features, deter-

mined a priori Stern and Efros (2002). These approaches ignore the fact that it

is the ability to distinguish between object and background that is most impor-

tant and that appearance of both object and background will change as the target

object moves.

Collins et al. (2005) presented an effective method for continuously evaluating

multiple features while tracking and for selecting a set of features that improve

tracking performance. They have developed an online feature ranking mechanism

based on applying the two-class variance ratio to log likelihood distributions com-

puted for a given feature from samples of object and background pixels. This

feature ranking mechanism is embedded in a tracking system that adaptively se-

lects top-ranked features for tracking. The result is a system in which the features

used for tracking and the appearance models of object and background both evolve

over time. Although the variance ratio is a computationally efficient mechanism

for selecting tracking features, it does not take into account the spatial distribu-

tion of background values in the weight image and thus does not appropriately

penalize features that produce spatially-correlated background clutter or strong

distractors.

Babenko et al. (2011) presented a novel way of updating an adaptive appearance

model of a tracking system. They have argued that using Multiple Instance Learn-

ing (MIL) to train the appearance classifier results in more robust tracking and

presented an online boosting algorithm for MIL.

Danelljan et al. (2014) proposed an accurate scale estimation approach for vi-

sual tracking. Their method learns discriminative correlation filters for estimating

translation and scale independently. This scale estimation approach is indepen-

dent, and it can be incorporated in any tracking method lacking this component.

Danelljan et al. (2017) investigate the problem of accurate and robust scale esti-

mation for real-time visual tracking. They have proposed a novel scale-adaptive

approach for accurately estimating the size of the target. This approach is based
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on learning separate discriminative correlation filters for translation and scale esti-

mation. The explicit scale filter is directly learned from samples of the appearance

change induced by scale variations. Furthermore, they have also discussed and

proposed strategies to reduce the computational cost of proposed tracking ap-

proach. They have used a larger target search space without sacrificing real-time

performance.

2.3 Synopsis Video

Techniques of video analysis in literature are broadly classified into two categories:

Static image based summarization to generate a sketch of all activities in original

videos and dynamic content based video summarization Lee and Grauman (2015).

In static image based method, each shot is represented by keyframes, which are

selected to generate a representative image. One of the examples of static image

based summarization is video mosaic in which video frames are found using region

of interest which are stitched together to form a resulting video. Another form is

video collage in which single image is generated by arranging region of interest on

a given canvas. Storyboards and narratives are some more basic form of image

based summarization. However, static image based methods generate resulting

summary in less space, but here it does not take care of temporal dependencies

between important events. Additionally, researchers also want to maintain the

resulting summary visually more appealing than watching static images.

As an example of dynamic content based video summarization method Veltkamp

et al. (2013), video synopsis condenses video content in both spatial and temporal

dimensions and present short video that helps in fast browsing.

Video synopsis presents some limitations as it requires large memory area to store

foreground and background regions. While video synopsis save space it does not

maintain consistency between different objects, also the pleasing effect of a video

is highly dependent upon the length of the final synopsis. Some more examples

of dynamic methods are video fast-forward, video skimming, space-time video

montage method and video narrative where selected frames are arranged in order

to form a highly condense video.

The overall framework of generating video synopsis using energy minimization is

given by Rav-Acha et al. (2006). They have presented dynamic video synopsis,

where most of the activity in the video is condensed by simultaneously showing



Chapter 2. LITERATURE REVIEW 29

several actions, even when they originally occurred at different times. One of

the resulting video representation is known as stroboscopic movie, where multiple

dynamic instances of a moving object are played simultaneously. The synopsis

video is also an index of the original video by pointing to the original time of

each activity. Video synopsis can be applied to create a synopsis of endless video

streams, as generated by webcams and by surveillance cameras. A query that

could be answered by the system may be similar to “I would like to watch in

one minute a synopsis of the video from this camera captured during the last

hour” or “I would like to watch in five minutes a synopsis of the last week”, etc.

Responding to such a query, the most interesting events (“tubes”) are collected

from the desired period and are assembled into a synopsis video of the desired

length. This process includes two major phases: 1) an online conversion of the

endless video stream into a database of objects and activities (rather than frames)

and 2) a response phase, generating the video synopsis as a response to the users

query.

Pritch et al. (2008) presented two approaches of generating video synopsis: one

approach uses low level graph optimization, where each pixel in the synopsis video

is a node in this graph. This approach has the benefit of obtaining the synopsis

video directly from the input video, but the complexity of the solution may be

very high. An alternative approach is to first detect moving objects, and perform

the optimization on the detected objects. While a preliminary step of motion

segmentation is needed in the second approach, it is much faster, and object based

constraints are possible. The activity in the resulting video synopsis is much more

condensed than the activity in any ordinary video.

Although video synopsis technology is presented for fast browsing a day’s worth of

video in several minutes. However, for most existing solutions, motion structure

in original videos may be destroyed even considering the temporal consistency of

related objects.

Fu et al. (2014) proposed a solution to maintain temporal consistency of related

objects by measuring the sociological proximity distance to find an interaction

between objects. To maintain the important context cues, they have proposed an

online motion structure preserved synopsis approach, which can preserve behav-

ior interactions between different objects in the original video while condensing

as much content as possible. In their work they have employed a hierarchical

fashion to efficiently search an optimal solution for the problem of video synopsis,

in which both the spatial collision and the temporal consistency are considered.
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Embedding this information, the final synopsis video could condense as much ac-

tivities as possible while maintaining their behavior interactions. However, due

to the introduction of behavior interaction, the optimization problem appears to

take more computational time than basic synopsis generation technique proposed

by Rav-Acha et al. (2006).

Lee et al. (2012) proposed the method to generate video synopsis by discovering

important object from the egocentric video. Li et al. (2016) proposed an approach

of generating synopsis video by scaling down the objects.

The term nonchronological refers to the random order of events while arranged in

synopsis video. If events or activities are shown in chronological order, they are

arranged to be shown in the order in which they happened. A non-chronological

synopsis video is a video in which events are not shown in series of time order.

It is required to achieve compression criteria like showing activities happening

in original video in a certain limited amount of time. While arranging activities

over the spatial domain, we select trajectories of maximum length for maximum

utilization of space. It may lead to a synopsis video that contain events in an order

other than the order in which they occurred in the original video.

2.3.1 Activity Analysis

It is most desirable to have a method that can automatically analyze a video

and generate various types of content related information, such as segmenting

specific activities and video indexing. This information can help in improving video

browsing and searching experience by producing high-quality video synopsis as

suggested by Money and Agius (2008a) and in efficient online video indexing Chen

et al. (2015). A number of video based applications require an automatic activity

detection technique, some of them are video summarization (e.g., Money and Agius

(2008b)), event detection (e.g., Morris and Hogg (2000)), or content-based image

retrieval (e.g., Dhar et al. (2011)).

Activity analysis in this work is divided into three research topics. The first step is

to segment space belonging to a target by subtracting it with background model.

The second includes work that focuses on determining target region across the

frames. Having information related to object movement for activity analysis is

essential. The third task includes works that focus on determining the impor-

tance of an activity in video. It can benefit in generating effective synopsis video

by estimating video timeline to include important activity (e.g., more effective
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video browsing user experience). The target importance is estimated by comput-

ing its deviation from normal behavior when performing video content analysis

(e.g., interactions with other objects in the window, object deviating from nor-

mal path and significant variation in size and velocity). This work has not made

any category-specific assumption and thus can generalize for different categories

of videos.

In video content analysis important activity estimation is a primary task to be

accomplished properly. Many research works are based on inferring the user feed-

back in deciding importance of the activity in a video. The collective reactions of

users are used to assign ratings to video content Bao et al. (2013). Similarly, Wu

et al. (2011) prefer users choice of activities while generating video abstract. A

more efficient way of selecting the important scene by using EEG headset is pro-

posed by Shirazi et al. (2012). Zen et al. (2016) proposed user feedback through

crowd mouse activity analysis technique. The cost of recruiting annotators and

setting up devices to collect user reaction, also the decision based on collective

user opinions is not effective enough. Due to above issues, these approaches do

not seem to be suitable for online activity analysis from a video. Target behavior

based content analysis techniques are having the advantages of scalability (i.e.,

they can perform online over large sets of video database) and generalize for being

applied to a variety of video classes.

2.3.2 Video Content Analysis

The research work in this category focuses on using a prior information of video

content for deciding the interestingness of the activities. The applications of differ-

ent audio and visual features along with different machine learning techniques are

the primary consideration of approaches in this category. Potapov et al. (2014) as-

sign weights to a particular scene based on prior information about video category

and its semantic taxonomy. Other similar methods determine the importance

of scene based on similarity with image and videos available over the web Sun

et al. (2014); Mazloom et al. (2015). These methods are category specific and also

require prior information to decide the importance of an event.
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2.3.3 Abnormality Detection

The long duration videos are not suitable for manual annotation of activities. Thus

it requires an automatic method of detecting important activities. Different meth-

ods have been proposed for the detection of important activities in a video. For

example, Morris and Hogg (2000) consider interesting event as statistical outliers.

In many important activity detection algorithms such as Morris and Hogg (2000);

Stauffer and Grimson (2000), a model is used to represent the normal behavior in

the video. The behavior not belonging to these models is considered as abnormal

or important. In most of the video based activity detection approaches, specific or

low-level features are provided to apply with some machine learning techniques. It

is required to have labeled training data to generate a model of normality, which

is not available in sufficient quantity and quality.

2.4 Summary

In this chapter, we presented the literature survey of fundamental phases of syn-

opsis video generation. Here, we have discussed the various techniques used for

moving object detection, especially background subtraction. This step is a critical

step in activity analysis because the result of later steps is primarily dependent on

it. Most of the background subtraction methods focus on specific issues related

to change detection or based on the assumption that background is stationary or

having objects that show uniform motion.

In real-life situations an effective background subtraction method should be able

to deal with dynamic background (permanent change in background geometry),

noise (due to image capturing process), gradual and sudden illumination changes

(scene captured at different times of the day or night or at different locations like

indoor or outdoor), shadows (introduced by moving objects but are not considered

as areas of interest), and small sized moving objects in background (moving tree

branches or leaves due to wind).

After object detection, multi-object tracking is the inherent part of video analy-

sis systems. We have surveyed the various existing techniques of multiple object

tracking. Our review of study is that proper feature selection in object detection

and tracking is a crucial part that may influence the result of tracking significantly.

Appearance-based learning technique of multiple object tracking generate better

results than data association approach, but it becomes computationally expensive
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with the increase in a number of targets. Long-term occlusion and miss detec-

tion are two major issues with online multi-object tracking methods that tend to

generate fragmented trajectories.

Next, we surveyed the traditional methods used for segmenting the important ac-

tivities present in a video. As these methods are using labeled data for training

of activity pattern, external knowledge combined with task-specific assumptions

or constraints are used to guide the learning process to converge to a reasonable

result. In many cases, the same spatial-temporal smoothness constraint is utilized

in object discovery, adapting object detectors to video, and learning unsupervised

representations. In this thesis, we further extend the same high-level idea of uti-

lizing external knowledge and internal constraints to multi-object tracking and

activity detection.

In next chapter, an adaptive approach to represent a background model is ex-

plained. It is pertaining to state-of-the-art detection systems, as well as to the

algorithms used for object detection, considering many of relevant algorithms pro-

vided in this chapter.



Chapter 3

OBJECT DETECTION

Object detection is the process which divides a digital image into multiple seg-

ments (set of pixels) termed as region of interest whose pixel shares certain visual

characteristics. Each application that benefit from keen intellectual video process-

ing has different needs and thus requires different treatment. Moving objects are

a prevalent thing between them all. Thus, detecting moving objects such as peo-

ple and vehicle in video is the primary step since it provides a focus of attention

and simplifies the processing on subsequent analysis steps. Most moving object

detection methods endeavor to locate connected regions of pixels that represent

the moving objects within the scene. Sometimes the region mark the boundary of

the object is known as bounding box. Different approaches include frame-to-frame

difference, optical flow techniques and background subtraction.

In this chapter we present an adaptive multi-layer background subtraction method

by implementing various improvements over fundamental Codebook model. These

improvements are:

1. To control learning rate of background model each codeword is assigned a

weight using Sigmoid function.

2. The adaptive color distance measure is applied to compute the decision

threshold for foreground pixel classification.

3. As background may have the spatial motions by considering spatial context

shared between neighboring pixels, so a random neighbor selection policy is

followed.

34
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4. The proposed method reduces erroneous positive pixels detected conven-

tionally as ghost region by maintaining codeword belonging to uncovered

background region in background codebook.

3.1 Foreground Segmentation

The real-time segmentation of moving object is an fundamental and critical task

in many computer vision application like visual surveillance systems. Super pixel

region with sufficient difference between consecutive frames in their color space

are treated as foreground and static region is termed as background. Background

subtraction becomes an effective and obvious choice in segmenting moving objects

in surveillance videos. Background subtraction segments moving objects present

in a scene by subtracting current frame from background model of a scene. To

detect moving object background subtraction approaches follow a three step pro-

cess: background model initialization, background subtraction and model upda-

tion. Figure 3.1 gives an overview of the whole process.

Figure 3.1: A systematic overview of the process representing moving object
detection background subtraction methodology. The complete process follow
three steps as background modeling, background subtraction and model
updation.

Background initialization is the most critical step for generating effective output.

Here the background model is generated using initial sequence of frames which

is represented by using a static image or any statistical model. Background sub-

traction is generating the difference image by subtracting the corresponding pixels

belonging to background model (i.e. reference image or statistical model) and the

current image. Although initial background model can be effective in a situation
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when background is static, it is required to update background representation if

video is having dynamic characteristics.

Most of the background subtraction methods are based on an assumption that

background is static or having objects that show uniform motion. In real life sit-

uations an effective background subtraction method should be able to deal with

dynamic background (change in background geometry), gradual and sudden il-

lumination changes (scene captured at different times of the day or night or at

different location like indoor or outdoor), shadows (introduced by moving objects

but are not considered as areas of interest), noise (due to image capturing process)

and small sized moving objects in background(moving tree branches or leaves due

to wind).

3.2 The Fundamental Codebook Model

Codebook model Kim et al. (2005) presents a quantization approach to represent

dynamic background model using a set of codewords in compressed form. It re-

duces the memory requirement by building background model for each pixel as

codebook consisting one or more codewords as M = {c1, c2, ..., cm}. The funda-

mental codebook model efficiently detects moving objects using innovative color

distance measure. Each codeword ck, where k = {1, 2, ...,m} is made up of a color

vector vk = {rk, gk, bk} and a 6 tuple auxk =
(
Ǐk, Îk, fk, λk, pk, qk

)
. Where, Ǐk and

Îk denotes minimum and maximum brightness respectively, fk is used to represent

frequency with which codeword k has occurred, λk is Maximum Negative Run

Length (MNRL) (i.e., It represents the maximum number of subsequent frames

for which codeword does not match with a pixel value.), and pk and qk are first

and last access time of the kth codeword.

Figure 3.2 pictorially represents a tuple structure of codebook of a pixel and Fig-

ure 3.3 shows the color vector using three color channels R, G and B.

Here, the number of training frames and the threshold value for adding codeword

to background model M depends on the density of the moving object during initial

frame sequence. The Codebook model can be trained using a minimum number of

frames if there are no moving objects, but if it contains no ideal frame it requires an

initial frame sequence for training. Initially, first 100 frames are used for training,

where each pixel value xt is compared to find a match with the codeword present

in the current codebook using color distance measure and the logical brightness
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Figure 3.2: An illustration of background codebook model of a pixel consisting
multiple codewords. Here input pixel is represented by xt, cm represent
codewords present in the background model of pixel xt, where m denotes the
number of codeword. Each codeword is made up of 6 tuple

auxk =
(
Ǐk, Îk, fk, λk, pk, qk

)
.

Figure 3.3: An illustration of color vector vk of codewords present in background
model of a pixel xt. There is a color vector for different channel as (rk, gk, bk).

function. Each pixel xt = (R,G,B) is compared with the codeword in M using

color distance measure as expressed in Equation 3.1 Kim et al. (2005).

Colordist(xt, vk) =

√√√√(R2 +G2 +B2)−
(
rkR+ gkG+ bkB

)2
r2k + g2k + b

2
k

(3.1)

This color distance measure as explained above is sensitive to brightness change

over the pixel. To compensate the brightness change, the minimum and maximum

value of brightness is calculated during codebook updation. A logical bright-

ness function is used to find pixel values within the range, as defined in Equa-
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tion 3.2 Kim et al. (2005) .

Brightness
(
I, 〈Ǐ , Î〉

)
=

True ifαÎk 6 ‖xt‖ 6 min{βÎK , Ǐk/α},

False otherwise
(3.2)

Where, α and β are the fixed parameters taken as 0.5 and 1.3 respectively, which

is the brightness bound used to adapt illumination changes whenever a shadow is

falling over an object.

After training, the codewords having frequency greater than threshold Th = Nt
2

are

stored in M. Where Nt are number frames used to generate background codebook

during training period. The pixel is classified as background if it match with any

codeword present in background model of pixel. The matching operation include

subtraction operation BGSx for incoming pixel based on the two conditions defined

as:

BGXx =

True if {(colordist(x, cm) 6 ε) ∧ (brightness(I, 〈Ǐ , Î〉) == True)}

False otherwise

(3.3)

where ε is the decision parameter used for separating foreground from background,

is taken as 25 whenever there is a 30% or more variation between intensity of two

entities.

As fundamental codebook model does not update background model, it is not

enough for many useful situations where the background is not static. A multi-

layered approach is suggested in Kim et al. (2005). After the initialization period of

codebook construction for background model, for every new frame, the observed

pixel color value xt at each pixel position is compared against each codeword

present in permanent background codebook model M. If pixel xt matches with

any of the codewords in M it is classified as background, and the corresponding

codeword is updated. If none of the codewords in M match with current pixel it is

classified as foreground. The codewords are then checked for matching codeword

in non-permanent background codebook model H as defined by Sigari and Fathy

(2008), if a match is found then the codeword is updated. If no match is found, a

new codeword is created in H.

For the dynamic environment, where the number of moving objects is large the

size of H keeps increasing. In the fundamental approach to maintaining memory
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efficiency, the codewords are deleted or shifted from H to M if they satisfy the

following conditions:

1. Equation 3.4 is used for deleting codewords from H (no codeword match for

long duration), when λ exceeds threshold TH.

H ← H − {hi|hi ∈ H, ifλhi ≥ TH} (3.4)

2. Equation 3.5 is used to shift codeword hi from cache codebook H to codebook

M if it finds match with the pixel in more than Tadd consecutive frames i.e.

freqhi = Tadd.

M ←M ∪ {hi|hi ∈ H, iffreqhi ≥ Tadd} (3.5)

3. The codeword is deleted from M if it satisfies Equation 3.6.

M ←M − {ci|ci ∈M, ifλci ≥ Tdelete} (3.6)

Further improvement in the codebook model is suggested as an addition of another

cache codebook H, which is used in layered codebook model Sigari and Fathy

(2008) to update non-background pixels. Due to the compressed representation of

background model, codebook has attracted the attention of many researchers Guo

et al. (2011); Xu et al. (2011); Sun et al. (2011); Syed et al. for improvement.

The performance of Codebook model deteriorates when the background contains

objects showing dynamic characteristics.

3.3 The Proposed Modified Codebook Model

The following subsections presents the strategy used to choose a decision threshold

value adaptively. The background updation is explained followed by the estimation

of appropriate value for adding codewords to the background model. Further, the

spatial context is included by adding codewords of the uncovered background

region by applying random neighbor selection policy.
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3.3.1 Adaptive detection threshold

In primary codebook model detection threshold ε is kept constant for all video

sequences. As different video sequence may have different lighting conditions de-

pending upon various locations and time, when the sequence is captured. In

between indoor and outdoor videos, there are significant differences in the color

distance over a pixel in successive frames in the same way video obtained during

day or night. Ideally, the detection threshold should be increased for a highly

dynamic background like water surface, waving tree leaves, lightning change etc.,

so that they are not included in a foreground. Likewise, for static background, a

low value should be assigned to ε to allow detection of even small changes in scene

and to deal with camouflage.

Figure 3.4(a) Kim et al. (2005) is a pictorial representation of having fixed deci-

sion parameter δ and Figure 3.4(b) shows the modified varying decision parameter

εadap over pixel i. Where, Ǐk and Îk denotes minimum and maximum brightness

respectively. Ilow and Ihi applied as upper and lower bound over decision param-

eter. Xt represents the intensity value of input pixel. Instead of using constant

distance parameter ε that build cylinder around mean color distance vector, an

adaptive decision threshold εadap is used in this work. It creates a cone with the

center as µm and radius that depends upon decision threshold εadap as shown in

Figure 3.4(b).

By using a cone instead of a cylinder along the color distance vector, video having

dark color are forced to have small variance, and the high color component will

generate high variance leading to high decision threshold. While cylinder repre-

sentation used fixed threshold value(δ) as decision parameter which leads to false

detection, a cone representation uses an adaptive decision threshold εadap = δ
σ

which compensates the variance of color distance measure. Normalizing the color

difference with σ stabilizes the color distance in situations with low lighting con-

ditions and static background. Even, for low difference in color distance measure

a small value of σ does not affect δ very much.

For each codeword ci, i = 1....m consisting of color vector vi = (ri, gi, bi), the value

of each color component of color vector vi is adaptively updated as:

ri = γri + (1− γ)R (3.7)

gi = γgi + (1− γ)G (3.8)
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Figure 3.4: Representation of color distortion measure:(a) The cylindrical
representation of mean color vector and distance measure. (b) The modified
conic representation of mean color and distance measure as varying decision
parameter threshold εadap.

bi = γbi + (1− γ)B (3.9)

Where γ is the learning rate. It is used to update the color information of a code-

word with a matching pixel to add it to the background. The γ is assigned value

in the range between 0 and 1, a higher value results in a slow updation of mean

color value and smaller value leads to faster color updation for the background.

In order to adjust to changing background situations, an adaptive color model is

proposed to habituate to variations in a scene, where the color distance is modified

to deal with background dynamics. The mean color distance value is obtained as

shown in Equation 3.10.

δ
2

m,t = ρδ
2

m,t−1 + (1− ρ)δ2m,t (3.10)

Where δm,t denotes mean color distance over pixel x at time t and δm,t repre-

sent current value of color distance as calculated in Equation 3.1. The ρ denotes

learning rate. Similar to γ the range of ρ lies between 0 and 1.
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Different lighting condition and global illumination variations over a pixel result

in deviation in the color distance even without any moving object that may cause

false detection or miss actual targets. The variance σ2
m,t in the color distance, is

calculated as the difference between mean color distance and color distance over

current pixel xt as defined in Equation 3.11.

σ2
m,t = (δm,t − δm,t)2 (3.11)

To adaptively update to the variance corresponding to matched codeword in back-

ground model the value of σ2
m,t of each codeword is formulated as defined in Equa-

tion 3.12.

σ2
m,t = (1− γ)σ2

m,t−1 + γσ2
m,t (3.12)

To make model adaptive by normalizing for zero mean and unit variance the color

distance δm,t is modified as:

δm,t =
(δm,t − δm,t)

σm
(3.13)

Finally the decision threshold value for codebook m at time t, εadap(m, t) is dy-

namically updated as follows:

εadap(m, t) = τ × σm,t (3.14)

Here, τ is a fixed parameter, as decision threshold εadap(m, t) is distributed nor-

mally around mean color distance δm,t and unit variance as σ. To classify fore-

ground pixel τ is > 2.5× σ (98.75% variance of the background pixels probability

density function). Furthermore, the threshold is bounded by the upper and lower

bounds as TLower ≤ εadap(m, t) ≤ TUpper, so that, the value cannot go beyond

explicit limits. For highly dynamic environments or illumination variations, the

significant difference occurs in the color distance of pixels leading to false detec-

tion. This is taken care of by normalizing the color measure. Figure 3.5 depicts

the value of adaptive parameters calculated over the pixel (444; 325) across 3911

number of frames. This Figure represents the variation in mean color distance vt,

variance σ2, adaptive color distance δ, and adaptive decision threshold εadap(m, t)

explained in Equation 3.10, 3.12, 3.13, 3.14 respectively. It can be clearly seen that
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the εadap(m, t) (decision threshold) varies across the mean color distance value in

proportion to σ that denotes the deviation in color distance measure.

Figure 3.5: Adaptive parameters: color distance measure δ, sigma and decision
threshold (εadap(m, t)) for pixel specified in image at location (444,325) across
the frame sequence. The horizontal axis denote the frame sequence and vertical
axis is showing the value of each parameters.

3.3.2 Adaptive background model updation

As it can be seen that background updation in primary codebook method is a

simple linear process. The addition of codeword to background model depends

upon the frequency of pixel matching with codeword or the longest time length for

which the codeword is not updated. This linear approach of background learning

solely depends upon the selection of threshold Tadd and Tdelete. In traditional

methods empirical approach of increasing frequency freq and negative run length

λ is used, which is based on the assumption that objects will always show uniform

motion or remain stationary and does not consider the instability in real world

frame sequence. The real life situation differs from ideal behavior as slow moving

objects may get included in the background model.

There is the tradeoff in a selection of threshold value. A small threshold value Tadd

may make the system vulnerable to noise and can also lead to the inclusion of small

moving objects in the background, while a large value slows down the system,

making it less responsive. To make the learning process adapt to the gradual

background changes smoothly and not to be affected by noise and foreground

objects an optimal value should be selected for Tadd.
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We present a novel formula based on sigmoid function to control the growth rate of

a model. In order to make system adaptive to dynamic background environment,

weight Wi is assigned to each codeword ci which helps the system to adapt to

changes by adding or deleting codewords from H (codewords belong to foreground

region) and M (background codebook). A sigmoid function sig(x, [l,m]) as defined

by Equation 3.15 is used to update weights assigned to codeword.

W t
ci

=

W t−1
ci

+ Sig(freq, [l,m]) If codewordcimatch with pixelxt,

W t−1
ci
− Sig(N − q, [l,m]), otherwise

(3.15)

Parameter l and m are kept fixed which decides the rate of convergence of the

system, where l and m are assigned the value as .1 and 25 respectively. It reflects

many natural or real world systems where learning exhibits a slow start until it

reaches the confidence cap after which it accelerates the learning, which finally

stabilizes when the codeword stays for extended periods over time. For example,

if an object is introduced in H, initially it will learn slowly, but if it remains there

for a long time, then the rate of growth will increase rapidly, leading to the addition

of codeword in the background model. As sigmoid function satisfy most of the

moving object situations for updating weight, it can also be adjusted for other

situations too.

If a codeword ci with frequency freq matches with pixel xt, its weight gain is

calculated using sigmoid function over frequency as defined by Equation 3.16.

Sig(freq, [l,m]) =
1

1 + e−l(freq−m)
(3.16)

The weight loss for a codeword without any match will be subtracted from its

weight using Equation 3.17, which is computed using the length of time for which

a match is not found (N − q). Where N denotes current frame number and q is

last frame number when codeword was matched with a background model.

Sig(N − q, [l,m]) =
1

1 + e−l((N−q)−m)
(3.17)

Figure 3.6 depicts the growth rate of codeword weight using our proposed ap-

proach. The parameter W is the learning rate of foreground codebook model H.

When the updated weight value W < (Thdel), it is removed from the codebook.
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When W > Thadd, move the codeword from cache codebook H to background

codebook M optimally. The weight W is initialized with value 5, whenever a

new codeword is added to the cache codebook H, where the value 5 is determined

heuristically by performing experimental analysis over video sequence from dataset

CDnet−2015 , described in Section 3.4.0.1, with the aim of keeping the computa-

tional complexity of system optimal. Assigning a low value to W may lead to the

removal of background pixel from codebook H and higher values keep foreground

pixel in the codebook for a longer duration. Figure 3.7 shows the relationship of

weight W , with parameters l and m used to decide the rate of convergence of the

system.

Figure 3.6: Graph representing weight gain using our proposed sigmoid function.
It depicts the growth rate of parameter W as natural phenomenon (i.e., initially
it will learn slowly, but if it remains there for a long time, then the rate of
growth will increase rapidly, leading to the addition of codeword in the
background model.)

By adjusting l and m values we can control growth rate of the learning system

as shown in Figure 3.7. The l value is used to control how fast learning rate will

be possessed by system, and m value is used as a stability criteria. For example

when a moving object become stationary it should become part of background

after minimum time, this situation is control by parameter m and l. The value

of parameter l can be set between 0.1 and 0.5 and m lies between 10 to 80. For

fast changing environment low value for l and m is preferred, while for stable

environment high value is assigned to them.

It has been observed that some of the codewords in background model does not par-

ticipate in the selection of background frequently. We need to decide the number

of codewords sufficient to represent background efficiently. It is done by filtering
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Figure 3.7: Effect of Weight W updation with parameters l and m to control the
learning rate of background model. Different combinations of l and m can be
used to regulate the learning of weight W .

the low ranking codewords, which also scales down the computational complexity

significantly. Finally, all the codewords belonging to the background model M

are normalized by dividing the weight of each codeword with the sum of all the

codewords weight as defined by Equation 3.18.

W t
k =

wtk
ΣcM
k=1w

t
k

(3.18)

All the codewords cMk are arranged in decreasing order according to their normal-

ized weights, the number of codewords to be linked with background model are

the first N t codewords that satisfy Equation 3.19.

CM
k = argminn

[(
Σn
k=1W

t
k

)
> TB

]
(3.19)

WhereW t
k denotes weight of the normalized sorted codewords in background model

and TB is a threshold used to determine what fraction of codewords are enough to

represent background efficiently. Here TB is taken as 0.8 to maintain competent

codewords in codebook.

3.3.3 Random Spatial codebook selection

It has been observed that in the dynamic background, pixels share space with

their neighbors by oscillating around their region. So codebook of neighboring
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pixels is locally dependent. Finding a match in pixel codebook with all of its

neighbors increases the complexity of the system drastically. For example, a 4-

connected neighborhood, with an average 3 codewords in their background model,

requires 12 comparisons for color and intensity each. With an aim of incorporating

spatial context for local changes, keeping the computational complexity low, a

random neighbor selection policy is followed as explained in Algorithm 5. Where

a foreground pixel xt is randomly compared with codeword in background model

My; if a match is found then, it is marked as background. Where My is the

background model of the random neighbor of input pixel x.

Algorithm 1 Random neighbour pixel selection

1: for each input pixel x at frame t, xt = (R,G,B), ‖x‖ =
√
R2 +G2 +B2 do

2: Find a matching codeword to xt in background codebook M
3: if found then
4: Match=1, then update the codeword
5: else
6: match=0
7: Select random(y) ∈ Nx

8: for each codeword in My do
9: Try to find match with xt
10: if found then
11: Match =1
12: end if
13: end for
14: end if
15: end for

3.3.4 Uncovered Background

It has been observed that the uncovered background region shows color similarity

with their neighboring pixels over spatial domain. For example, when a moving ob-

ject becomes stationary it covers the portion of the actual background. Depending

upon learning rate of codebook model the codeword of that real background will be

removed when a maximum negative run length exceeds the threshold value. Later

on, when this temporary background leaves that space, it creates a set of holes as

falsely detected foreground. In the following subsections, we explain improvements

over fundamental codebook models that shows increase in performance.

We have improved the multi-layered modeling proposed in Kim et al. (2005) by

introducing one more layer for uncovered background region for each pixel, where
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permanent backgrounds are identified and marked when the background code-

word count exceeds the threshold limit. Traditional methods do not determine

stable backgrounds. In fundamental codebook approach when a codeword does

not match for a long time, then, its negative run length λ will increase, when it

reaches a threshold value, it is removed from background model codebook.

By analyzing various video datasets, it has been observed that when an object stops

moving, it becomes part of the background and covers the permanent background

region. That uncovered background region may have spatial properties similar

to its neighbors. Thus, we check for a match in its neighbors codewords Nx.

A match found means it shares spatial context with its neighbors and hence is

added to uncovered background codebook. The transition of codewords between

different codebooks is shown in Figure 3.8. Initially all pixels are classified as

foreground , when a codeword is created it is assigned to moving background

codebook (i.e., foreground model) denoted as {H1, H2, ...}. If the current pixel

intensity matches with any of the codewords present in the moving background,

its frequency is incremented. When the frequency is > ThHigh, it is shifted to static

background codebook model (i.e., background model) represented as {C1, C2, ...}.
If a codeword presents in the static background model with significant amount of

time, it is assigned to uncovered background codebook model as U1.

Figure 3.8: Transition diagram of codeword between different layers. Each pixel
is initially consider as a foreground pixel. A codeword can move in or move out
from one layer to other depends upon its maximum negative run length and
frequency.

The procedure of including codewords belonging to uncovered background region

in background model is outlined in Algorithm 6. It includes a codeword in static
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background Codebook to uncovered background layer U if frequency of that code-

word become greater than or equal to threshold value ThHigh.

Algorithm 2 Identification of codeword belonging to uncovered background re-
gion.

for each input pixel x at frame t, xt = (R,G,B), ‖x‖ =
√
R2 +G2 +B2 do

Find a matching codeword to xt in background codebook M
if found then

Match=1, then update the codeword
if freqm ≥ ThHigh then

for each codeword My ∈ {My|y ∈ Nx} do
Try to find matching codeword in My with xt
if found then

Add match codeword in uncovered background layer U .
end if

end for
end if

end if
end for

For example, based upon the color information of neighboring pixels a region

vacated by a car by moving out of a parking space will be added to the uncovered

background as it shows similarity with background pixels in its neighbors as shown

in Figure 3.9.

The assumption is that each uncovered background pixel shares color similarity

with its neighbors and remains visible for a minimum time duration, represented

by ThHigh. Here, My denotes the codebook belonging to background model of pixel

y ∈ Nx, where Nx are the neighbouring pixels of x. In this work, a 4-connected

neighborhood is considered for keeping our method computationally efficient.

3.4 Experimental Results

This section details the experimental setup, the test sets, and the performance

analysis metrics used in the analytical analysis of the proposed method and its

comparison with some existing state-of-art techniques.
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Figure 3.9: Figure shows an effect on number of false positive pixels detected
behind a car when it moved out of a parking space. (a) Background image. (b)
Current image. (c) GMM (d) ViBes (e) CB-Kim (f) Proposed method.

3.4.0.1 Dataset used for experimentation

The proposed method has been tested on a variety of video sequences taken from

standard datasets used for change detection (CDnet) that are publicly available

at Goyette et al. (2012). Testing is done on six video sequences belonging to dy-

namic background categories, where each frame sequence presents some challenges

due to the dynamic background. The sequence has a resolution of 320× 240 with

many different background dynamics such as ripping water, waving trees and foun-

tain. Manually annotated ground truth is available for all video sequences that is

used for quantitative analysis.

3.4.1 Parameters

A number of parameters used are responsible for controlling the outcomes of pro-

posed methodology. It is critical to understand and assign appropriate values to

these parameter for generating better results. A detailed discussion about param-

eter used in this work is given here.
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1. The number N of sequence frames for the training phase depends on how

many static initial frames are available for each sequence. If no static initial

frames are available, then a sufficiently high value for N should be chosen

for initial background modeling. All the test video sequences have not used

the initial 100 frames for quantitative analysis. These initial 100 frames are

used by us for initial system training.

2. The initial weight vector (W ) used for assigning newly created codeword is

taken as 5 for all test sequences. This value is driven by experiments carried

out to filter nonbackground objects entered into cache codebook H. The

threshold value Thadd and Thdel to update background model is taken as 60

and 0 respectively.

3. The parameter value l and m used in proposed sigmoid function for weight

updation is fixed to 0.1 and 25 for limiting learning rate of background model.

The justification for which is illustrated in Figure 3.7.

4. In fundamental codebook approach the values for decision threshold ε1 and

ε2 are taken as 25 and 15 respectively (as explained in Section 3.2). A

high value for ε1 limits inclusion of small objects in the initial background

model during the training phase, similarly a low value of ε2 is preferred for

accurate foreground pixel detection after the training phase. In the proposed

approach, we initialized both to 25 as our method is adaptive and finds the

best values over time. The lower bound TLower and upper bound TUpper for

decision threshold is set as 15 and 35 respectively which has been determined

empirically by studying the color distance vectors of dynamic videos as shown

in Figure 3.11.

5. γ = 0.005 is used to control learning rate of decision threshold.

3.4.2 Methods considered for comparison

Proposed approach is compared with six other background subtraction methods as

basic codebook model(CB −Kim) Kim et al. (2005), Adaptive background mix-

ture models (GMM − Stauffer) Stauffer and Grimson (1999), Improved adap-

tive Gaussian mixture model (GMM − Zivkovic) Zivkovic (2004), Multi-scale

spatio temporal background model (MS − STBM) Lu (2014), Kernel density

estimation(KDE−Mittal) Mittal and Paragios (2004) and (V ibes−Barnich) Bar-

nich and Van Droogenbroeck (2011).
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3.4.3 Performance metrics

There are a number of performance matrices used in literature to compare seg-

mentation quality and to evaluate the performance of background subtraction

methods. The performance metrics often used in research papers are precision,

recall, F-measure and Receiver Operating Characteristic (ROC) curve. In this

thesis we report pixel-based evaluation method based on comparative measures,

mostly comparing the foreground binary mask and ground truth reference im-

age.The assessment of algorithms is based on the comparison of ROC curves. The

primary aim of ROC curve is to focus on positive test results, both True positives

and false positives. To generate the ROC curve true positive rate (TPR) and false

positive rate (FPR) is calculated from six video sequences of category dynamic

background from CD − net database. TPR also termed as sensitivity or recall

gives the ratio of detected true positives as compared to the total number of true

positive in the ground truth as shown in Equation 3.20.

TPR =
TP

TP + FN
(3.20)

Where TP is true positive, i.e., (the number of pixels where both ground truth

and algorithm agree), FN is the total number of false negative i.e., (the number

of pixels where ground truth marked as foreground are detected as background by

the algorithm). FPR also termed as (1 − specitivity) gives the ratio of detected

FP as compared to the total number of background pixels identified in the ground

truth as given in Equation 3.21.

FPR =
FP

FP + TN
(3.21)

Here, FP denotes the total number of false positive i.e., (the number of pix-

els where ground truth marked as background, detected as foreground by the

algorithm.),TN is the total number of actual negative i.e., (the number of pixels

background pixels where both ground truth and algorithm agree).

The results of these pixel measures are reported in Table 3.1 used for performance

evaluation. Higher values of TPR denotes that moving objects are segmented

successfully. When we consider FPR the lower value is preferred as it shows the

part of background detected as a foreground.

First and second videos (i.e. Fountain 1 and Fountain 2) shows the Quasi-periodic
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Table 3.1: Performance metrics for evaluation of background subtraction
algorithm

Video Fountain 1 Fountain 2 Canoe Boat Overpass Fall
Methods\
Metrices

TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR

GMM1 0.80 0.013 0.87 0.00064 0.87 0.0036 0.76 0.002 0.83 0.00099 0.88 0.039
GMM2 0.75 0.012 0.84 0.00062 0.85 0.0027 0.70 0.0012 0.80 0.00074 0.86 0.039
ViBe 0.77 0.012 0.88 0.0007 0.92 0.003 0.78 0.0007 0.88 0.004 0.88 0.059
CB 0.75 0.015 0.88 0.00066 0.91 0.0036 0.70 0.0012 0.85 0.004 0.84 0.068
KDE 0.79 0.011 0.85 0.00047 0.83 0.0019 0.66 0.002 0.80 0.002 0.87 0.068
MSTM 0.49 0.004 0.85 0.00048 0.91 0.005 0.51 0.0039 0.82 0.0019 0.85 0.041
Pr. Ap. 0.84 0.005 0.87 0.00041 0.95 0.002 0.75 0.0011 0.82 0.0007 0.91 0.047

motion of fountains belongs to a background. Concerning TPR, the best result

is achieved by proposed method. Higher TPR values and low value of FPR

denotes that proposed method can handle Quasi-periodic motion and also detect

foreground object successfully.

Learning rate of the model is an important issue in these situations so that model

can adapt pixels in the background model. Proposed method uses sigmoid func-

tion to be used for learning background model that can successfully adopt periodic

background motion.

Third and fourth video (i.e. Canoe and Boat) test algorithm performance in the

presence of water waves that increases FPR, also in the fourth video (i.e. Boat)

the boat color match with water surface result in camouflage that result in decrease

in TPR value. It is observed that the proposed method gives the best result in the

case of Canoe and performance of V ibes is best in Boat video. Adaptive threshold

value increases chances of correct foreground detection with camouflage.

Next, two videos (i.e. Overpass and Fall) test algorithm performance with moving

tree leaves over sufficient portion of the frame. Although V ibes gives highest TPR

value the performance of proposed method is better regarding FPR. The result of

proposed method shows that small objects like tree leaves are filtered successfully.

3.4.3.1 ROC Curve

The ROC curve is a graph to visualize global classification performance of an algo-

rithm. Any point on this curve is a relationship of classification response between

pixel correctly classified and negative pixels incorrectly classified. It describes

the relative balance between true positive and false positives. The measure of
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specificity(1 − FPR) and sensitivity TPR provide a general classification index,

and both measures defines a single point in ROC curve for comparing the per-

formance of different algorithms under the same conditions. The curve helps to

compare the performance of the algorithms, a value located near to top left corner

present better performance compared to other that are farther away. Figure 3.10

shows the ROC curve for all the algorithm. It is evident by area under curve AUC

that the performance of the proposed approach is superior to other methods.

Figure 3.10: The ROC curve for comparison of performance analysis of
background subtraction methods. It is evident by area under curve AUC that
the performance of the proposed approach is superior to other methods.

Considering overall performance the Figure 3.11 shows graph by taking average

of performance measure from all videos. The final result is compared for higher

true positives and lower value of false positives. This can be verified by looking at

point located near top left corner of the proposed approach.

Additionally, the performance of proposed method regarding F − Measure is

shown in Table 3.2. It can be verified that proposed method is better than other

algorithms.

3.4.4 Qualitative Evaluation

For comparing qualitative results Figure 3.12 shows the change detection results

for frame number 1500 belonging to video “fall”.
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Figure 3.11: Plot of average value of FPR against TPR for overall performance
analysis of background subtraction methods. The result is compared for higher
true positives and lower value of false positives. Proposed approach outperform
other methods and this can be verified by looking at point located near top left
corner of the proposed approach.

Table 3.2: Performance metrics (F-measure) for evaluation of background
subtraction algorithm

Video Fount.1 Fount.2 Canoe Boat Overp. Fall
GMM1 0.076 0.80 0.88 0.73 0.87 0.44
GMM2 0.081 0.79 0.89 0.75 0.87 0.42
ViBe 0.090 0.79 0.91 0.83 0.80 0.34
CB 0.099 0.81 0.90 0.74 0.79 0.29
KDE 0.105 0.82 0.88 0.63 0.83 0.31
MSTM 0.14 0.82 0.89 0.48 0.84 0.41
Pr. Ap. 0.21 0.83 0.94 0.78 0.88 0.39

3.5 Summary

As stated in the earlier sections moving object detection is a conventional issue

for many computer vision applications that still need to be refined. This chapter

presented an adaptive multi-layer codebook model for improving the quality of

foreground segmentation in a video by proposing improvement in basic codebook

model. These improvements are obtained by applying adaptive decision threshold

to overcome challenges introduced due to background dynamics. By introducing

adaptive decision threshold color distance is provided with a range information

that makes this model robust against dynamic background in surveillance videos.

In this chapter we have stated that the cone shaped color distance measure instead

of cylinder based color distance measure helps to achieve better accuracy against

illumination variations due to its normalization by σ.
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Figure 3.12: The qualitative results for frame number 1500 of fall video.
Proposed approach is showing improvement by showing pixels belonging to tree
leaves as background where other methods failed.

The sigmoid function is applied for assigning weights to each codeword for making

decision about shifting codeword between different category of layers. Although

linear function is appropriate for the scenario where objects move with constant

velocity, but it fails in uncontrolled environment where dynamics of the background

change continuously over a period of time. Therefore, we have applied sigmoid

function to control learning rate of codewords that seems more effective in real

world situation.

Also, Random neighbour selection policy is used in spatial context to avoid pro-

cessing overhead in matching codewords using a 4-connected neighbourhood for

deciding foreground pixels. Proposed method gives better results than standard

codebook model and other state of the art methods by achieving high values of

precision and recall. The proposed method achieves an overall better performance

(as shown in Results section) when compared with other state-of-art methods.

The next chapter discusses a multiple object tracking, where we have described
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our method of tracking multiple persons in challenging environment like long term

occlusion and missed detection. The next chapter explains a coupling framework

of position based and appearance based tracker for multiple object tracking.



Chapter 4

MULTI OBJECT TRACKING

Tracking may be defined as following the trajectory of a moving object across

frames as it moves around the scene. Consistent labels are assigned to the tracked

objects in each frame of a video. Further based on the tracking domain, a tracker

can give useful information such as movement, shape, and orientation of the object

under interest. Object tracking becomes a complex task due noise in images,

complex object motion, articulated nature of non-rigid objects, objects occlude

each other, objects occluded by a structure, and real-time processing requirements.

Tracking can be simplified by making some assumptions or imposing some con-

straints on the motion or appearance of the object. In almost all tracking algo-

rithms, object motion is assumed to be smooth with no abrupt changes in between.

Prior knowledge about the object size, number, appearance, shape and motion can

also help in its tracking. A number of methods for object tracking have been pro-

posed. In this thesis we focused on tracking moving objects in general and not on

trackers tailored for specific objects, for example, human kinematics are used as

the basis of parameters of tracker for implementation.

4.1 Object Tracking

Multi-object tracking is an inherent to many video based applications such as

smart surveillance systems, augmented reality, crowd analysis and many more.

Furthermore, trajectory analysis of target objects in videos is serving as a founda-

tion tool for various other significant computer vision techniques used for knowl-

edge discovery. Many real-time applications need tracking methods that give reli-

58
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able result even in situations involving object with random movement, interaction

between objects, scale variation, and occlusion. These parameters are the ones

mainly responsible for variation in accuracy of different tracking methods.

The object of interest in a tracking application primarily depends on the require-

ment of analysis. For example, it may consider moving vehicles on the road for

surveillance, face tracking for identification, motion structure of person for behav-

ior analysis, etc. Proper feature selection in object detection and tracking is a

crucial part that may influence the outcome of tracking significantly. By simply

imposing motion velocity, direction, scale and structure of object the problem of

feature selection can be overcome. Many recent advances in techniques allied with

object detection and tracking consider motion structure, color cues and data asso-

ciation techniques to assign a consistent label to an object across the frames Chen

et al. (2015); Milan et al. (2016).

With the recent advancements in computer vision, it can be claimed reasonably

that there are feasible solutions available for addressing the robust tracking of

the single target. However, simultaneous analysis of multiple targets in a video

remains as one of the most challenging tasks in computer vision.

Although many tracking approaches operate on domain specific target representa-

tion that either determine manually or trained using the initial frame sequence Bao

et al. (2013); Yang and Jia (2016), these methods tend to have challenges while

tracking objects that show convincing variation in their appearance. It has been

demonstrated that in many scenarios an adaptive appearance model, which evolves

during the tracking process as the appearance of the object varies, is pivotal for

achieving high performance. Another choice in the design of appearance models is

whether to model only the object or both the object and the background. Numer-

ous approaches have shown that application of discriminative classifier in training

a model to separate the background from the target object generally results in su-

perior performance Milan et al. (2015). As these procedures use object detection,

they have been called “tracking-by-detection.”

The tracking-by-detection approach use detector’s output to associate current ob-

servations with existing trajectories. It is mainly categorized into the batch and

online methods. Batch methods also termed as global optimization tracking, links

fragmented tracks together by using detections of complete frame sequence. Here

generally data association method is used to link short trajectories into a long tra-

jectory Kamvar et al. (2004); Milan et al. (2016); Zhang et al. (2008). Although

by analyzing complete frame sequences it may resolve some of the ambiguities
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present due to detection failure and make tracking system robust, it also increases

its computational complexity exponentially if there is a growth in the number of

targets and that question the suitability of the system for real-time applications.

Online tracking methods sequentially connect detection in the current frame with

existing trajectories or create new trajectory if they do not find a match with any of

the previous trajectories. As they depends only on the current information, they

are suitable for real-time applications. However, long-term occlusions and miss

detections are two major issues with online object tracking methods that tend to

generate fragmented trajectories Jacobs et al. (2007); Yang and Jia (2016).

Motivated by the above challenges we present an online object tracking method

that can generate real-time solution even for complex scenarios like random motion

and partial occlusion. A mechanism between data association and context based

tracker which makes use of the color information as features is presented in this

thesis. The pictorial representation of proposed approach is depicted in Figure

4.1.

Figure 4.1: Schematic view of the proposed method for coupling point based and
appearance based tracking. Moving objects are extracted and supplied to point
based tracker. If the distance between object silhouette boundaries is < R
appearance based tracker is invoked. Trajectory coupling mechanism is used to
join fragmented trajectories presented in closed proximity.
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Principally, this figure shows a data association algorithm coupled with appearance

based tracker with the ability to deal with a complicated scenario in multiple

object tracking (e.g. associating one detection to many tracked objects (N-to-1),

one tracked object to many detection’s (1-to-N) that occur with the segmentation

fault or partial occlusions).

The model proposed in this work has two strong points: first, low computational

complexity accomplishes the requirement of designing a system that is suitable for

real-time applications. Second, the structural representation of target is explicitly

made adaptive based on their motion model and detector observations from the

current image. By adopting background subtraction, we pull out the possibility

of designing specialized tracker (for pedestrians only). Moreover, it does not re-

quire any training or particular learning process for classification. The process

disseminated the coupling establishment to subproblems and compiled their local

solutions to accomplish a global solution. In summary, our contributions are:

1. First, we formulate a data association task after track initialization; also it

is intended to perform all associations with high probability.

2. Secondly, a efficient and local procedure is designed for coupling the sub-

problems of data association and appearance based tracking by formulation

of proximity measurement between interacting objects.

3. Finally, a new sparsity-driven target specific proposal distribution that takes

segmented foreground region as input to select features belonging to a target.

Our proposed coupling scheme is highly successful in eliminating error propagation

due to miss detection and track overlap, which is a primary reason for decreasing

the accuracy of traditional “tracking-by-detection” approaches.

As the proposed scheme is simple and does not demand high computational re-

sources, it can be used for online multi-object tracking in real time applications.

The primary objective of this work is to overcome “difficult-to-predict” nature of

data association task. It is accomplished by finding the contiguous hypothesis

using instance based target specific classifier. Furthermore, the essential aspect

of proposed approach is taking advantages of background subtraction and data

association sub problems.

The remaining sections of this chapter are organized as: Section 4.2 describes

proposed approach for multiple moving object tracking and trajectory association.
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Section 4.3 provides implementation details and performance evaluation of the

proposed method finally summary of this chapter is given in Section 4.4.

4.2 Proposed Approach

Tracking multiple moving objects across frames is a highly challenging task when

performed in imperative situations, as loss of object presence due to detector failure

or occlusion between objects occurs frequently. Our goal is to track each object

between a given frame sequence with complete or partial occlusion. The primary

objective is to keep number of observations equal to the number of tracks present

in a given video and also detection should be assigned to the track belonging to

the corresponding object only.

4.2.1 Moving Object Detection

In multiple objects tracking approaches, the segmentation of area of interest is the

primary task that needs to be performed in an initial stage. It separates target

object from the background of a scene. The segmented regions are treated as

target region for further tracking.

An adaptive background subtraction method Badal et al. (2015) has been applied

to each frame to obtain the superpixel region of moving objects present in a video.

Figure 4.2 shows the object detection result as a binary image after background

subtraction. An input video as shown in Figure 4.2(a) is processed to extract

frame sequence as depicted in Figure 4.2(b), then after applying background sub-

traction resulting a binary image represent the segmented moving object as shown

in Figure 4.2(c).

The background subtraction may show false detection or miss detection due to

long-term occlusion and interacting objects. With occlusion or miss detection,

there is uncertainty in prediction that even non-maximal suppression technique

require additional information to be given to the tracker to overcome these chal-

lenges.
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Figure 4.2: Result of moving object detection. (a) Input video. (b) Frame
sequence. (c) Resulting binary representation of segmented moving objects.

4.2.2 Data Association

The tracking method applied here depends primarily over the distance between

the objects. In the situation where object are distant apart a low cost point

based technique is used. When objects move closer to each other the possibility

of missing corresponding tracks increases, a more effective technique of tracking

(i.e. appearance based tracker) is used. The proposed technique is adaptive and

generalized in the manner that it is easy to substitute each sub problem used by

other classic approaches. We adopt the Kalman filter Julier and Uhlmann (1997)

tracking formulation to model the data association sub problem. Although many

variants of this method are available in the literature, because of low computational

cost the original form of this approach is utilized here. Again, the methodology

is designed to keep the implementation simple and to be formulated as a sub

problem, but there always exists a possibility to incorporate another optimization

techniques. Proposed structure is based on binary image interpretation, and is not

constrained by the specifics of the image resolution of the target objects.

A constant velocity model of Kalman filter is applied in estimating the current state

of the corner points and the height of the bounding box of the object. The distance

between the Kalman filter estimated current state Xkal = (xkal, ykal, hkal, wkal) and

a rectangle position of object detection X = (px, py, sh, sw) is defined as

dkal(Xkal, X) =

√
(xkal − px)2

σ2
x

+
(ykal − py)2

σ2
y

+
(hkal − sh)2

σ2
h

+
(wkal − sw)2

σ2
w

(4.1)

where σ2
x, σ

2
y, σ

2
h and σ2

w are posterior error variance of xkal, ykal, hkal and wkal
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Figure 4.3: Result of point based data association tracker. (a) Input frame. (b)
Mask image representing region belonging to the detected objects as foreground.
(c) Tracked objects are assigned label as bounding box of different colors.

respectively.

Figure 4.3 (a)-(c) shows the result of point based data association applied for

multiple object tracking. Where background subtraction is used to estimate the

region belonging to the moving object in each frame of the video 4.3 (b). Track

initialization is performed by assigning the track ID to each region detected in the

earlier step. The Kalman tracker is used to estimate the position of consistent

tracks in next frame as shown in 4.3 (c).

While tracking multiple targets the distinctiveness of the particular targets might

be missed when targets move closer to each other. A state estimation tracker

can be formulated for each observation in multiple objects tracking, only when

all targets are adequately distant apart. When multiple targets move close to

each other an ad-hoc appearance model based approach is applied to distinguish

adjacent tracks. The appearance model is coupled with a state estimation model

to estimate variation in position and to achieve smooth trajectory.

The spatial distance between object detection is examined to consider the indica-

tion of interaction between two objects. We formulate this as the distance between

parameters used in data association step as given below in Equation 4.2.

It(i, j) =

{
1 if dt(i, j) ≥ R

0 else

where dt(i, j) = T ti − T tj is the spatial distance between current state of track i
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Figure 4.4: Object silhouette proximity measurement. Here the spatial distance
R between object silhouette is examined to considered as an indication of
interaction between two objects (i.e., R < 25).

and track j at time t and constant R as minimum distance used for computing the

interaction. Here R is assigned a value 25 which means that there is an interac-

tion between tracks if they are 25 pixels apart. The value of R = 25 is determined

heuristically by experimenting on six videos of 2DMOT2015 dataset Leal-Taixé

et al. (2015b), that is also used for system performance analysis. This distance

is used for target initialization for the appearance model in the presence of con-

tinuous overlapping of detected object positions marked as a yellow oval shape in

Figure 4.4.

This decision characteristic of our coupling procedure is computationally efficient

and is straight forward for further extension to higher order applications. It helps

in avoiding extraneous evaluation of the appearance model at improbable positions

by keeping the size of search window around estimated position only. Also, it

benefits us in a selection of correct target with resembling appearance.

4.2.3 Appearance Model

As occlusion cannot be resolved entirely by object detection and data association

techniques collectively, a natural expansion is to consider an ad-hoc representation

of the occluded object into a sampling procedure by taking advantage of the multi-

modality in tracking. In this situation, the sparse feature based tracker Gordon

et al. (2004); Czyz et al. (2005) has been extensively practiced and has vital im-

portance in occlusion handling and pose variance in multiple targets tracking. An

online multi-instance based tracking approach is formulated that can be used in

the case of failure in primary tracker. The coupling mechanism is also significant

for multi-modal scenario as it applies to different modes of situations like: sparsely
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occupied scene, scenario having interacting objects and scene with many objects.

Only point based tracker is applicable for sparse situation as it integrates with an

appearance based technique when object starts interacting.

This tracker is triggered when there is no match found for an existing trajectory

and which also satisfy the boundary conditions. The color features are used to

represent an object appearance and to match likelihood of observations. This

structural information helps to resolve ambiguities whenever they are missed by

motion model to establish correspondence with any detection.

The objective is to linearly perform simultaneous state estimation in a frame se-

quence Zk = {z1, z2, · · · , zk}. Where zk denotes the frame at discrete time instant

k, so that it can be associated with the track that possesses similar color fea-

ture values F = {f1, ...., fN} in corresponding channels ci with reference to target

appearance model. The features fi = (xi, yi, wi, hi, ci) evaluate the sum of the

feature values for each channel inside the rectangle at position (xi, yi) with width

wi, height hi. For each feature fi the expected feature fi(X) of the observed object

X (label Y = 1) values are modeled using a Normal distribution.

Under weak assumptions and using the strong law of large numbers, it is possible

to show that at each iteration the estimation of the mean given by the particle

filter is asymptotically unbiased. Furthermore, if the variance of this estimator is

finite, the central limit theorem justifies an asymptotic normal approximation for

it. In case of particle distribution without prior information about target region

sampling operation may generate a proposal that can vary the result falsely.

Okuma et al. (2004) has supposed non-Gaussian target distribution under the

consideration of inclusion of biased distribution in case of pose variation of the

target. While selecting the particle over target space, we have considered the

information from background subtraction phase. So the distribution of particle

over the pixel set in mask image sequence reduced the possibility of biased selection

of particle. This is the main reason behind considering the Normal distribution in

target selection.

We adopt the Gaussian density for the likelihood function of the measured color

histogram as follows:

p (fi (X) | Y = 1) ∝ N(Dk; 0, σ2) =
1√
2πσ

exp−
D2
k

2σ2 (4.3)

where Dk is the distance between the histogram computed from the current ob-
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servation Xk and reference histogram X∗k of objects to be tracked. If the two

histograms are calculated over U bins, The Bhattacharya coefficient Okuma et al.

(2004) is used as likelihood measure to find the relative similarity Dk between

reference object template and current observation points as:

Dk =

√√√√1−
U∑
u=0

√
X∗k,uXk,u (4.4)

where
∑U

u=0

√
X∗k,uXk,u geometrically represents the cosine similarity between

the m-dimensional unit vectors X∗k,1, X
∗
k,2...X

∗
k,U and Xk,1, Xk,2...Xk,U . The Bhat-

tacharya coefficient is more efficient then Mahalanobis distance, and it is suitable

for the situation where two classes show same mean but different standard devia-

tion.

The performance of the appearance based tracker depends mainly on the tech-

nique used for generating the proposal distribution. The state evolution model

p(Xk|Xk−1) is considered here for assigning weights to corresponding features ac-

cording to the likelihood measure. The sparse criteria are maintained by selecting

hypotheses constrained over foreground region generated by the detector. It signif-

icantly reduces the number of false assumptions chosen due to the absence of non-

maxima suppression technique. The process may lead to select hypotheses shared

by neighboring objects because of occlusion. However, it can be suppressed by as-

signing weight to correct assumptions. The Figure 4.5 (a) and Figure 4.5 (b) shows

the mask image and feature distribution respectively after point estimation based

on pixel filter using the result of background subtraction. The region belonging to

an object present in proximity is segmented out using mask image generated by

background subtraction step as shown in Figure 4.5 (a). This segmented region is

used in feature distribution for applying appearance based mapping. The particle

distribution for two objects are represented in Figure 4.5 (b) using red and green

color respectively.

The state space approach Okuma et al. (2004) fundamentally depends upon a state

estimation strategy p(Xk|Xk−1) and a motion model to measure the movement

of the target in a spatial domain, i.e., the association between state and recent

measurement p(zk|Xk). While tracking the silhouette belonging to target object,

initial state p(X0) is assigned some random distribution feature values present in

the target region. Afterwards, the Bayesian state estimation strategy is formulated

in calculating filtering distribution p(Xk|zk) for next frame. In Bayesian state
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Figure 4.5: Pictorial representation of feature distribution for objects in closed
proximity. (a) Mask image used for distributing features in restricted region. (b)
Feature distribution respectively after point estimation.

estimation, two steps are followed in computing the filtering distribution. The

first step is prediction step where filtering distribution is calculated through the

Bayes’ rule as given in Equation 4.5.

p(Xk|Zk−1) =

∫
p(Xk|Xk−1)p(zk|Xk)dX (4.5)

This prediction step depends upon the specification of a dynamic model character-

izing the state evolution, p(Xk|Xk−1) and a motion model that gives the probable

occurrence of any state with the current observation, p(zk|Xk). In the second

step, the objective is to estimate posterior distribution in the presence of prior

and current distribution as given in Equation 4.6.

p(Xk|Zk) ∝ p(Xk|Xk−1)p(zk|Xk) (4.6)

Once the combination of filtering distribution is generated, point estimates for

proposal distribution can be decided after applying any appropriate estimation

criteria, most widely used functions are Maximum a Posteriori (MAP ) estimate,

argmaxXkp(Xk|Zk), and the Minimum Mean Square Error (MMSE) estimate,∫
Xkp(Xk|Zk).

Initially a weighted set of samples {X(i)
k−1, w

(i)
k−1}Ni=1 approximately distributed ac-

cording to p(Xk−1|Zk−1), new samples are generated from a suitable proposal dis-

tribution, which may depend on the previous state and the new measurements,

i.e., X
(i)
k ∼ qp(Xk|X(i)

k−1, zk), i = 1, · · · , N . To maintain a consistent sample, the
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new importance weights are set to:

w
(i)
k ∝ w

(i)
k−1

p(zk|X(i)
k )p(X

(i)
k |X

(i)
k−1)

qp(Xk|X(i)
k−1, zk)

(4.7)

with
∑N

i=1w
(i)
k = 1. The new feature set {X(i)

k , w
(i)
k }Ni=1 is then approximately

distributed according to p(Xk|Zk). At time instant k a subset Fi ⊂ F of selected

features are used to build the model:

p (Fk (X) | Y = 1) =
∏
fi∈Fk

p (fi (X) | Y = 1) (4.8)

Assuming that pk(Y = 0) = pk(Y = 1) the log odds ratio is used for inference:

Hk(i) = log

[
pk (Y = 1 | Fk (X))

pk (Y = 0 | Fk (X))

]
(4.9)

The final appearance distance dapp(x) of the appearance model given a query X

is normalized to [0, 1] by

dapp(X) = 1− 0.5
Hk(X). | Fk |−1

1+ | Hk(X). | Fk |−1|
(4.10)

with | Fk | is the number of features in Fk.

To obtain a compact model for faster evaluation, discriminative samples Fk ⊂ F

are selected while updating the model at time k. The online Multiple-Instance

Learning Avlonitis and Chorianopoulos (2014) and Okuma et al. (2004) are

used for object classification. Multiple-Instance Learning uses bags of samples

Xi = {xi1, ....., xin}. The bag is labeled by Yi = maxj(Yij), so that at least one

positive sample is sufficient for the bag to assign it a positive label. This instance

based labeling is applicable in handling occlusion where only some portion of the

object is visible. While updating, a positive sample is added to a bag by selecting

target instance near estimated position of a target to maximize log likelihood in

the posterior state. Only the positive samples are collected to maximize the log

likelihood of all instances:

L =
∑
i

log (p(Yi | Xi)) (4.11)

with p(Yi = 1 | Xi) = maxj(p(Yi = 1 | xij)) and p(Yi = 1 | xij) = 1 − dapp(xij).
Hence for a positive bag one sample with high likelihood is enough to get an
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overall high bag likelihood, but all samples need to have a low likelihood for a

low bag likelihood. Figure 4.6 shows multiple instance based feature distribution.

Features distribution is performed for each object in proximity and after that

matching of multiple instances is perform by comparing histogram of each instance

independently.

Figure 4.6: Pictorial representation of multiple instance based feature
distribution. Objects in closed proximity are tracked using appearance based
tracker. Multiple instances of each object are matched with the template of the
object instance by finding the difference between their color component.

Our method selects M features in a greedy fashion:

fm = argmaxfi∈FL(Hm−1 + hi) (4.12)

with

hi = log

[
pk (Y = 1 | Fi(X))

pk (Y = 0 | Fi(X))

]
(4.13)

After each step the selected features are added to the model:

Fk,m = Fk,m−1 ∪ {fm} (4.14)

The performance of the particle filter depends on the quality of the proposal distri-

bution. In this work, state evolution model p(Xk|Xk−1) as a proposal distribution

has been formulated which makes the new importance weights proportional to the
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corresponding particle likelihoods. and Hm is updated for each sample as

Hm(X) = Hm−1(X) + hm(X) (4.15)

The final set of selected features is given by Fk = Fk,m.

4.2.4 Proposed Tracking Procedure

The primary objective of the multi-object tracking step is, to combine detection

response d from given set of current detection Dt with the track b from existing

tracks T , where distance measure between them is minimum according to a given

set of parameters. At time instance t each track b ∈ Tt is represented by assigning a

set of six tuples as Xt(b) = (px, py, sw, sh, Kt(b), Ft(b)). Where px and py represent

position vector on x-axis and y-axis respectively, sw and sh are used to denote

size of an object. An object appearance template and Kalman filter is represented

by Kt(b) and Ft(b) respectively. For associating a detection (d ∈ Dt) with track

(b ∈ T ), first Kalman filter Kt(b) is used to estimate position (px(b), py(b)) and size

(sw(b), sh(b)) of each track at time t. The Kalman filter may estimate erroneous

position which are refined by searching their positions using appearance model.

The feature distribution for generating the appearance model Ft(b) is performed

by creating the search window r around the position predicted by Kalman filter

as given in Equation 4.16.

(
px − px(b)

sw

)2

+

(
py − py(b)

sh

)2

< r2 (4.16)

Further, position with highest matching score with appearance model is found as:

Xt(b) = argminX∈Nr(Kt(b))dapp(X) (4.17)

Nr(X) denotes the neighborhood of X within the proximity area measure by r,

with

(px, py, sw, sh) ∈ Nr(X(b))⇔ sw = sw(b), sh = sh(b) (4.18)

and finally, a detection d ∈ Dt is associated with a track b ∈ Tt by using the

following minimum distance function:

dist(b, d) = argmin (dapp(b, d) + dkal(b, d)) (4.19)
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Our method greedily associates detections to tracks by minimizing dist(b, d).

4.2.5 Trajectory Completion

After track formation, a system may generate fragmented tracks belonging to the

same trajectory due to miss detection and occlusions. Hence, the tracklets can be

merged by imposing linear motion model by applying velocity continuity constraint

over the gap. The trajectory interpolation in this work is based on the following

two constraints:

1. The distance between the terminating position of one trajectory with the

initial position of other is less than R. Where R is assigned a value 25 in our

implementation. Here the primary consideration is that the persistent track

should be initiated and terminated near the boundary of the region only. If

a track is started in the area that is away from the boundary region, it is

considered to be a segmented part of a previous track. If the terminating

position of one track is less than 25 pixels than the starting position of other

track, they are considered to be part of the same track.

2. The corresponding affinity scores between two trajectories should be higher

than a threshold.

4.3 Experiments

In Section 4.2 we introduced a coupling strategy that has been formulated with the

primary objective of precisely reflecting the continuous action of multiple objects

in proximity. Our claim is that by distributing the coupling formulation to sub-

problems and by integrating their local outcomes to accomplish a comprehensive,

result will achieve higher tracking efficiency. To establish this claim analytically,

we apply our approach on the distinct databases and evaluate those experimental

outcomes. In the following subsections, we analyze the influence of the particular

sub problem in coupling procedure, examine tracking performance while varying

parameter values to achieve efficient outcomes. Next, we state different matri-

ces used for performance evaluation and discuss results of proposed method by

showing a quantitative analysis of the various database.
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4.3.1 Implementation

This section discusses the experimental setup and implementation details of the

work proposed.

Tracking area: to implement valid track initialization and termination during

entry or exit of objects, constraint over boundary conditions is applied. It is

necessary to enforce boundary around tracking area for generating persistent tra-

jectories and analysis of tracking result. A rectangular region is marked on the

frame to simplify the distance estimation of an object from the boundary. An ob-

ject outside of this rectangular area is treated as extraneous and is not considered

for further processing.

Run time: For comparing the execution time of tracking only, we exclude the pro-

cessing time spent in detection. Present implementation processes approximately

20 frames/second with precise occlusion handling. If computationally expensive

occlusion reasoning is left out the program runs faster and accomplishes real time

execution.

Parameters: The initial proposal distribution of particle features p(X
(i)
k ) was uni-

formly selected around positions estimated by Kalman filter as explained in Sec-

tion 4.2 (Combining the prior information to choose the most likely position where

an object may appear). Finally, the color and gradient features were computed

for each color channel independently over 8 × 8 × 8 bins. The target template is

generated using training frames calculated by proximity formula in Equation 5.16.

The uniform search space for proposal distribution and histogram computation

around detected targets is computed using Equation 4.16. The multiple instances

of target histogram is generated for a frame to overcome partial occlusion.

The number of features required by an appearance model is determined by the

number of objects with the similar appearance in a proximity and the prior in-

formation on the probable position of objects in the current frame. For distant

or divergent objects up to N = 200 features are sufficient to achieve acceptable

performance for detection to track assignment. If two or more identical objects

are present in proximity, it becomes necessary to increase feature size as N = 500

in order to accomplish adequate accuracy and to generate smooth tracks of in-

teracting objects. By applying prior estimation of position and suitable feature

distribution strategy the number of features required can certainly be reduced

acutely. We have applied some constraints over image boundary to deal with en-

try and exit conditions like: (a) Each frame is marked with a boundary region
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which is considered to start processing of tracking an object. It is required to

identify when an object enters the scene; it is necessary for ensuring the complete

appearance structure of the object. (b) Every scene has entry and exit from the

boundary of the frame only.

4.3.2 Parameter study

To avoid the risk of over-fitting we have learned parameters in proposed algorithm

from sample videos, it becomes possible due to the availability of annotated ground

truth videos. Although these videos show considerable variation in target motion

structure and their appearances, it is required to use only efficient values for each

parameter and apply this value set for all test videos. To determine the outcome

of the distinct parameters of each sub problem in Section 4.2, we run our tracking

algorithm and adjust the respective parameter while keeping all the other ones

fixed. In Figure 4.7(a)-(c), it shows the plot of the relative change in performance

for each term against the parameter value.

The strongest deterioration can be noticed when N the number of particles for

appearance model is set too low. This once again established our confidence on

explicitly modeling the localized proposal distribution to avoid situations of over-

lapping targets.

Although, assigning a high value to the number of bins result in high accuracy

value, but it also increases computational complexity exponentially with increase

in the number of targets. The greediest strategy always chooses the best possible

combination of speed and particles. To maintain processing speed in real time,

we select the number of particles to 500 as given in Figure 4.7(a). The system

shows the highest accuracy when assigning 8 bins for each color space as shown in

Figure 4.7(b). Proximity threshold value is used to couple data association based

tracker with appearance based tracker. While a higher value of the threshold

for proximity will yield high accuracy rate, it will also increase learning time for

proposal distribution. The optimal choice for distance parameter is 25 as shown

in Figure 4.7(c). Moreover, regardless of change in scenario, tracking performance

is not affected much by varying parameter value over the particular range and

results remain stable for the determined respective combinations.
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Figure 4.7: Influence of individual parameters on tracking performance. Each
plot shows the relative change in performance (measured by MOTA) by changing
the value of a single parameter while keeping the other ones fixed. The
parameter value used in our experiments is marked with a circle.

4.3.3 Datasets

The performance of proposed approach is evaluated and discussed on six video

sequences of publicly available Benchmark data sets MOTChallenge Leal-Taixé

et al. (2015b). As these videos cover various challenges like variability in a num-

ber of objects, long-term occlusion, and dynamic motion behavior, etc. While

considering multiple object tracking techniques, this dataset is best to perform a

quantitative evaluation. These videos are suitable to be considered for surveillance

scenario as the recording has been done from the elevated perspective. Note that

there is a substantial disparity in targets appearance due to illumination variation

and shadow.

4.3.4 Metrics

Due to different evaluation metrics and dataset used in tracking it is not easy

to quantitatively evaluate different multi-target tracking methods. Comparative

analysis of different tracking approaches using a single objective function is not

feasible because usually tracking methods are application specific. Furthermore,

assigning a stable value to various parameters is also a primary issue in evaluating

tracker performance over precision and correctness. The most widely followed

metrics for multiple objects tracking CLEAR MOT Leal-Taixé et al. (2015b) is

used in this research work for quantitative evaluation. It computes the distance

between targets to the manually annotated ground truth on the ground plane and

the hit/miss threshold is assigning a value as 1m. The Multi-Object Tracking
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Accuracy (MOTA) incorporates three categories of failures while tracking: false

positives (FP), missed targets (FN), and identity switches (ID). All categories are

assigned equal weights, and then normalization is performing such that the score

of 100% resembles no errors. Parameters used for evaluation as shown in Table 4.1

are: Multi-object tracking accuracy (MOTA) and multi-object tracking precision

(MOTP).

The MOTA evaluate tracker performance by combining three types of errors (ex-

plained in Table 4.1) as given below in Equation 4.20:

MOTA = 1−
∑

t(FNt + FPt + IDSWt)∑
tGTt

(4.20)

where t is the frame index and GT is the number of ground truth objects. The

MOTP is used to compute bounding box overlap between true positives and their

corresponding ground truth targets. It measures the average dissimilarity between

correctly matched hypothesis and their respective targets as given below in Equa-

tion 4.21:

MOTP =

∑
t,i dt,i∑
t ct

(4.21)

where ct denotes the number of matches in frame t and dt,i is the bounding box

overlap of target i with its assigned ground truth object. It basically returns the

localization precision value of detector. For providing better understanding and

comparison of results over different error categories individual values along with

number of fragmented trajectories (Frag) according to Ellis and Ferryman (2010)

are given in Table 4.1.

Finally, four more metrics are mostly tracked (MT), mostly lost (ML), partially

tracked (ID) and how many times each track is fragmented (FM) are also measured.

Evaluation script is available at Leal-Taixé et al. (2015b) so we can evaluate our

result over the same parameters. The proposed tracker is compared with baseline

method and other particle-based methods for which result is available on the same

dataset.

4.3.5 Quantitative evaluation

• GMPHD Song and Jeon (2016), a method with a hierarchically adopted

filter using motion and appearance.
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Table 4.1: Parameters used for evaluation.

Parameter Preferred Value Ideal Value Description
MOTA higher 100% Multiple Object Tracking Accuracy.
MOTP higher 100% Multiple Object Tracking Precision.

FAF lower 0 The average number of false alarms per frame.
MT higher 100% Mostly tracked targets.
ML lower 0% Mostly lost targets.
FP lower 0 The total number of false positives.
FN lower 0 The total number of false negatives.

ID Sw. lower 0 The total number of identity switches.
Frag lower 0 The total number of fragmented trajectory .

• MotiCon Leal-Taixé et al. (2014), it generates interaction based feature

string based on motions of targets.

• LP SSVM Wang and Fowlkes (2016), learns parameter using target-specific

loss function in predicting complete set of model parameter.

• RMOT Yoon et al. (2015), considers relative movement between objects to

define the spatial relationship between objects.

Table 4.2 shows the quantitative analysis of tracking results which include our

method and other four methods. In data association based GMPHD tracker; it

generates fragmented trajectories in the case of occlusions. We also compared our

approach to LP SSVM , it uses network flow model in association with contex-

tual information to estimate pairwise cost between tracks. The main issue with

LP SSVM approach is that if multiple objects are present in close proximity, it

increases the number of ID switches and losses track. The relative motion based

tracker RMOT is distinct to our approach in that it estimates position by ap-

plying data association only, which may lead to an increase of false positive in

the absence of object appearance cue. However, our method takes advantage of

knowledge from background subtraction in generating proposal distribution from

region belonging only to the target. By applying the target specific appearance

cue, proposed method is able to track most of the targets throughout their pres-

ence. Proposed method outperformed the other trackers in both accuracy and

efficiency which is higher.

The average experimental results over all benchmark video sequences in compari-

son with other appearance based methods are reported in Table 4.2.

By analyzing results in Table 4.2 the following observations can be drawn:
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Table 4.2: Performance analysis of the proposed method with other appearance
based tracker on sequence six publicly available benchmark video sequences.

Dataset Method MOTA MOTP MT ML FP FN ID Sw Frag

TUD-Crossing

GMPHD 50.5 72.3 15.40% 15.40% 41 485 19 29
MotiCon 58.2 70.8 23.10% 15.40% 32 403 26 32
LP SSVM 60 74.2 30.80% 15.40% 48 375 18 20
RMOT 62.8 73 30.80% 15.40% 34 362 14 19
Proposed 63.1 74.2 38.50% 15.40% 20 370 4 26

PETS09-S2L2

GMPHD 31.9 69.1 0.00% 31.00% 467 5,965 131 315
MotiCon 46.6 67.6 9.50% 14.30% 560 4,354 238 264
LP SSVM 41.5 70.5 7.10% 16.70% 629 4,803 212 249
RMOT 37.2 67.7 9.50% 14.30% 1,126 4,743 190 320
Proposed 42.7 69.4 9.10% 7.50% 834 4,205 160 417

AVG-TownCentre

GMPHD 16.3 70 4.00% 65.00% 413 5,542 26 103
MotiCon 11.9 70.3 0.90% 69.90% 353 5,872 74 75
LP SSVM 14.7 70.1 2.70% 61.50% 459 5,515 123 141
RMOT 5.5 66.9 0.90% 59.70% 1,260 5,424 74 171
Proposed 16.1 66.3 4.70% 40.90% 1,379 4,197 93 407

ADL-Rundle-3

GMPHD 15.3 73.2 0.00% 40.90% 1,374 7,174 64 108
MotiCon 18.1 71.8 4.50% 20.50% 2,755 5,355 217 140
LP SSVM 28 72.9 9.10% 22.70% 1,855 5,388 81 83
RMOT 20.6 71.6 9.10% 22.70% 2,574 5,388 112 115
Proposed 31.1 72.1 9.10% 27.30% 1,215 5,478 63 150

KITTI-16

GMPHD 27.5 73.2 0.00% 29.40% 154 1,061 19 52
MotiCon 38.8 70.1 0.00% 11.80% 142 863 36 48
LP SSVM 39.2 73.6 0.00% 11.80% 90 924 20 29
RMOT 37.6 70.8 0.00% 17.60% 182 858 21 51
Proposed 36 71.4 0.00% 17.80% 256 845 29 64

Venice-1

GMPHD 13.2 71.5 0.00% 41.20% 728 3,204 29 70
MotiCon 18.2 72.9 0.00% 29.40% 820 2,838 74 72
LP SSVM 17.8 73 0.00% 41.20% 696 3,032 23 27
RMOT 18.8 71.2 11.80% 35.30% 893 2,781 33 74
Proposed 17.3 71.6 5.70% 51.30% 532 2,976 28 121

The six video sequences are used for testing. While considering accuracy (MOTA)

parameter different methods are achieving the best result in different scenarios.

Proposed method gives the best accuracy in two videos and also in others sequences

the average difference between proposed method and best one is 2.2% only. The

reason behind low value in PETS09−S2L2 and KITTI − 16 sequence is overlap

region generated by background subtraction region, it results in the distribution

of particle in between the different objects. While considering overall tracking

accuracy (MOTA) as reported in Table 4.3 the proposed method outperformed

the other methods.

The number of the most tracks tracked is also significantly high in comparison to

others; also the desirable level value of mostly lost (ML) tracks is achieved by our

method. The main reason behind the high value of mostly track (MT ) and low

most lost (ML) value is the coupling of fragmented trajectories by incorporation of
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Table 4.3: The average experimental results over all six video sequences.

Method MOTA MOTP MT ML FP FN ID Sw Frag
GMPHD 25.78 71.55 3.23% 37.15% 530 3905 48 113
MotiCon 31.96 70.58 6.33% 26.88% 777 3281 111 106
LP SSVM 33.53 72.38 8.28% 28.22% 630 3340 80 92
RMOT 30.41 70.2 10.35% 27.50% 1012 3260 74 125
Proposed 34.38 70.83 11.18% 26.70% 706 3012 62 128

low-level appearance cue. In V enice−1 where most of the methods fail in tracking

the target for complete frame sequence of its presence in video, a 5.70% of MT

is achieved by proposed approach. In KITTI − 16 the frame sequence contains

pedestrians crossing a street captured from a car. The lights of the scene are

low, and the object can not be segmented from background clearly when captured

through the car. Due to the small size of objects across the frame sequence, no

target is tracked across the complete frame sequence of its presence in the video.

Due to the reasons mentioned above, no approach in the analysis can track objects

completely. It is shown as 0.00% under MT column.

Proposed target Specific instance based strategy distinctly surpass the other track-

ers particularly in an environment with random movement between targets. By

modeling target appearance it keeps track targets distinctively. The proposed cou-

pling scheme performs better than the other online tracker concerning accuracy.

Through various experiments over different datasets, our tracker is comparably ef-

ficient than other state-of-the-art methods based on evaluation parameters used for

comparison. Qualitative analysis is demonstrated using ten frames in Figure 4.8

and Figure 4.9 with partially occluded dense crowd. It shows performance of pro-

posed tracking approach over successive frame sequences with successful tracking

of multiple moving objects.

4.4 Summary

In this chapter, we presented a coupling procedure between data association and

target specific appearance based tracker for multi-target tracking, which included

explicit occlusion reasoning and appearance modeling. It combines the outcomes

of object detection with data association discriminative tracking for estimation of

promising particles, taking advantage of the often complementary nature of the two

subproblems. Prior estimation of the particle through detection result introduces

natural sparse behavior in selection. We use particle filter-based tracker with color
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Figure 4.8: Qualitative analysis of tracking using proposed method over
TUD − Crossing video of PETS2009 dataset from frame 89 to frame 98.
Occluded objects are tracked successfully using proposed approach.

and gradient as a feature to map posterior state to calculate the distance between

reference particle color histogram with particles belonging to current observation.

In this chapter we further demonstrate that, our coupling based tracking approach

enable us to model the motion structure of targets that helps in driving heuris-

tics for the likelihood of appearance using non-maxima suppression. Moreover,

incorporating detection result in generating proposal distribution also reduces the

chance of selecting particles from background region and distributing them around

target region only.

The proposed coupling procedure is characterized by a small number of false de-

tection, significant reduction in identity switches and join segmented trajectories.

Furthermore, in a less crowded environment when targets are well separated only

data association can achieve the competitive result that leads to low computational

complexity.

As reported in Section 4.3.5 quantitative and qualitative results on benchmark

video sequences shows that proposed coupling model surpass state-of-the-art method

used for multiple moving object tracking. These promising results motivate and en-

able us to perform important activity classification from surveillance video, which

is detailed in next Chapter.
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Figure 4.9: Qualitative analysis of tracking using proposed method over
PETS09− S2L2 video from frame 86 to frame 95. Proposed method has shown
significant tracking result with the objects showing random motion structure.



Chapter 5

VIDEO SYNOPSIS AND

INDEXING

One of the primary driving applications of motion analysis has been an automated

analysis of surveillance video which has been partly motivated by the focus on

security and prevention of terrorist attacks increased in recent years. In literature,

researchers have proposed various techniques to generate a compact representation

of video data that require respectively less time to monitor and also take less

storage space. While we study video analysis, we divide methods developed in

the literature broadly into two categories: Static image based summarization to

generate a sketch of all activities in original videos and dynamic content based

video summarization.

In static image based methods, each shot represented by key frames is selected

to generate a representative image. Some of the examples of static image based

summarization are video mosaic in which video frames are found using region of

interest and stitched together to form a resulting video. Another form is video

collage in which single image is generated by arranging region of interest on a

given canvas. Storyboards and narratives are some more basic form of image

based summarization. However, static image based methods generate summary

in less space but here it does not take care of temporal dependencies between

important events and researchers also want to maintain the resulting summary

visually more appealing than watching static images.

As an example of dynamic content based video summarization method, Video

synopsis condenses video content in both spatial and temporal dimensions and

presents a short video that helps in fast browsing. Figure 5.1 illustrated the

82
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Figure 5.1: An overview of approach for generating synopsis video. Motion is
extracted and tracked across the frame sequence and information related to
tracked object is stored in the form of an array. Synopsis video is generated by
arranging segmented trajectories over temporal and spatial domain.

general structure for generating synopsis video.

Video synopsis presents some limitations as it requires large memory area to store

foreground and background regions. While video synopsis save space it does not

maintain consistency between different objects, also the pleasing effect of the video

is highly dependent upon the length of the final synopsis. Some more examples of

dynamic methods are video fast-forward, video skimming, spacetime video mon-

tage, video narrative etc., where selected frames are arranged to form a highly

condensed video.

Although the existing approaches of video synopsis work well in condensing activ-

ities present in video over space, they do not preserve interaction between objects.

While going through the various surveillance videos, it is observed that the ob-

ject interaction in video possesses vital information such as information exchange,

accidents, and theft.

We present an approach to produce video synopsis while preserving motion struc-

ture and object interactions. While condensing video, object appearance over the

spatial domain is maintained by considering its weight that preserves important

activity portion and condenses data related to regular events. The spatiotemporal

tubes form a distinction between objects by separating their motion structure that

helps in producing semantic information about the distinct objects. The semantic
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Figure 5.2: Representation of different video synopsis approaches. (a)Trajectories
from original video (b) Synopsis video with time shift only (c) Synopsis with
time as well as space shift (d) Synopsis using proposed approach preserving
interaction between object 4 and 5.

information about moving objects present in a video not only helps in generating

a summary of the activities in a video, but it also avoids spatial overlap between

objects while generating the synopsis video. The approach is tested in the context

of condensation ratio while maintaining the interaction between objects. Experi-

mental results over six video sequences show high condensation rate up to 2%.

The segmented object trajectories are stored as spatiotemporal tubes which are a

set of 3D tuples (xi, yi, t). Tube represents region belonging to an object i in frame

t. Tubes store the motion structure of individual moving objects so that they can

be arranged over the spatial domain to generate video synopsis. Segmenting the

motion structure of different objects helps in separating important activities and

producing the synopsis of those activities only. We refer object motion structure

and tube interchangeably in this thesis. These tubes are further used to generate

video synopsis by arranging them over space. It can also be used for activity-based

video indexing.

While arranging the spatiotemporal tubes over the spatial domain, the time shift

between tubes may destroy interaction between objects as shown in Figure 5.2(c)

for object 4 and 5. Proposed methodology keeps this interaction in synopsis video

by merging the interacting tubes and consider them as a single tubeset as illus-

trated in Figure 5.2(d).
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A method is proposed for generating video synopsis, condensing as much informa-

tion as possible while preserving the interaction between the objects. The object

interaction is maintained by finding the interaction point between two objects and

merging their tubes. Energy minimization method is used for arranging the ob-

ject tubes over spatial domain. While arranging the tubeset over space, the cost

is normalized using the length of tubes so that the participation of tube in cost

function is proportional to the tube size.

5.0.1 Merge Interacting Object Tubes

The difference between the spatial overlapping tubes is considered here as the

indication of intersection between the objects in an original video. We find the

interaction between tubes by measuring the difference between tubes as given

below in Equation 5.1.

It(i, j) =

0 if dt(i, j) > k,

k − dt(i, j) otherwise
(5.1)

Where dt(i, j) = T ti − T tj is used to compute the distance between tube i and j at

time t and constant k is used for considering the minimum distance for interaction.

Here, k is taken as 25 which means that the tubes are considered as interacting

if they are 25 pixels apart. The tubes having It(i, j) other than 0 are merged to

form a tubeset.

5.0.2 Background updation strategy

While arranging the object tubes to generate video synopsis it is required to ar-

range them over the background. To maintain the synchronization of objects

with the background scene, it is essential to maintain variations occurring in a

background. The background updation strategy used in this work is given in

Equation 5.2 which immediately reflects variation in the background.

Bk(i, j) =

Ik−1 if pixel(i,j) not belongs to motion region,

Bk−1(i, j) otherwise
(5.2)
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where Bk(i, j) and Bk−1(i, j) represent the pixels belonging to kth and (k − 1)th

background frames respectively. Ik−1 represents (k − 1)th frame of the original

video sequence. Figure 5.3 shows an example background image for three different

videos. A region of an image is considered as background when there is no changes

in pixels belong to that region for a significant amount of time. In Figure 5.3 the

background does not contain any object in the second and third image, so it

considered as empty. In the first image, vehicles are present into the scene, but

they have not shown movement for a significant amount of time so that they will

be considered as a part of the background.

Figure 5.3: Background images of three different videos used in generating
synopsis video. Initial image sequence without any moving object is selected as a
background image for temporal shift of object from original video.

5.0.3 Video Synopsis by Energy Minimization

Energy minimization Rav-Acha et al. (2006); Fu et al. (2014) is widely used and

is a traditional technique for generating video synopsis. The objective of energy

minimization is defined as a function that assigns a cost for all possible solutions

and finds the solution with the lowest cost. While shifting the input pixel to syn-

opsis pixel with temporal shift M . The temporal shift, is assigning the segmented

trajectory over different time domains in synopsis video. It is not necessary to

attach an activity over same time stamp; an activity can be placed over differ-

ent time stamps depending upon the availability of space over that time period.

Temporal shift allows a pixel to be assigned to a location in synopsis video with

different time domain, while shortening the length of synopsis this may lead to

information loss when some set of pixel from particular frame may be ignored in

synopsis video. The temporal shift M denotes the loss of information while ig-

noring the information from particular frame. Energy function is formulated to
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assign a cost to activity loss and occlusion as follows:

E(M) = Ea(M) + αEo(M) (5.3)

Where Ea(M) and Eo(M) are used to represent the activity loss and occlusion

across the frames respectively. α is used to assign a relative weight of occlusion.

The activity loss of an object is the difference between pixels belonging to object

tubes in input video and synopsis video. The occlusion cost represents the area

that is shared by tubes in a frame in synopsis video.

Activity cost: As the length of an object tube depends upon its appearance in

the video it does not participate equally in synopsis video too. While calculating

the activity loss weighted average of pixels belonging to input video and synopsis

video is considered as given in Equation 5.4.

Ea(M) =

∑EFramei
t=SFramei

((xi, yi, t)o − (xi, yi, t)s)

Lengthi
(5.4)

where (xi, yi, t)o and (xi, yi, t)s represent super pixel region belonging to object i

in original video and synopsis video respectively. Lengthi represents the number

of frame where an activity i has occurred as given in Equation 5.5.

Lengthi = EFramei − SFramei (5.5)

where SFramei and EFramei are the starting and ending frames of ith activity.

Collision cost: While condensing the activity in an even shorter video it is

required that some pixels are shared between tubes. Collision cost is computed

by finding the total number of pixels belonging to an object in consecutive frames

share space in synopsis video as given in Equation 5.6.

Ci =

1 if (xi, yi, t)s = (xi, yi, t+ 1)s,

0 otherwise
(5.6)

It is also used to allow the user in defining the number of pixels in tubes that can

overlap. Collision cost is normalized by the length of the object tube to ensure

equal participation of each object as given in Equation 5.7.

Eo(M) =

∑
i∈Q
∑S

j=1Ci,j

Lengthi
(5.7)
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The higher value of Eo(M) results in pixel overlapping between two objects that

can affect the smoothness of object appearance. Moreover, the smaller value keeps

objects well separated, but it generates a longer synopsis video.

The synopsis video generation requires various, pixel based as well as object based

computations in controlling the activity and collision cost. It is required to men-

tion a number of frames in original and synopsis video. While considering the

object tubes it is important to mention about the number of tubes, starting and

terminating frame of each tube and pixels belongs to a tube at frame i. Table 5.1

explains the various notations used in this work.

Table 5.1: Notations used in generating synopsis video

Symbol Description

N Number of frames in original video

S Number of frames in synopsis video

Q Set of tubes

K Number of tubes

(xi, yi, t) Pixel area of tube i at frame t

SFramei Tube i starting frame

EFramei Tube i ending frame

Lengthi Length of ith tube

Our procedure to generate synopsis video of important activity primarily con-

siders, keeping the maximum information present in original video as the primary

objective. The interaction between the objects and abnormal activities is supposed

to have maximum information. In this work, we maintain both the interaction be-

tween objects and all the important activities. The procedure of summarizing the

activity in the synopsis video is explained in Algorithm 3. The synopsis video is

generated using five steps. The primary consideration while generating synopsis

video is preserving the activities present in the video. The interaction between

objects is maintained by merging the tubes related to interacting objects in the

first step. In the second step, it is considered that maximum space utilization is

achieved by assigning space to the tube to longest to shortest tube length.Further,

in fourth and fifth step space has been assigned to arranged tubeset while main-

taining the energy minimum. If it generates shorter video by changing the order

of video, it is performed by computing the energy cost for corresponding arrange-

ment.

When arranged object activity tubes over a background image, the sum of energy
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Algorithm 3 Algorithm to generate synopsis video.

Input: An array of K tubes as Ai = (xi, yi, t) where t = SFramei.....EFramei.
Output: Synopsis video S with minimum energy

∑
n∈QEn.

Initialization: S ←− φ;
1. Merge tube having interaction using Equation 5.1.
2. Arrange important tubes in descending order according to their Length.
3. Process each tubes Ti from ordered list.
4. Find space and time shift for each tube in synopsis video.
5. S ←− S ∪ Ti. with E(M) ∈ min{E(M)}
6. End.

terms belonging to the individual tube is considered as global energy of a synopsis

video. Energy minimization of global energy is performed using greedy optimiza-

tion. The energy term corresponding to all temporary arrangements is calculated

while choosing the local optimal. As outlined in Algorithm 3 it is considered that

by treating the tubes in ascending order of their length it helps to keep the global

energy term minimized.

5.0.4 Experimental Evaluation

The performance analysis of proposed method is reported on a number of publicly

available datasets. These videos have been selected to analyze the effect of different

challenging situations occurs while generating the synopsis video. Video1 and

Video2 are from the camera installed for outdoor surveillance, Video3 and Video4

containing varying lighting effect in the portion of a scene. Video5 and GroupVideo

show activities in the group including the motion of vehicles to illustrate that

system are not category specific. CarVideo shows traffic surveillance video having

movement of cars of different size so that we can analyze the effect of different

object size in generating synopsis video.

Table 5.2 covers the description of these videos and condensation rate (CR) as

comparison parameter. CR denotes the percentage at which synopsis video com-

press the original video as given in Equation 5.8.

Cr% =
S

N
× 100 (5.8)

where S and N is used to denote the number of frames in synopsis video and

original video respectively.

Table 5.2 shows the comparison of our method with Rav-Acha et al. (2006) and Fu
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Table 5.2: A summary of video description and result.

Video Frames Tubes Rav-Acha
et al. (2006)

Fu et al.
(2014)

P1 P2

Video1 21450 223 9.3 7.6 5 2.1
Video2 5408 87 11 6.5 4.4 2.3
Video3 19841 395 13.2 7.3 6.6 3.2
Video4 7983 121 9 8.2 7.7 4.1
Video5 10900 117 12 9.8 6 2

GroupVideo 420 13 11 6.5 4.8 3.6
CarVideo 493 7 12.8 3.2 2.1 1

et al. (2014). We have stated our results as P1 and P2, where P1 is used to

represents the result of proposed approach for generating video synopsis while

considering the activity loss and occlusion cost normalized according to object

length as given in Equation 5.4 and Equation 5.7. The P2 represents the result of

proposed method for generating video synopsis with interaction preserving criteria.

The proposed method achieved low condensation ratio in comparison to other

methods in analysis. The average condensation ratio we obtained is between 2.1 to

7.7 for a typical video having 10 to 17 tubes with no activity loss, with an occlusion

of total 400 pixels between the tubes. We can further reduce the condensation ratio

by allowing some activity loss and an increase in pixel overlapping.

Figure 5.4, 5.6, and 5.5 are used to represent the frame sequence from three synop-

sis videos. Here frame sequence in Figure 5.4 shows the frames having cars in the

compressed domain from a synopsis video. Figure 5.5 and Figure 5.6 shows frame

sequence form synopsis videos depicting simultaneous presence of persons. In all

these examples bounding box is used to represents the pixel region belonging to

objects. Figure 5.6 show sequence of frames by representing the pixels belongs to

the objects using bounding box. The path of the objects in original video is also

shown as the trail of points.

5.1 Video Indexing

There is an application of video synopsis that is known as video indexing Rav-

Acha et al. (2006). In video indexing, every object is marked with its actual time

of appearance in the original video. In a video synopsis, the spatial and temporal

information of an object is lost. Sometimes it is required to have a time stamp of



Chapter 5. Video Synopsis 91

Figure 5.4: Four frames from resulting synopsis video generated from car video.
It shows simultaneous occurrence of several car occur at different time instance
in original video.

Figure 5.5: Four frames showing activities in synopsis video as individual persons
also persons present in group in original video. The resulting synopsis video is
generated from video3.

an object appears in the original sequence. Video indexing is an effective way of

selecting activities happened during a particular time duration.

While considering the video indexing, when we select an object in video synopsis

it redirects us to the original frame sequence assigned to that object as an index.

It is required to store the corresponding original frame sequence with each activity

present in a video synopsis. In this work the region belonging to each object in

a frame is mark as a bounding box. By selecting this region in a synopsis frame,

it takes the user to the position in the original video where the corresponding

object occurred. It can also be used for generating the activity belonging to the

individual object.

The activity related to an object in a video is considered as motion structure.

Tubes of different objects are segmented out by separating the motion structure

of distinct objects using multiple moving object detection and tracking methods.

A three tuples structure represents an indexed object also termed as a tube. In
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Figure 5.6: Sequence of four frames from synopsis video generated for video5.
The path of objects are shown as trailing points and bounding box representing
the region belongs to an object.

video analysis based applications, tubes of distinct moving objects are the primary

processing components. Here we represent a tube as Ai for an object i, and three

tuples represent motion structure of this (i, f, b). Where i represents the index

assigned to an object when it first appears into the frame, f represents original

frame number, and b is used to store the bounding box as b = {x1, y1, x2, y2} of

the region belonging to the object. Where x1 and y1 are the location of the top

left corner of the bounding box and x2 and y2, represent the position of the right

bottom of the bounding box. The bounding box helps in finding the location of the

object in a particular frame. Each tube Ai is a union of bounding boxes belonging

to object i represented by bi from frame j to frame k as given in Equation 5.9.

Ai =
k⋃
f=j

T(i,f,bi) (5.9)

where the object i is tracked between frame number j to frame number k. Fig-

ure 5.7(b) gives an example of the segmented region belonging to two targets. A

tube belongs to an object contains the information about the region it belongs to

the sequence of frames. The primary processing is performed over the set of pixels

belong to the object. As shown in Figure 5.7(c) an array is required to store the

set of pixels belongs to each object. Maintaining the pixel information related to

each target increases memory requirement and also make system computationally

inefficient. To make system memory efficient and computationally effective only

the coordinates of a bounding box are stored in an array instead of storing the set

of pixels belonging to a target. The representation of segmented object is depends

upon the problem domain. For example, point based tracking or flow segmentation

of moving object required the information about centroid of bounding box only
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Figure 5.7: (a) Original frame sequence, (b) Foreground segmented frame
sequence, (c) Set of pixel belongs to the first moving object, (d) Set of pixels
belongs to the second moving object.

as shown in Figure 5.8. It keeps coordinates of the centroid of multiple bounding

boxes corresponding to each object present in a frame as shown in Figure 5.8.

In Figure 5.8 array is represented as a structure that contains coordinate values

of object centroid for five consecutive frame sequences. The structure of frame

number 160 is storing the location of three objects in an array.

The video indexing step requires the location and segmented region of an indi-

vidual object across the frame sequence in the original video. This information

is maintained by assigning an array to store the coordinate of bounding box of

each object as shown in Figure 5.9. By keeping the information in this manner,

it becomes easier to segment activity of individual object. Also, while generating

the video indexing, this structure helps in redirecting users to the section where

the object appears in the original video. Figure 5.10 shows a sequence of four

frames from synopsis video. A frame number labels each object. It represents the

frame where that object is belonging in the original video. It is used as indexing

of object by redirecting the user to corresponding marked frame in the original

video. Figure 5.11 frame sequence from synopsis video by assigning time stamp

as an index to each object. The time stamp is representing the occurrence of the

object in an original video.
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Figure 5.8: Array representation of multiple objects present in five consecutive
frames. It shows coordinates of the centroid value of multiple bounding boxes
corresponding to each object present in frame sequence.

5.2 Activity Analysis

One of the most important applications of video synopsis is activity classification.

As we have already segmented the activities of an individual object in the form of it

motion structure tube, it can be applied to classification of activities. By applying

the information from video indexing, the activity classification is performed as an

extension of this work and the synopsis comprising specific activities is produced.

Automatic activity classification methods from videos for production of metadata

is of grave importance for indexing of videos and activity specific segmentation.

It may aid in effective indexing of online videos for efficient browsing Chen et al.

(2015) and retrieval of high-quality video synopsis, thereby enhancing user expe-

rience Money and Agius (2008a). In this work, various parameters are explored

for their efficacy in detection of events in videos that are notably significant. The

motivation for our work comes from recent attempts of video synopsis generation

by analysis of key activities that are present in videos. We make our contribu-
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Figure 5.9: Structure containing the information of an object across the frame
sequence of original video. It stores the location of each object in a frame as
bounding box and centroid of that bounding box.

Figure 5.10: Frame sequence from synopsis video assigned a frame number to
each object. The frame number used as indexing of object in original video.

tion to this research stream by depicting detecting activities implicitly coherent to

events that are of importance in videos. To the best of our knowledge, our work is

a pioneer in studying the relationship between abnormal activities and significant

events information present in the video.

Although the existing approach of video synopsis works well in condensing ac-

tivities present in video over space, they do not differentiate normal and signifi-

cant movement found in the video. While going through the various surveillance

videos, it is observed that the particular portion of the video possesses vital in-

formation such as information exchange, accidents, theft, and other important

activity. This work presents an automatic approach of condensing the specific ac-

tivities in surveillance video by considering the spatial and temporal relationship

between them. In this work, we aim to generate the synopsis of the parts in a

video that is seen as interesting. To this end, we interpret and discuss the ability
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Figure 5.11: Frame sequence from synopsis video assigned a time stamp to each
object. Here, time stamp is used as indexing of object in original video.

of computational techniques to spot these interesting events automatically.

The main advantages of detecting important activities using our method are that

it is efficient, generalizable as well as scalable. Most of the existing approaches

are content based and comprise of expensive extraction of audio visual features

followed by machine learning for estimation of their importance level Grabner et al.

(2013); Gygli et al. (2014); Ito et al. (2012).

Our approach is computationally efficient in comparison to Grabner et al. (2013)

which is appearance based, and requires computation of object structure while we

work on the object size that reduces the dimensions, additionally, we have the

knowledge of object size and its speed pre-computed (tracks have been already

segmented in tracking), which is used in object classification.

Further, our method preserves interaction between objects, so it maintains infor-

mation intact that is a crucial part in generating synopsis. Last but not the least,

it applies to any video genre since generic criterion is chosen for making assump-

tions about activity importance, unlike most previous works Kim et al. (2014);

Mazloom et al. (2015) which are content driven.

5.2.1 Important Activity Model

Our implementation of activity classification, segments object motion structure

using moving object detection and tracking and several features are extracted

from the accumulated information. This section describes our procedure in detail.
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5.2.1.1 Hypothesis on Abnormal Activity

Following hypothesis is formulated for an abnormal activity of user: When a user

is following normal behavior, no significant movement will occur in the video

content. On the other hand, when a user starts to deviate from the average

normal behavior on the video, it will be the indication of an important event. We

consider these movements when collecting activities to be included in the synopsis,

which we describe below. Normal Activity Collection: Features are selected

for recording the average normal behavior of the objects throughout the video

session. Session starting and ending corresponds to the user entering a specific

region in a video and leaving that region respectively in the video.

Processing of the data performed as follows:

1. During video playing, comparison of current activity is made with the normal

one.

2. If there is a change in energy, the event registration is done as “important

movement”.

3. Otherwise, the event registration is done as “normal movement”.

Conversion of all instances to their average value within that particular video

is done to ensure important events are not associated with any particular genre

which results in a global representation of important events. Computation of the

final important activity score is done by combining scores obtained using differ-

ent features. The considered features are linearly combined to obtain the final

interestingness score.

5.2.2 Notation and Preliminaries

An introduction is provided here about the notations and general structure used

throughout the thesis for the ease of understanding. The state vector S of all

N targets in a sequence of F frames consists of the three tuples structure as

explained in section 5.1. The various notations used in the thesis are summarized

in Table 5.3.
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Table 5.3: Notation used in activity analysis.

Symbol Description
S State of all targets in all frames
Si State of target i in all frames i.e. {Ci, si, ei}
Ci Location of target i in all frames
Ct
i Location of target i in frame t i.e. {xti, yti ,W t

i , H
t
i}

xti Minimum x coordinate of target i in frame t
yti Minimum y coordinate of target i in frame t
W t
i Width of target i in frame t

H t
i Height of target i in frame t
si Start frame of target i
ei End frame of target i
F,N Total number of frames and targets

5.2.3 Continuous energy model

Energy minimization methods have gained popularity in applications in a way or

other. In general, a function is set to determine cost/energy of possible solutions,

and afterward, lowest cost state is approximated. This feature is in many ways in

relevance to the application under consideration.

Two problems are associated with video/image processing applications:

1. Robust models are required for noisy input data;

2. Capturing all relevant features of actual real time situations for obtaining a

function that is an accurate representation of the actual results in a highly

complex function.

The second alternative is explored in our work in the analysis of surveillance videos

for detecting activities of multiple objects. The function of energy is proposed

which has been developed emphasizing on a precise description of various spatial

and temporal features. This approach is particularly successful in analysis of

situations having multiple targets.

Our energy function is a linear combination of five individual terms:

E = EPer + EReg + Espatial + EInteraction + EDyn (5.10)

where EPer denotes the energy term assigned to each track on the basis of its

closeness to boundary region. It ensures that only those tracks are considered as
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activities that satisfy the condition of significant tracks given in Equation 5.11. It

is used to keep solution closer to the tracking observations. EReg represents the

energy belongs to the track of significant length as given in Equation 5.12. It is

used to enforce physical constraints. Usage of energy term EReg is for capturing

the temporal information of different objects for unambiguous object motion. The

term Espatial represents the energy that depends on the size of the object which

captures the variation in object size from average object size. The energy of

interaction EInteraction is used to keep a record of the important activity sections

in video and EDyn is used to provide a generic solution by assigning the energy to

objects proportional to the variation in velocity. Figure 5.12 illustrates the model

of binary classification of a track as important activity.

Figure 5.12: Our model for binary classification of a track as normal or
important activity using multiple instances of different features.

5.2.4 Important Activity Tracking Model

The focus of our work is on moving objects as activity targets. The dynamic

behavior term is used to converge trajectories towards normal observations. The

selection of reliable track is done by applying the boundary condition over starting

and ending location of track i i.e., over si and ei.

5.2.4.1 Significant Tracks

There can be fragmentation of a track or a track may terminate abruptly in the

middle of the tracking area if there are missing evidence. For example, trajectories
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starting and ending along image borders or a predefined perimeter are shown in

Figure 5.13.

Figure 5.13: (a) Depiction of persistent tracks satisfying boundary conditions.
(b) Fragmented tracks are not to be considered to be included in the synopsis
video.

In the tracking area, a sigmoid having center on the border is used to keep the

term smooth and robust and smooth:

EPer(X) =
∑

i=1,...,N,t∈(si,ei)

1

1 + exp(−q × b(X t
i ) + 1)

(5.11)

where b(Xs
i ) and b(Xe

i ) measure distance of first and last known location of ith

target respectively to the border that is closest in the tracking area; and the

parameter q is used for representing the thin entry margin. This is set to q = 1
s
,

where s represents target size.

There is a need for a regulator for preventing insignificant or incomplete tracks

to be excluded from the synopsis as fragmented tracks are not considered as use-

ful information. In order to attain this, the incomplete targets are penalized by

imposing criteria over starting and ending of a track. The inclusion of trajectory

length in significance term provides better performance, and many short track

solutions are less likely. These two terms are combined to compute EReg(X)

EReg(x) = Lengthx × φ (5.12)

Where Lengthx represent the length of a track as given in Equation 5.5 and φ is

used to assigned weight to each track with respect to their length. The range of

φ is 0 to 1. The weight of the φ can be adjusted individually for accommodating

trajectory length importance. Empirically it can lead to a slight improvement in

performance on some video sequences. For our experiments, it has been set to
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1, with the premise that, keeping less number of parameters expedites: searching

better parameters while avoiding fitting.

5.2.4.2 Spatial Classification

2-Dimensional object classifier segments objects in an image based on a division of

a scale defined by a single measurement feature, in units defined by user-specified

spatial calibration. An adaptive spatial measurement attribute is used for classifi-

cation of the uncommon object. The system is trained with an initial sequence to

set the range for the specified measurement attribute or a previously saved input

file can be loaded to enter the scale limit values within the input fields automat-

ically. The output (fully automatic) from this object classifier includes the mean

and standard deviation of measurement values for all objects for a given region,

with a segmented object, analyzed according to its assigned classification. Fig-

ure 5.14 illustrates an example of an image analysis using this 2-D object classifier

performed according to the size (area) of an object.

Figure 5.14: (a) Frame with same size objects showing normal activity. (b)
Segmented objects marked with the red color having a size greater than mean
object size. (c) A segmented object marked with the red color having a size
smaller than mean object size.

Due to the more consistent appearance of targets in the image, we focus on the

target size models and use them for object size normalization of all objects. To

obtain a target size sample, the user can use the region based segmentation to

add an object model at the desired location in the image such that the camera

perspective effect at that image location is properly approximated.

The specified object size sample is denoted as Om, m ∈ [1, N ], where N is the

total number of object size samples. For effectiveness, it is required to specify at
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least five samples across the image. Once the system segments sufficient object

size models, the predicted size distribution of image sequence is initialized by

interpolating the specified size of samples. Given a video sequence, its predicted

mean object size is denoted as S computed as,

S = (1− α)S + αOi (5.13)

where α is used to control learning rate of mean object size S. Variance is calcu-

lated as

σ2 = (Oi − S)2 (5.14)

To classify objects according to their scale feature each object size is compared

with mean object size and if the difference is more than 2.5× σ it is considered as

abnormal.

5.2.4.3 Temporal Features

We considered evidence arising from per-object velocity. Average velocity of each

object in each time segment (T ) is estimated. Temporal descriptors are constructed

for each tracker at time t for an empirically chosen fixed length duration T =

[t− 31, t+ 32] (roughly 2 seconds ≈ 64 frames).

Each segment of a track is classified independently. The velocity of moving object

in the sequence frames is defined in pixels/second. We determine the velocity of

an object over a segment of 64 frames so that for different positions of a frame

we have a separate feature value to compare with. As an object may change its

velocity over various regions of a frame, we divide the frame into segments to

compute object velocity for each segment individually. The temporal features is

represented by EDyn.

5.2.4.4 Interacting Object Tubes

Interaction in between the objects is a crucial aspect when tracking and analyzing

behavior of multiple targets. In our model a continuous weight is applied to

configurations where two targets come too close to each other as:

d(Xi, Xj) =
F∑
t=1

N(t)∑
i,j 6=i

‖ X t
i −X t

j ‖
2

(5.15)
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where d(Xi, Xj) represent the distance between track i and j. X t
i and X t

j is used

to denote the location of track i and j in frame t respectively.

The difference between the overlapping spatial tubes is considered here as the

indication of intersection between the objects in an original video. We find the

interaction between tubes by measuring the difference between tubes as given

below in Equation 5.16.

EInteraction(Xi, Xj) =

0 if d(Xi, Xj) => k ,

k − d(Xi, Xj) otherwise
(5.16)

Here k is taken as 25 which means that the tubes are considered as interaction if

they are 25 pixels apart. The tube X having EInteraction(Xi, Xj) other than 0 is

included into the synopsis of important activities.

5.2.5 Important Activity Scores

The important activity score is calculated by averaging the values obtained for each

term explained in Equation 5.10. Each value for corresponding activity criteria

is first normalized to have zero mean and one standard deviation. To classify

each activity as important or normal a threshold is applied to the average of

this normalized score. A non-zero value belonging to any of the energy terms is

considered as an important activity and added to synopsis video.

5.3 Summary

An approach to generate video synopsis of surveillance video is presented in this

chapter. While existing methods condense activity in the video using shifting of

object tubes over time and space, they do not maintain interaction between the

objects.

The interaction between object tubes was calculated using distance measure and

there after those tubes were merged. The cost function for activity loss and oc-

clusion is computed for energy minimization problem. A weighted average of the

cost function is taken to compute participation of each object. The experimen-

tal results generated by the proposed approach over the different video sequences
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provide promising results. This chapter also explains an array representation of

object motion structure. This structural information is used for video indexing.

Furthermore, an automatic approach to generate video synopsis of important ac-

tivities present in the surveillance video is also explained in this chapter. We

presented a procedure for motion trajectory-based statistical modeling and classi-

fication of activities captured from any form of object tracking. The strength of

this technique is its robustness and independence from a video specific category.

In the next Chapter 6 we conclude the thesis.



Chapter 6

Conclusions and Future Work

This thesis work presents a step towards a better integration of functional stages

in generating synopsis video. In this research work, we study various state-of-art

methods used in the different stage of synopsis video generation and find their

limitation in various challenging environments. Further, we formulate techniques

which aim to generate better synopsis by optimizing results at each step. These

techniques can be implemented in any language that supports image processing,

and it is not prescriptive of any particular platform or tool.

In this Chapter, we present the summary and conclusions drawn from our research

study and the possible improvements as future work to extend this work.

6.1 Summary of The Work

In Chapter 2, a detailed literature survey of existing work for different functional

blocks in synopsis video generation technique is provided. The chapter explores

the various challenges present in the complete process of video synopsis. It also

addresses the limitations of the widely used methods for each of these phases.

The chapter illustrated the current video-based activity analysis techniques in

multidisciplinary research such as surveillance systems, border security, activity

classification, etc.

In Chapter 3, we described the various applications and necessity of moving object

detection in video analysis system. The complete description of the background

subtraction model for moving object detection has been presented. This chapter

further introduced the detailed description of basic Codebook model for foreground
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segmentation. The observation also brought in focus that learning parameters used

in this model can be made adaptive for getting better accuracy. An improved

Codebook model is implemented for foreground segmentation with a dynamic

background. This chapter also reported the comparative analysis of our technique

with state-of-the-art methods.

In chapter 4, we employed the procedure for multiple object tracking to achieve

better performance than the existing methods in challenging environments like

crowded sequence and miss detection. The procedure starts by proposing a cou-

pling technique between point based and appearance based tracker. Motivated by

object detection and tracking studies, a target specific multiple instance appear-

ance model is developed for a particular scenario where only a portion of an object

is visible.

Chapter 5 concerns with the final process of generating synopsis video. The process

of implementation of the methodology describes the activity cost and collision costs

as decision criteria of smoothness of resulting video. Furthermore, the chapter

showed the functionality and usability of the our implementation for the efficient

and fast retrieval of stored information.

In this chapter we also explored the methodology and the technique that is used for

generating video indexing. Video indexing is performed by representing the motion

structure of an object as an array. Further, we have formulated a method for

activity classification by trajectory analysis. The event classification is performed

via similarity measure with normal behavior. The normal activities are modeled

as a set of features defined for each spatial, temporal, consistency and interaction

behavior. Our techniques can be applied to any surveillance video and does not

limit to specific video class.

6.2 Conclusions

In this work, we present an efficient system to generate synopsis video. We have

explored different phases involved in the generation of synopsis video and opti-

mization is performed over each step.

The major contributions of our research work can be summarized as follows:

1. We have found that the task of moving object detection and segmentation

remains challenging when there are moving/changing a background, varia-
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tion in illumination, shadow effects and multiple moving objects (crowded

sequence). Codebook model is a widely used pixel-based background sub-

traction method for segmenting moving object. However, it often engenders

erroneous positive results in the case of a dynamic environment. We formu-

late an adaptive multi-layer codebook model for foreground segmentation in

a video by implementing the improvements in basic codebook model. Our

method gives better results than standard codebook model by achieving high

values of precision and recall.

Following implementations obtain these improvements:

(a) Adaptive weights assigned to each codeword used for deciding the thresh-

old for deleting or shifting codeword category between layers.

(b) Adaptive decision threshold is calculated to overcome challenges intro-

duced due to background dynamics.

(c) A Layer is added to maintain information about static uncovered back-

ground which helps in eliminating false positives termed as ghost region.

(d) Random neighbor selection policy is used in spatial context to avoid

processing overhead in matching codewords using a 4-connected neigh-

borhood for deciding foreground pixels.

(e) The cone-shaped color distance measure instead of the cylinder based

color distance measure is used which helps to achieve better accuracy

against illumination variations due to normalization by σ. Our method

achieves an overall better performance when compared with other state-

of-the-art methods.

2. We have found that feasible solutions are available for addressing the robust

tracking of the single target. However, simultaneous analysis of multiple tar-

gets motion structure in a video stays as one of the most challenging tasks in

computer vision. The accuracy of different tracking methods reduces in sit-

uations like object with random movement, an interaction between objects,

scale variation, and occlusion. To achieve high performance in multiple ob-

ject tracking, we have applied following enhancement:

(a) We have presented a coupling procedure between data association and

target specific appearance based tracker for multi target tracking, which

includes explicit occlusion reasoning and appearance modeling.

(b) It combines the outcomes of object detection with data association dis-

criminative tracking for estimation of promising particles, taking ad-

vantage of the often complementary nature of the two sub problems.
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(c) Prior estimation of the particle through detection introduces sparse

natural behavior in selection. We use particle filter-based tracker with

color and gradient as a feature to map posterior state to calculate the

distance between reference particle color histogram with particles be-

longing to current observation.

(d) Our coupling based tracking approach enables us to model the motion

structure of target that helps in driving heuristics for the likelihood of

appearance using non-maxima suppression.

(e) By incorporating detection result in generating proposal distribution

also reduces the chance of selecting particles from background region

and distributing them around target region.

(f) The coupling procedure is characterized by a small number of false

detection, significant reduction in identity switches and joins segmented

trajectories. Furthermore, in a less crowded environment when targets

are well separated only data association can achieve competitive results

that lead to low computational complexity.

(g) Quantitative and qualitative results on benchmark video sequences show

that our coupling model surpass state-of-the-art methods used for mul-

tiple moving object tracking.

3. Traditional video analysis methods generate a summary of day long videos,

but maintaining the motion structure and interaction between objects is a

grave concern to researchers. In this work:

(a) The interaction between object tubes was calculated using distance

measure to merge the tubes.

(b) The cost function for activity loss and occlusion is computed for energy

minimization, where a weighted average of the cost function is applied

to identify participation of each object.

(c) The experimental results generated by our method over the different

video sequences give promising results.

4. We have used the information from multi-object tracking step in generat-

ing the array representation of object motion structure. This structural

information is used for video indexing. The reason behind using this array

representation is low memory requirement and faster access. While storing

the pixels values belonging to each object in a video require a lot of memory,
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we represent the location and frame number of an object in an array, which

saves a lot of memory.

5. Although the existing approaches of video synopsis work well in condensing

activities present in video over space, they do not differentiate normal and

important movement found in the video. While going through the various

surveillance videos, it is observed that the particular portion of the video

possesses vital information such as information exchange, accidents, theft,

and other important activity. In this work, we have presented an automatic

approach of condensing the specific activities in surveillance video by con-

sidering the spatial and temporal relationship between them.

We have implemented a effective procedure for motion trajectory-based sta-

tistical modeling and classification of activities captured from any form of

object tracking. The strength of this technique is its robustness and inde-

pendence from a video specific category.

6.3 Limitations and Future Work

There are many current research opportunities and new challenges open with this

work for future action. The techniques implemented in this work for different

stages of video synopsis can be used as basic building blocks for many video anal-

ysis tasks. In continuation of the above research work done, some of the future

research perspectives are as follows:

• In our method we generate multiple codewords for each pixel to represent

background model. Any background pixel may have shared some similarity

with its neighboring pixels. Incorporating similarities of neighboring con-

nected pixels can be a significant extension of our work.

• For dynamic background, it can be a challenging task to generate background

model due to uncertain variations in spatial geometry. Pyramid based code-

word matching scheme can be a possible solution to overcome this.

• Object detection can be coupled with tracking task instead of treating them

independently to counter miss detections occuring due to occlusion.

• To improve the performance of tracking methodology, curve fitting mecha-

nism can be used along with the existing technique.
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• Tracking methods can be further extended for multiple camera tracking sce-

narios.

• A user driven query based event selection to classify important activities is

another attractive future extension.

• An interactive synopsis video can be a future direction in generating synopsis

videos, with the capability to select or query about a particular event using

touch screen monitors to increase user experience of event driven activity

analysis systems.
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Implementation of The Design

This appendix provides an introduction to the tools and software packages used

in this dissertation work. It also gives the detailed description of the program

implementation of methods proposed in previous chapters to understand the input

and output structure of various phases. The choice of Matlab as a programming

environment and functions used to implement multiple modules in this work is

given in this chapter.

This chapter details the design and experimental details of four module involving:

object detection, multiple object tracking, synopsis video generation and activ-

ity analysis. We preferred a four-level design in this work instead of a design

where only one stage implementation is performed. It gives us the opportunity to

optimize each module independently without affecting the others.

A.1 Platform Used

The implementation of the proposed methodology in this thesis is done in MAT-

LAB. MATLAB is preferred for experimentation because of the following reasons:

• A huge repository of built-in algorithms for image processing and computer

vision applications.

• Its interpretative nature allows you to test algorithms immediately without

recompilation.
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• The MATLAB Desktop environment, allows you to work interactively with

your data, helps you to keep track of files and variables and simplifies com-

mon programming/debugging tasks.

• The ability to read in a wide variety of both common and domain-specific

image formats.

• The ability to process both still images and video.

• The ability to auto-generate C code, using MATLAB Coder, for a large (and

growing) subset of image processing and mathematical functions, which you

could then use in other environments, such as embedded systems or as a

component in other software.

A.2 Toolbox Used

This work primarily deals with data in the form of video and images. For this pur-

pose, we have used mainly Image Processing Toolbox and Computer Vision System

Toolbox. Image Processing Toolbox provides a comprehensive set of reference-

standard algorithms and workflow applications for image processing, analysis, vi-

sualization, and algorithm development.

A.3 Description of Functions Used

Details of the functions used in the implementation of object detection are as

follows:

• videoFReader: vision.VideoFileReader(FILENAME) returns a video file

reader System object, videoFReader. The object can sequentially read video

frames and/or audio samples from the input video file, FILENAME. Every

call to the step method returns the next video frame.

• size: Return the dimensions of array. Mainly used to get the size of image.

• step: Advance simulation by one more step. To read next frame from video.

• min: Function returns smallest element in an array.

• max: Function returns largest element in an array.
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• cat: Concatenate array along specified dimension.

• xlswrite: write Microsoft Excel spreadsheet file.

• sprintf: Format data into string.

• imwrite: Write image into graphics file.

• imread: This function reads a grayscale or color image from the file specified

by the string filename.

• zeros: Create an array of all zeros.

• sqrt: This function returns the square root of each element of the array X.

• randi: This function returns an n-by-n matrix containing pseudorandom

integer values drawn from the discrete uniform distribution on the interval

[1,imax].

• histc: This function counts the number of values in vector x that fall be-

tween the elements in the edges vector (which must contain monotonically

nondecreasing values).

• struct: This function creates a scalar (1-by-1) structure with specified fields.

• load: This function loads the variables from a file into a structure array, or

data from an ASCII file into a double-precision array.

• insertmarker: This function returns a truecolor image with inserted plus

(+) markers.

• insertshape: This function returns a truecolor image with shape inserted.

A.4 Object Detection

This section provides the detailed description of program implementation related

to object detection. This procedure is used to implement the adaptive multi-layer

background subtraction method by implementing various improvements over fun-

damental codebook model. The detailed description of the proposed method for

background subtraction is given in Chapter 3. The dataset used for experimenta-

tion of moving object detection is given in Section 3.4.0.1. The parameters used

in this procedure are explained in Section 3.4.1.



Appendix 114

A.4.1 Pseudocode: Object Detection Using Adaptive Back-

ground Subtraction Technique

The pseudocode of proposed methodology used in this thesis for moving object

detection is given in Algorithm 4. The input for this program is video sequence

containing moving objects. The output is in the form of mask image of foreground

segmented object in corresponding frames in input video. The detailed description

of the methodology is given in Chapter 3.
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Algorithm 4 Object Detection Using Background Subtraction

Input: (Frame Sequence)

Output: Mask Image

Procedure: Adaptive Codebook Model

Training Phase:

Initialize Auxiliary Variables

MAX=7 % Max value of codewords in M

HTh=50 % Threshold to filter codewords from H

alpha=0.5; % 0.4 to 0.7

beta=1.3; % 1.1 to 1.5

tk = 100 %number of training frames

e1=15;

e2=25;

for Read 100 frames as t=1 to 100 of input video do

% Defining codewords structure.... considering their indexes as their

Cm codeword number : index 1 is C1 codeword, index 2 is C2 codeword.

so index m is Cm codeword

Initialize codeword tuples

l=cell(ht,wt) % total number of codewords in M of pixel(i,j)

v=cell(ht,wt,3,1) % [pixel(i,j)],[1=r,2=g,3=b],[1=pointer to codewords-set of

pixel-i,j]

Imin=cell(ht,wt,1) % Minimum Intensity Value

Imax=cell(ht,wt,1) % Maximum Intensity Value

f=cell(ht,wt,1) % Frequency of codeword

MNRL=cell(ht,wt,1) % lambda=Maximum Negative Run Length

p=cell(ht,wt,1)

q=cell(ht,wt,1)

colordist = cell(ht, wt, 1)

brightness=cell(ht,wt,1)

l(:) = 0; % initializing total number of codewords for all pixel to zero

%end of initialization of M

% FIND matching Cm

for 1 to L % search all codewords in M for match do

% BRIGHTNESS calculation

if Xtr ≤ IhighandXtr ≥ Ilow then

brightnessi, j, 1(i1) = 1 % TRUE

else

brightnessi, j, 1(i1) = 2 % FALSE

end if

UPDATION of Cm

if colordisti, j, 1(i1) <= e1)&(brightnessi, j, 1(i1) == 1 then

Update tuples belonging to the matching codeword in M

end if

end for

if No matching codeword found create new codeword then

li,j = li,j + 1 %incrementing total number of codewords

Set tuples for new codeword

end if

end for
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% Refined background model to remove foreground objects during training

Tu = tk
2

% Threshold: Half of the training frames

% Adding Codewords to the background model M having maximum negative

run length less than threshold value

for Each pixel find codeword assign in initialization do

for All codeword in M do

if (MNRLi, j, 1(m) <= Tu) then

% if λ(MNRL) is less than some threshold, then only allow it in M.

end if

end for

end for

%End of training

%This structure is final training data in M

%Multi-Layered Approach

%Define structure for another cache codebook H.

hl=cell(ht,wt)

hv=cell(ht,wt,3,1)

hImin=cell(ht,wt,1)

hImax=cell(ht,wt,1)

hf=cell(ht,wt,1)

hMNRL=cell(ht,wt,1)% λ

hp=cell(ht,wt,1)

hq=cell(ht,wt,1)

hcolordist = cell(ht, wt, 1)

hbrightness = cell(ht, wt, 1)

hl(:) = 0; % Initially number of codewords in H is zero
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FOREGROUND DETECTION STEP

fg = zeros(ht,wt) % output frame

for Read each frame in video after training frames do

for Read each pixel do

match=0 % Default value for match is zero.

I = sqrt(double((R ∗R) + (G ∗G) + (B ∗B)))

Call Procedure(RandomNeighborSelection)

Find matching codeword in M.

if Match found then

fg(i, j) = 1

update corresponding codeword Cn in M

else

Increase λ of non matching codeword

Find matching codeword in H

if Match Found then

Update lambda value in H

else

Create a new codeword % No match found

end if

end if

% move the cached codewords staying from enough time in H to M

for All codeword in H do

if Matching frequency is greater than threshold value then

Check if M is full

if Codebook M having codeword less than limit then

Add codeword to M

Update M

Update codeword tuple values

else

Delete codeword having Maximum negative run length in M

Add codeword to M

Update M

Update codeword tuple values

end if

end if

end for

for All codeword in H do

if Matching negative run length is greater than threshold value then

Delete codeword from H

Update H

end if

end for

end for

end for
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A.4.2 Pseudocode: Random neighbor selection

The procedure for selecting random neighbor is given in Algorithm 5. The detailed

explanation about random neighbor selection is given in Section 3.3.3.

Algorithm 5 Random Neighbor Selection

Input: (x,t,M)% x is input pixel, t is the frame number and M is background

codebook model at pixel x.

Output:Match

Procedure: RandomNeighborSelection

for each input pixel x at frame t, xt = (R,G,B), ‖x‖ =
√
R2 +G2 +B2 do

Find a matching codeword to xt in background codebook M

if found then

Match=1, then update the codeword

else

match=0

Select random(y) ∈ Nx

for each codeword in My do

Try to find match with xt

if found then

Match =1

end if

end for

end if

end for

A.4.3 Pseudocode: Uncovered background region

The procedure to include pixel into the uncovered background region codebook is

provided in Algorithm 6. This procedure is explained in Section 3.3.4.
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Algorithm 6 Identification of codeword belonging to uncovered background re-
gion.

Input: (x,t,M)

Output:Match

Procedure: UncoveredBackground

for each input pixel x at frame t, xt = (R,G,B), ‖x‖ =
√
R2 +G2 +B2 do

Find a matching codeword to xt in background codebook M

if found then

Match=1, then update the codeword

if freqm ≥ ThHigh then

for each codeword My ∈ {My|y ∈ Nx} do

Try to find matching codeword in My with xt

if found then

Add match codeword in uncovered background layer U .

end if

end for

end if

end if

end for

A.5 Multiple Object Tracking

The implementation details of online object tracking method is given in Algo-

rithm 7. The input for this procedure is the color image sequence containing

multiple objects need to be tracked and the mask image sequence generated by

the procedure is given in Section A.4.1. It generates the structure as an output

containing labeled object’s location as the bounding box in each frame. The de-

scription of the proposed methodology used for multiple object tracking is given

in Chapter 4.
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Algorithm 7 Multiple Object Tracking.

Input: (Mask image sequence, Original image sequence)

Output:Structure of labeled bounding boxes in each frame

Procedure: MultiObjTracking

1: for Read frame from input video do

2:

3: N = 400 % Number of particules

4: Nbins = 6 % Number of bins in each color domain

5: Nhist = 256 % Upper limit of Histogram

6: Bhattindex = 1 %Bhattacharya Index

7: Ni = 4 %Number of instance

8: %Interval of histogram

9: bin1 = (0 : range/Nr : range)

10: % Call Random Procedure to distribute particle over sample region

11: ranpixel1 = Procedure ranpix(Xmin1,Ymin1,H1,W1,N);

12: % Call procedure to compute histogram density over bins

13: C1 = Procedure ColorPDF(im, ranpixel1, Xmin1, Ymin1, H1, W1, N, bin1);

14: Compute Bhattacharya Coefficients of sample region

15: % Distribute particle over estimated position

16: ranpixel2 = Procedure ranpix(Xmin2,Ymin2,H1,W1,N);

17: % Call procedure to compute histogram density over bins

18: C2 = Procedure ColorPDF(im, ranpixel2, Xmin2, Ymin2, H1, W1, N, bin1)

19: %calculate bhattacharya coefficient for each sample set

20: for Each sample set i do

21: BhattCoeff(1, i) = BhattCoeff(1, i) +
√
C1(i, j) ∗ C2(i, j)

22: BhattDist(1, i) =
√

(1−BhattCoeff(1, i))

23: AvgBhattDist = BhattDist(1,1)+BhattDist(1,2)+BhattDist(1,3) %

Mean Distance of color domain

24: % Select x and y index for which there is minimum Bhattacharya distance

25: if AvgBhattDist < MinBhattDist then

26: Update parameters for corresponding sample

27: MinBhattDist = AvgBhattDist

28: MinXIndex = x

29: MinYIndex = y

30: Minranpixel = ranpixel2

31: C=C2;

32: end if

33: end for

34: Call procedure to display particle for illustration only

35: Procedure displayparticle(I,ranpixel,Minranpixel)

36: end for
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Algorithm 8 Distribute particle.

Input: (Mask Image, Xmin, Ymin, H, W, N)

Output:Index of random particle distribution

Procedure: ranpix

Procedure [randpixel]=ranpix(BW, Xmin, Ymin, H, W, N)

num=1

Count total number if pixels in segmented region and assign it to num

r = randi(num,1,N) % Generate N random particle from num

randpixel=pixellist(r,1:2) % assign pixel list to randpixel

Algorithm 9 Procedure to compute the color PDF.

Input: (Input image, Xmin, Ymin, H, W, N, bin1)

Output:Weighted color PDF

Procedure: colorPDF

Procedure [C1] = ColorPDF(im , ranpixel, Xmin , Ymin , H, W, N , bin1)

q=ranpixel; s=size(q,1); im=Z; im=im./256;

% Histogram without adding weight to histogram bins

C1 = histc(im2(:,:,1), bin1)

n=size(bin1,2);

C1=zeros(3,n-1)

a = sqrt((H/2)2 + (W/2)2)

c=[(Xmin+(W/2)) (Ymin+(H/2))]

f=0

for i=1:s % s is number of random particles do

r2 =
√

(q(i,1)−c(1,1))2+(q(i,2)−c(1,2))2)
a

% Distance between two bins

for j=1:3 % for color RGB do

for b=1 : n-1 % number of bins do

if im(q(i, 1), q(i, 2), j) ≥ bin1(1, b)andim(q(i, 1), q(i, 2), j) ≤ bin1(1, b +

1) then

C1(j, b) = C1(j, b) + (1− r22)

end if

end for

end for

f = f + (1− r22)

end for

C1 = C1
.f



Appendix 122

A.6 Synopsis Video Generation

The procedure implemented to generate synopsis video of tubes is provided in

Algorithm 10. This procedure takes structure t, input video sequence, and back-

ground sequence. Where structure t is generated as a result of procedure 7. The

explanation of complete procedure is given in Chapter 5.

Algorithm 10 Procedure to generate Synopsis Video

Input: (Tube Structure t, Input video, Background sequence)

Output:Synopsis Video

Procedure: SynVideo

Procedure synopsis()

% Generating synopsis by arranging each tube start from first frame.

global t

load moving object structure in t

global s

load moving object structure in s

% structure M is used to assign same track ID to objects with overlapping

bounding box

M=struct(’FrameNo’,,’Bbox’,[[],[],[],[]],’ObjectID’,[])

M=s

Orgvid= VideoReader(videoSeq2.avi) % Read Original Video

nframes=orgvid.NumberOfFrames;

[ , col]=size(s);

max=s(1,1).ObjectID(1,1);

for i=1:col do

[ , c]=size(s(1,i).ObjectID);

for j=1:c do

if s(1, i).ObjectID(1, j) > max then

max=s(1,i).ObjectID(1,j)

end if

end for

end for
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for o=1:max do

for i=1:col do

[ ,c]=size(s(1,i).ObjectID);

for k=1:c do

if s(1,i).ObjectID(1,k)==o then

bbox=s(1,i).Bbox(k,:);

frame=imread(’backgroundseq2.png’);

filename = sprintf(’SFrame’);

frame=imread(filename);

originalframe=s(1,i).FrameNo;

if originalframe <= nframes then

orgframe=read(orgvid,originalframe);

end if

x1 = bbox(1, 1)− 2

if x1 <= 0 then

x1=1

end if

if x1 > 704 then

x1 = 704

end if

x2 = bbox(1, 1) + bbox(1, 3) + 2

if x2 > 704 then

x2 = 704

end if

y1 = bbox(1, 2)− 2

if y1 <= 0 then

y1 = 1

end if

if y1 > 576 then

y1=576

end if

y2=bbox(1,2)+bbox(1,4)+2

if y2 > 576 then

y2 = 576

end if

for Y = y1 : y2 do

for X = x1 : x2 do

frame(Y,X,:)=orgframe(Y,X,:)

end for

end for

xcenter = bbox(1, 1) + bbox(1,3)
2

ycenter = bbox(1, 2) + bbox(1,4)
2

centroid2(SFrame,1:2)=[xcenter,ycenter]

pos = centroid2(:,1:2)

frame = insertMarker(frame, pos, ’*’, ’color’, color(o), ’size’, 2)

frame=insertShape(frame,’Rectangle’,bbox,’Color’,color(o));

filename = sprintf(’SFrame’)

imwrite(frame,filename)

SFrame=SFrame+1;

end if

end for

end for

end for
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Brutzer, S., Höferlin, B., and Heidemann, G. (2011). Evaluation of background

subtraction techniques for video surveillance. In Computer Vision and Pattern

Recognition (CVPR), 2011 IEEE Conference on, pages 1937–1944. IEEE.

Butt, A. A. and Collins, R. T. (2013). Multi-target tracking by lagrangian re-

laxation to min-cost network flow. In Proceedings of the IEEE Conference on

Computer Vision and Pattern Recognition, pages 1846–1853.

Chen, L., Zhou, Y., and Chiu, D. M. (2015). Smart streaming for online video

services. IEEE transactions on multimedia, 17(4):485–497.

Collins, R. T., Liu, Y., and Leordeanu, M. (2005). Online selection of discrim-

inative tracking features. IEEE transactions on pattern analysis and machine

intelligence, 27(10):1631–1643.

Czyz, J., Ristic, B., and Macq, B. (2005). A color-based particle filter for joint

detection and tracking of multiple objects. In Acoustics, Speech, and Signal

Processing, 2005. Proceedings.(ICASSP’05). IEEE International Conference on,

volume 2, pages ii–217. IEEE.

Dalal, N. and Triggs, B. (2005). Histograms of oriented gradients for human

detection. In Computer Vision and Pattern Recognition, 2005. CVPR 2005.

IEEE Computer Society Conference on, volume 1, pages 886–893. IEEE.
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