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ABSTRACT

The integration of highly intermittent and unpredictable distributed energy re-

sources increases the complexities in energy management system (EMS). There-

fore, the conventional control used in microgrid (MG) EMS is no more effective

and requires alternative control strategies that can cope up with the new dynamics

in the system. Adopted from computer science, a new distributed artificial intelli-

gence technique called multi agent system (MAS) can serve this purpose well due

to its inherent autonomous nature, scalability, flexibility, and adaptability. The

EMS in an MG is responsible for providing dispatch strategies for the generation

units requiring both the renewable and load forecast. Consequently, this thesis

preliminarily proposes a new three-layer multi agent architecture namely forecast-

ing and estimation layer, control and action layer and real time monitoring layer

for MG energy management. The forecasting and estimation layer in the proposed

system constitutes of different forecasting agents (PV, wind, and load), state of

charge estimation agent and the unit commitment agent. The real time monitoring

layer in the proposed system is deployed with a correction agent which provides

the real time correction information to the control and action layer where battery

agent and diesel generator agents are deployed. After receiving all the informations

from the different agents deployed in the proposed system the control and action

layer takes decision accordingly for the optimum utilization of each component

in the MG while satisfying the load requirements. The PV and wind forecasting

agents in the proposed system are developed by an adaptive neuro-fuzzy infer-

ence system (ANFIS) based forecasting model. The load forecasting agent in the

proposed architecture is developed by the proposed Bayesian Multivariate Linear

Spline (BMLS) model. The performance of proposed MAS based MG EMS mod-

eled in a new platform called Stateflow has been evaluated by developing different

scenarios considering resource fluctuations and load variations. The simulation

results demonstrate the effectiveness of the proposed architecture in optimum uti-

lization of each component of the MG. Later, this work is further extended and

developed a MAS based EMS with self-healing capabilities by employing a four-

layer multi agent concept. The first three layers in the system are same as in the

preliminarily developed model, and the fourth layer is fault detection and action

layer that facilitates the self-healing capability in the proposed MG. The perfor-

mance and the applicability of the proposed architecture are tested by simulating

the faults at different locations in the system.
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Chapter 1

Introduction

1.1 Motivation for the Present Work

A microgrid (MG) consists of a cluster of loads and DGs operating as a single

controllable entity that can be operated independently or in conjunction with the

main grid to supply power to its local area and act as a small building block of

a smart grid [1]. The grid-connected mode of operation of an MG can help to

enhance the reliability, efficiency and reduce emissions in the power system. On

the other hand, the islanded microgrid is an alternative way to electrify remote

areas by the utilization of distributed renewable energy resources and avoiding the

erection of new power lines[2, 3]. The addition of new renewable energy resources

increases the complexity and changes the dynamics of the system due to highly

intermittent and unpredictable nature of DERs. Accordingly, the control strategies

for energy management that have been used in past decades need to be replaced

with modern control paradigms and control techniques for smooth operation of the

system [4, 5]. The energy management system (EMS) in a microgrid is responsible

for maintaining the demand-supply balance and also for ensuring the flexibility,

reliability and power quality of the system.

Initially, most of the researchers in the field of microgrid energy management

system are concentrated on conventional EMS, i.e., centralized control schemes.

In the centralized scheme, a microgrid central controller is used to optimize the

economic power dispatch for DERs and storage system [6, 7]. As the number of

components in the microgrid increases, the central controller faces certain issues

like requirement of large measurements and it also increases the complexities in

solving the optimization problem. Another major concern with the centralized

1
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scheme is the chance of single point failure in the system that can lead to a complete

system failure which questions the reliability of the system [6]. Although the design

of a practical centralized MG controller can be achieved with expert systems and

heuristic algorithms, it does not guarantee the flexibility and scalability of the

system [8, 9].

When compared to centralized management, the distributed control for microgrid

energy management system is less complicated and more vigorous [10, 11]. The

components of distributed management are treated as a module having enough in-

telligence to provide the control calculations and actions. Also, the control modules

in the distributed management help to fulfill the requirements of other modules

as well as reduce the communication and computation burden [12]. A Distributed

Artificial Intelligence (DAI) technique called Multi Agent System (MAS) has the

aforementioned capability to solve an extremely difficult problem by breaking it

into simple subproblems and solving them in a distributed way. These inherent

properties of a MAS enable the researchers to think of control of microgrid in coor-

dination with MAS to meet dynamic load variations in the presence of intermittent

and unpredictable DERs.

1.2 Research Background

As evident from the survey of recent literature, researchers in the domain of power

systems are shifting towards the implementation of multi agent systems for MG

energy management. A detailed review of MAS applications in the electrical power

systems can be found in [13, 14]. Reference [15] demonstrated a system consti-

tuting a DER agent, energy storage system agents and load agents and presented

MG real-time operation with MAS in grid-connected and islanded mode for man-

aging the DER and loads. During islanded mode of operation, a MAS that can

minimize the operational cost and amplify the local DG power generation of MG

subjected to system and unit constraints was developed in [16]. In [17], the authors

introduced an intelligent interconnection agent that can purposefully disconnect

and reconnect main grid in accordance with the grid status to resolve the issue

of undesirable overcurrent transients because of the connection and disconnec-

tion of MG during grid failure in the presence of high penetration of DER. The

authors also demonstrated the simulated and experimental results. In [18], the

authors have presented management and control strategies for an integrated hy-

brid energy system with a multi agent system. A multi agent approach to solve
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the energy imbalance problem, and also to promote the resource sharing between

different MGs have been reported in [19]. A distributed management of MG with

MAS can be found in [20], in which the authors have represented each component

in the system as an agent with particular functions that can either maximize DG

output or surplus load or both. A multi agent based grid control for maintain-

ing the adequate power balance in dynamic system conditions can be found in

[21]. The real-time operation of the MG that focuses on generation scheduling

and DSM with a MAS was presented in [22]. In [22], the authors developed a

scheduler coordinator agent having the task of real-time and day ahead scheduling

and DSM agent having the task of load shifting and curtailment whenever possible

and required. By developing multiple levels of agent architecture namely bottom

level, intermediate level control agents and top-level energy management agent, a

MAS based hybrid control scheme for improving the environmental and economic

benefits and ensuring secure voltage can be found in [23]. A two-level hierarchical

distributed control scheme based on MAS for enhancing the security and stability

of MG can be found in [24]. The authors of the cited work developed upper and

lower level agents having the goal to develop the switching control strategies for

enhancing the MG security and decentralized continuous control for guaranteeing

stability respectively.

In [25], an agent based control strategy was developed for an islanded MG, and

it was shown that the load requirement can be satisfied with the output power

produced by DGs. A MAS based pinning based control strategies for autonomous

MG were introduced in [26]. In [26], only a fraction of the pinned agents was

controlled directly by feedback controllers and the distributed communication cou-

pling among the pinned agents enables the MAS synchronization with all other

DG agents. A fully distributed control that avoids the requirement of the central

controller and complicated communication topology and also enabled the plug

and play capabilities are highlights of the work. A dynamic energy level balanc-

ing strategy between storage devices for improving the frequency and reliability

in a droop controlled MG can be found in [27] in which the authors utilized the

multi agent cooperative control in a distributed manner for achieving energy bal-

ance. While accounting for the local information, a MAS based EMS is designed

in [28] for stable operation of MG at high altitude. Also, a MAS based approach

for the distributed energy management of microgrid can be found in [29]. The

authors in [30] proposed a multi agent control concept by utilizing heuristic intel-

ligent optimization for minimizing power consumption and attaining a high level of

comfort in a smart building. Intelligent control and management for smart energy
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efficient buildings can be found in [31]. Authors in [32] developed distributed co-

ordinated control strategies based on multi agent system for large power systems.

For satisfying the requirement of a remote area, an autonomous polygeneration

microgrid concept was introduced in [33]. Wherein the authors used grey predic-

tion algorithm along with multi agent system for intelligent energy management.

For a grid-connected microgrid, an agent based energy management system using

improved genetic algorithm was presented in [34]. The authors in [35] have pro-

posed a self-organizing agent based framework for resolving the basic control and

monitoring problems of an MG. A MAS based optimal MG control using fully

distributed diffusion strategy is presented in [36], in which the authors adopted

an optimization based MAS for the economic dispatch of DERs. The authors in

[37] introduced a fully distributed online optimal energy management solution for

smart grids with the help of a MAS. A two-level architecture for DER manage-

ment for multiple MGs using MAS can also be found in [38]. The authors in

[39] demonstrated a MAS control strategy that can enable the transition of an

MG from the grid connected to the islanded mode in response to a fault that

occurred in the system in the simulation environment. All the aforesaid research

concluded that MAS based EMS could yield better efficiency and can also manage

complex DGs efficaciously due to the competence of MAS that can give numerous

key advantages to the system as proclaimed in [11, 33, 40].In [41], the authors

suggested that distributed coordination can be implemented by utilizing a MAS

with distributed energy system and should be coupled with hardware to find the

entire agent based solution for distributed energy resource management. Also, the

authors have suggested that more intelligent MG operation can be achieved by in-

corporating load forecasting, Renewable Energy Source (RES) power production

forecasting, resource scheduling and DSM into the MG modeling in future. Also,

most of the research mainly addressed the energy management functionality for

MGs by utilizing the multi agent system. However, the self-healing capability is

equally important in case of a smart MG for flexible and resilient operation during

an outage. A scanty amount of research in the field of MG energy management

with self-healing capabilities has thus been found.

1.3 Literature Review

The power system is presently experiencing vital changes: it is advancing from a

centralized structure to a decentralized one, primarily because of the enormous

advancement of distributed renewable energy sources, so future power system



Chapter 1 Introduction 5

obliges new control strategies. These systems must have the capacity to with-

stand new requirements, for example, the exceedingly disseminated nature, the

irregularity of renewable energy sources and the restricted data transfer capacity

for communications. Multi Agent Systems (MAS) have attributes that meet these

prerequisites. A certain degree of distributed or collective intelligence can be ac-

complished through the connection of these agents with one another, participating

or contending to achieve their objectives. This section introduces the outline of

the fundamental ideas of MAS and its different platforms. Also, it provides a

comprehensive survey of the power system applications in which MAS technique

has been applied. For each power system application, technical details are also

discussed. This section also details the review of forecasting models used for PV,

wind and load forecasting.

Agent based frameworks have been actualized in the field of power system engi-

neering, having been deployed as a new approach for control and coordination in

the recent years. Adopted from the computer sciences, the wide utilization of agent

based innovative applications in this specialized area has brought about an uncer-

tain use and requires an elucidation over the thoughts pertaining to on ”Agents”

and ’multi-agent systems’; this is especially apparent in the current smart power

system research projects. The properties of agents’ adaptable self-sufficiency, re-

activity, distributed nature have been exploited to justify the utilization of agents’

innovative ability to solve problems as diverse as Distribution System Manage-

ment with DGs, Electric Vehicle Management, Energy Management System and

Control, Generation Expansion Planning, Micro Grid, On-Line Transient Stability

Enhancement, Fault Detection, Protection and Self-healing and many more related

to electricity market and Smart Grid. Besides this, the innovation is developing to

the point where the first MAS frameworks are currently being relocated from the

lab to the utility, permitting industry to accelerate involvement in the utilization

of MAS furthermore to assess its viability [42].

Although it is not mandatory to blindly implement Multi Agent System (MAS)

in any complex problem we find, the proficient features of MAS sway many re-

searchers to build them for various grounds of engineering. Before implementation

of any algorithm, it is crucial that one should know whether it will be useful in

the given situation and is it more efficient than its alternatives. The concept of

MAS is applied in those situations where different tasks have to be performed by

different persons/ organizations (also called agents) which supposedly store pri-

vate information not to be exposed to partner agents and possess some individual

goals/benefits to be fulfilled. Myriads of the real life instances exhibiting system
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of agents can be thought of. Suppose the task is to organize a cultural event at

some institute. This task can be divided into modular subtasks like the arrange-

ment of caterer service, auditoriums, sound systems, conducting versatile cultural

events, exhibitions, stage performances, handling finance, transportation, accom-

modation, technical aid, marketing and publicity tasks, entire management, etc.

Unquestionably, these subtasks will have to be allotted to different individuals or

groups of people. Now, imagine that all these tasks were to be performed by a

single person. This explains the difference between a single agent system and a

Multi Agent System. The advantage of time optimization is quite certain. The

parallel processing reduces the work burden on individual agent. The modularity

of MAS makes it easier for a central body to assign tasks to different agents, man-

age them and coordinate with them. More number of agents can be added as the

number of subtasks increases. This feature of MAS is termed as Scalability. All

these features together make it very convenient to program such a system. There

are chances that an agent may fail to provide some information. However, MAS

can be made more robust by creating backup agents which can deliver the same

service if the primary agent fails, just like when the person whom we call is not

there to respond, we send a voice message instead.

1.3.1 Multi Agent System (MAS)

1.3.1.1 Basic Concept

The role of an agent becomes very important. Many authors have provided various

definitions of the term Agent. According to Wooldridge’s definition, an agent sig-

nifies a computer system which possesses the capability to make critical decisions

based on circumstances which will help it to hike towards its objective [43]. With

time, the concept of agent is becoming stronger and more advanced, highlighting

not only the characteristics of the agent but the environment too. [14] have beau-

tifully explained the elusive and seemingly incongruent concepts regarding agent

and its environment. They have described the autonomous behavior of an agent

as the ability to plan action based on the situational analysis. Another point

covered was ambiguity in the distinctive identification of agents and non-agents.

Consequently, we need a set of characteristic features to delineate an agent. [44]

has proved to be a worthy contribution in discussing various notions of the agent

as claimed by different researchers throughout the world. It brought substantial

clarity which prevents a program to be mistaken as an agent by eradicating various



Chapter 1 Introduction 7

misconceptions embedded as flaws in previously claimed definitions. According to

[44], if simple mechanism of sensing input and producing output is followed, then

an agent is no different from a computer program. Even with the inclusion of

features of being autonomous, reactive, social and pro-active, the distinction be-

tween an agent and a program remains ambiguous. Also, the authors defined an

autonomous agent as the one which: Lies within, persistently senses input signals

from and acts on its environment. Throughout its life, works towards its motive.

The ability to persevere actions towards self-owned objectives makes an agent

autonomous. A computer program may become active only when it is called, but

an autonomous agent perseveres taking input from its environment to realize its

agenda. Although we may be building MAS on computational grounds, highly

adept agent system can only be obtained if we bring this concept close to the

real world. A different perspective can be perceived from the work of [45] who

have proposed to replace typical Artificial Intelligence (AI) agents with Adaptive

Intelligent System (AIS) due to the cause that the latter is adaptable to a class

of niches (environment) just like real-world agents (human beings), rather than

being restricted to a strictly defined niche. To support their idea, they present an

architecture for their AIS agent named Guardian which is designed to take care of

patients inside Intensive Care Unit (ICU). It possesses dynamic nature, concerning

its changing agenda or control mode in accordance with signal feed it takes from

its patient, ensured by various reasoning and diagnosis it performs in parallel

to normal data acquisition. The intellectual contribution of perspective towards

changing notions facilitates many practitioners to realize and evaluate the concepts

for accomplishing greater efficiency and advancement. The perpetual works on the

most recent notions of MAS are one step ahead towards Artificial Intelligence.

A multi-agent system is the collection of several agents interacting with each other.

A group of computational entities that can operate without human intervention

(Autonomous), interact with each other (sociality), perceive and react to its en-

vironment (re-activity), exhibit goal-oriented behavior by taking initiatives (pro-

activity) are called agents [39].

1.3.1.2 MAS Design

The different methodologies for the design of MAS are presented in [46, 47, 48]

and their fundamentals are same. By developing or extending traditional soft-

ware engineering approaches and knowledge engineering approaches, the design
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methodologies have emerged for the specification and design of multi-agent sys-

tems. Generally, there are three phases of the design of a multi agent system,

i.e., conceptualization, analysis, and design. The problem to be solved is specified

in the conceptualization phase, analyzed in the analysis phase and the results of

the analysis phase are used to produce agents and their communication strategy.

Figure 1.1 shows the typical stages of multi agent design. In the design process,

the output from each stage is used in the subsequent stages.

Requirement and Knowledge Capture

Decomposition of Task

Design of Ontology

Modeling of Agents

Modeling of Agent Interaction

Specification of Agent Behavior

Figure 1.1: Design Stages of MAS

This methodology begins with system requirement specification and capturing of

knowledge to fulfill those requirements. During task decomposition stage, the

specified requirement and captured knowledge are transformed into the hierarchy

of tasks and subtasks. Next stage is the designed vocabulary of agent communi-

cation called ontology. Modeling of agent uses the task hierarchy and ontology to

identify a group of autonomous agents with the abilities to perform the tasks. The

outcome of this stage is a set of agents and specific tasks that the agents should

perform. After the agent modeling, the agent interaction must be defined.

For the development of MAS number of issues are associated, and the same should

be identified and addressed carefully. In [49] explained the issues with the following

agent-oriented software methodologies presented in [50, 51, 52, 53] and also the

authors suggested an alternative MAS methodology to overcome some of the key

issues addressed. In [54] surveys of multi agent system development, key issues

and why recent researchers are giving specific attention towards MAS has been

addressed. Based on this state of the art the authors identified the key areas to

work that are integration techniques for design and code, to extent agent-oriented

programing language for covering the specific aspects that are social concepts and
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modeling environment which is currently missing. In current state of art, the

implementation is done entirely manually from the design that may lead to the

design less useful in future.

1.3.1.3 Different MAS Architectures

The Cooperative Distributed Problem Solving System (CDPS) is the process of

developing a number of distributed agents by decomposing a complex problem

to simpler subproblems. Each agent may have the capability of solving problems

independently, but may have deficiencies in expertise, resources and information

are to solve the problem by themselves. In CDPS the agents exchange their exper-

tise, informations and resources to solve the sub-problem (local) cooperatively and

then uses the results to solve the global problem. Once the number of agents is

identified then overall control scheme needs to be developed to achieve the global

objectives.

There are different MAS architecture namely centralized, distributed and hier-

archical has been found in literature, also the different architecture shows their

own benefits and confines. The distributed control manages a complex problem

in a manner that it places its computational resources and capabilities by using

different interconnected agents whole over the network. The centralized system

collects informations at a central point and take the decisions at the single point,

thus having an advantage of openness and flexibility. But a centralized framework

might be tormented by constraints, execution bottlenecks, or critical failures, a

decentralized MAS does not experience the effects of the ” single point of failure

” issue connected with complex network [55], [56].

• Centralized:

Centralized approaches are mostly for ordinary part and have a tendency

to be insufficient for future power system as a result of inadequacies in ro-

bustness, openness and flexibility. In centralized approach the control centre

have full monopoly to take decision and send control signal to the agents

accordingly to act up on any particular abnormalities. Figure 1.2 shows

the agent communication with control centre in centralized design. In cen-

tralized design, every one of the agents send their information to a control

centre and sit tight for the Instructions/control signal. Instructions will be

sent back to corresponding agents to act to reduce/rectify the effect of the

abnormalities. An example of centralized scheme is proposed in [57] and in
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which the authors developed a plan for the distribution of teams of robots

in a coordinated manner has been addressed. Also a centralized planning

engine that uses the multi agents planning system can be found in [58, 59].

Figure 1.2: Centralized MAS Architecture

Figure 1.3: Hierarchical MAS Architecture

Figure 1.4: Distributed MAS Architecture

• Hierarchical:

In this design, agents are working in distinctive levels of decision making.

Agent’s levels from high to low are control center, Agents (A, B), Agents
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(P, Q, R, S) and the agent (1-12) as shown in Figure 1.3. Agent (A,B) is

responsible for gathering informations from Agents (P, Q, R, S) also to give

control signal to Agents (P, Q, R, S) form control center. Agents (P, Q, R, S)

is having a duty to collect information from Agents (1-12) and give the same

information to Agents (A, B), also pass control signal to agents (1-12). In

this approach the decision making power is given only to higher level agents

and lower level agents can only able to communicate with higher level agents.

The main disadvantage of this architecture is that the failure of higher level

agents can cause critical conditions in all lower level agents. Some examples

of the hierarchical multiagent system can be found in [60, 61, 62].

• Distributed:

Decentralized methodologies are more powerful and adaptable as opposed

to centralized ones however the burden with the decentralized systems is

not coming to the global optimal solutions in all situations since the agents

correspondences are simply constrained to neighbours. In this approach, all

agents are in the same level of usefulness and speak with the neighbours

to a predetermined neighbourhood as in Figure 1.4. In this design agents

attempt to settle on optimal decision based on the local condition and on

account of a glitch of any agents, different agents can keep working. Agent’s

connection to control center is simply considered as a supervisory observing.

In the event that the control agent additionally assumes a part in decision

making, this design could be considered as hybrid architecture too.

The decentralized architecture has been widely claimed by the researchers

in the literature due to the inherent advantages of the decentralized system

over centralized such as [63, 64], that include the lesser need of commu-

nication requirement, higher fault tolerance, better scalability etc. In this

control strategy, there is no central controller and single point process, and

the agents will share the informations each other to reach the goal. This na-

ture of distributed MAS control reduces both communication requirements

and allows systems under distributed control to scale well in terms of the

number of agents deployed. The decentralized control system is unaware of

the task performed by another system at the premises due to the deficiency of

central controller this may encourage the redundant system operation. Fault

tolerance is created as a side effect of this task redundancy. The examples

of this kind of system can be found in [65, 66, 20].
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1.3.1.4 Advantages of MAS

The multi agent system has following advantages [67]

• Extesibility : number of agents working on a problem can be altered.

• Robustness: ability to tolerate uncertainty due to the suitable information

exchanged among agents.

• Maintainability: It is easy to maintain multiple component-agents because of

its modularity.

• Flexibility: Agents with different abilities can adaptively organize to solve the

current problem.

• Learning of agents: Agents update their rules to provide better performance.

• Reuse: Functionally specific agents can be reused in different agent teams to

solve different problems.

• Provides solutions in situations where expertise is spatially and temporally dis-

tributed.

• Ability to distribute computational resources and capabilities across a network

of interconnected agents.

• In multiple legacy system MAS allows interconnection and interoperation.

• MAS efficiently retrieves, filters, and globally coordinates information from

sources that are spatially distributed.

1.3.2 Different MAS Platforms

An agent platform is an environment where agents live, similar to the universe

for human beings. The main functions of agent platform are to ensure communi-

cation that is reliable, provide multiple communication protocols, languages, and

communication media. Several agent based modeling toolkits have been developed

by agent based modeling community to support individuals to develop their own

agent based applications. More and more such toolkits are appearing, and each

toolkit has an assortment of qualities. In literature, different authors have used

different platforms like JADE, SWARM, ZEUS and many more for implementing
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Multi Agent System for power system applications as shown in Table 1.1. NA

denotes that the platform has not been addressed by authors in their article. Ta-

ble 1.2 provides a more detailed comparison of different MAS platforms in terms

of power system application and specific domain, the underlying programming

language, licensing the tools and their developers.

Table 1.1: Different MAS platform

Author Platform

[67] ; [15] ; [68]; [69]; [70]; [71]; [23]; [72]; [20];

[73]; [74]; [75]; [41]; [16]; [22]; [76]; [77]; [78];

[79]; [80]; [21]; [81]; [82]; [83]; [84]; [85]; [67];

[86]; [87]; [88]; [89]; [90]; [91]; [92];

JADE

[17]; [93]; [94] ETMSP+matlab

[95]; [40] Matlab/Simulink

[96]; [97] EMTDC

[98]; [99] Visual C++

[100]; [101] C++Builder environment

[39] ;[102] ZEUS

[103] PSAT package in MATLAB

[104] EPOCHS + PSCAD

[105] IDEAS + Tcl/T

[106] EPOCHS+EMTDC

[107] EMTP

[108] SWARM

[109]; [110]; [111]; [112]; [113]; [114]; [115];

[116]; [117]; [118]; [119]; [120]; [121]; [122];

[123]; [124]; [125] ; [126];[127];

NA
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Table 1.2: Comparison of MAS platforms

PlatformApplication(s) Primary Do-

main

License Programming

Language

Remarks Developer

JADE -Micro Grid, EV Management

System, Fault Detection, Pro-

tection and Self-healing, EMS

and Control-Distribution System

Management with DGs.

Distributed

applications

composed of

autonomous

entities.

LGPL Java -Independence

and asynchronous

processing-Safer

and better toler-

ance -Reducing the

network load

Telecom Italia Lab

[128]

SWARM-Electric Vehicle Management

System

General purpose

agent based

GPL -Java,

Objective-C

-Adaptable Swarm Development

Group [129]

ZEUS -Micro Grid Distributed

multi-agent

simulations

Open

source (read

license)

Visual ed-

itors and

code gen

-Agents are deliber-

ative, goal-directed,

versatile, truthful.

BTexact [130]

EMTDC-Fault detection, Protection and

Self-healing

End User

License

Agreement

(EULA)

-The power of

EMTDC is greatly

enhanced by its GUI

called PSCAD

Manitoba HVDC

Research Centre

[131]

EPOCHS-Fault Detection, Protection and

Self-healing

distributed sim-

ulation platform

GPL [132]
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1.3.3 MAS Applications to the Power System

This section details the applications of the MAS technique to power system prob-

lems. The themes addressed in this section include those presented by [14], along

with some new areas under evolution. In addition, technical particulars are ex-

plained for each application to allow the bibliophile to accomplish related experi-

ments and solve problems of the same features. Table 1.3 explains some practical

applications of multi agent systems in the literature in the different field of power

engineering. Table 1.4 gives the bibliography survey of the application of MAS

technique to power system by technical areas.

1.3.3.1 Distribution System Management with DGs

Distribution Network (DN) is the last step in the distribution of electricity to

end users [121]. Classically, the bulk generation is the only one energy solution

to the DN, and the power flow direction strictly follows from central generation

to end user [78]. Emerging Distributed Generator (DG) is the alternative power

resource in DN usually located near to the load [88, 133] and have some advantages

like it can fulfill loads with no transmission system, reduced power loss, and cost

[134]. But in other hands due to the intermittent nature of DERs like wind,

solar most of the DG can only able to provide intermittent power to the network

and their output is very difficult to control. So the increased DG penetration may

also change the distribution system power flow from unidirectional to bidirectional

[135].Therefore, conventional methods may fails to manage the electricity dispatch

in a DN with a large number of DG penetration due to the lack of flexibility and

decision making [120] and become an important power engineering research issue.

The authors in [136] explains the functional objectives of MAS that are balancing

of demand and supply, reduce power usage cost and allow DGs to supply more

power in DN along with constraints (Cable, Generator, Busbar, Component).

Also some related publications reflects cost minimization [74], voltage and current

limitation [73] and load maximization [137]. [92] proposed a decentralized MAS

based approach combining all [73, 74, 136, 137] considerations to solve above-said

problem with five types of agents namely Substation Agent (SA), Bus Agent (BA),

Feeder Agent (FA), Load Agent (LA) and Generation Agent GA) to model the

key electric components in a DN.

Reference [83] reviewed the impact of high-level photovoltaic penetration in Perth

Solar City project and investigated the potential issues caused by voltage regu-
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lation, then suggested that more agents will give better performance. [124] have

applied a three-agent (i.e. Regulator agent, DG agent, Capacitor agent) based

approach to study voltage regulation in unbalanced distribution feeder with DG

penetration and showed that MAS based technique could overcome the traditional

control techniques limitations caused by one-way communication with other com-

ponents and insufficient information of DGs.

The authors in [138] proposed a MAS based control system for the distribution

system, which can be able to correct voltages violations globally, avoid feeder con-

gestion and manage the operation of reactive power devices. Also, [139] developed

a hybrid MAS based control strategy for the reconfiguration of distribution sys-

tem with DGs. The main function of MAS control in this scheme is to locate and

detects the faults, accordingly decide the optimal reconfiguration plans to restore

the de-energized loads and regulate the node voltage finally. The authors assigned

the responsibilities of agents in two layers. i.e., at first level (agents at load bus)

can only limited freedom, to communicate only with its feeder agents and next

neighbor load agents and second layer agents can exchange their knowledge to each

other. The main advantage of the proposed control system is that for moderate

communication infrastructure, the control system failure can be reduced.

Reference [140] explained A goal-based holonic multi agent system (HMAS) for the

management of active DN with the integration of rooftop PVs in large scale. The

first role associated with HMAS is control of reactive power at PV installations

at individual houses for ensuring the optimal operation. Secondly, the authors

concentrated on state estimation of system measurement received from the smart

meter installed at houses.

Using a MAS, [141] presented the modeling of intelligent control center control-

ling DGs. They utilized the MAS here because of extensibility, autonomy and

reduced maintenance for providing management and intelligent control in a grid.

Controlled DG islanding based service restoration scheme with the help of decen-

tralized MAS can be found in [142]. It explores the effect of V2G capability of EVs

for service restoration. Flexibility (to perform under different DG and EV pene-

tration), Scalability (capability to restore service for both large and small systems)

and robustness (perform effectively for single and multiple fault situations) are the

main advantages claimed for the proposed method. The Distributed coordinated

control of DGs in the Energy Internet with the help of MAS can found in [143].
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1.3.3.2 Electric Vehicle management system

In upcoming years it is expected that there is a significant intensification in the

share of Electric Vehicles (EVs) and it can affect the power system normal opera-

tion undesirably due to the uncontrolled charging, particularly at the distribution

level. Numerous studies have publicized that dumb charging [144] can result in

new peak loads that can lead to an excursion of feeder voltage and equipment

overloads [145, 146, 147], predominantly at the coincidence of new demand and

maximum demand of rest of the loads. So co-ordination of electric vehicle charg-

ing becomes a key research attention. Several centralized control concepts have

been proposed [148, 149, 150, 151] for EV charging, but it can be only able to

perform effectively for a restricted number of EVs. The centralized management

cannot outperform for bulky EV crews due to the deficiency of communication

technologies and significant computational resources for processing a substantial

amount of local information from a central point.

Reference [118] suggested the type of agents which is required for the microgrid

market operation and technical operation with EV. And they introduced a con-

cept of Mobile agent technology to integrate the characteristics and mobility of

EVs. [119] also proposed a distributed intelligent approach without disturbing the

advantages of centralized control on EV charging by considering the large number

of EVs and with their owners preference and ensuring the efficient network oper-

ation. The main properties of this approach are automatic decision taking agents

based on global (network state) and local (EV owners preferences and charging

infrastructure parameters) environment. It has been shown that this distributed

approach distribute EV energy requirements by valley filling during off-peak hours

resulting to the increased load factor and reduced energy loss also the computation

time of this method is nearly independent of the number of EV crews.

The authors in [112] taken an initial benchmarking step for DSM with PHEV

using multi agent system and quality of solution compared with the quadratic

programming scheduler solution and obtained 95 percent efficiency. The authors

implemented the above-said problem in realistic scenario distribution grid, Belgian

electricity provider Nuon. In this, they considered two types of agents, i.e. trans-

former agents and PHEV agents, and they work with each other in coordination

to provide charging power. Here, the main function of PHEV agents is to charge

the individual battery on time, transformer to flatten the load of its transformer

and avoid overloading in the system. Related work by considering four agents

namely PHEV Agent, TF Agent, Load Agent and Grid Agent has been done [75]
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by using a decentralized MAS with the combination of Evolutionary Algorithm

(EA) and a Linear Programming (LP) for DN management with PHEVs. This

also shows that the proposed decentralized approach is scalable and can adapt to

unpredictable and incomplete information while the arithmetical results not much

dull than that of the central scheduler.

Reference [113] proposed a MAS-market-based control strategy for EV charging

which incorporates distribution transformer, voltage constraints, and the perfor-

mance is analyzed on a prevailing three-phase four-wire distribution grid. This

MAS-market based method outperforms by minimum charging cost for EV crews,

without altering the network state with utmost customer prosperity. Reactive

voltage control helps to support more EVs to charge at the same time during

off-peak periods before the critical voltage restrictions and also considered special

attention towards the neutral shift. [82] considered voltage constraints but for

minimizing the cost of charging the EVs need fully comprehensive search to find

the combination of schedules.

The authors in [125] developed a MAS based system for reducing the cost and the

peak hour overloading by switching consumer load and controlling PHEV accord-

ing to the battery SOC. The results improve the efficacy for permitting EVs during

peak hours and customer cost reduction. [123] introduced two methodologies, the

first one QP based scheduling and the later based on MAS-market coordination

by considering virtual market bidding to obtain optimum market prize to satisfy

supply and demand. They have done this experiment by selecting residential area

comprising of 63 houses and found that reduced peak loads, grid voltage fluctu-

ations and variability in load with controlled charging. Finally, this method falls

to be a benchmark for the entirely distributed market-based MAS against the

optimal QP results.

In order to reduce the greenhouse, emissions EV is one of the main solutions but

a shortage of research regarding charging profiles of EVs has been found. [86] pro-

posed control and management of EV charging using smart and distributed MAS

in which designed MAS function is used to achieve better voltage control of DN.In

literature, [87, 108] contributed charging station modeling along with modeling of

EVs and [119, 75] charging and discharging characteristics of the fleet of EVS. Nev-

ertheless, the EVs considered in these study are mainly private vehicles and also

developed MAS in those studies are concentrated on specific problems only. But

[68] proposed a new framework for overcoming the deficiencies of [75, 87, 108, 119]

by considering existing as well as new agents also different type of EV. Reference
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[90] implemented an approach in two steps. In the first step, they considered

different uncontrolled EV penetration and analyzed that uncontrolled penetration

results in stability issues in the system. Later they proposed MAS based sched-

uled charging and observed improvement in system stability. An EV coordination

mechanism in the distributed manner can be found in [152]. Uncontrolled charg-

ing of EVs can lead to severe stress on the power system, [153] explored a MAS

based control mechanism that only needs information exchange among agents for

the charging rate control of PEVs.

1.3.3.3 Electricity Market

The creative ability of energy industry players are coordinated on what may be

done in this information-rich world, yet the way ahead is not clear. By what means

should new markets be organized? In what capacity would the data trade be actu-

alized adaptably so that it empowers great decision-making and develops with the

business sector and innovation changes? What may the change look like as existing

systems get supplanted with new methodologies after some time? What regula-

tion and strategy build should be set up to guarantee dependable administration

and a strong framework for the security of the country’s economy? To address

these questions prior to implementation, the analysis must be supported by sim-

ulation. To date, the thorough recreation of the technical accepts of running the

framework have been isolated from market simulators [154, 155, 156]. Likewise,

the market-based system moves the ideal control model far from centralized power

toward appropriated, independent decision making [157]. Appropriately outlined,

the outcome can give more prominent efficiencies and unwavering quality of op-

eration, yet it will likewise be a framework with an alternate type of consistency,

a system that carries on additional with determined limits such climate, a frame-

work that requires the use of complex framework hypothesis to discover emergent

behavior conduct and direct it in a helpful way.

The authors in [122] proposed a market model based on agents in which contribu-

tors correspond to storage power plants along with generation power plants. The

proposed model uses multi-step optimization to maximize the profit by finding

bidding curve in contrast to the agents utilizing heuristics and trial and error ap-

proach. Also, the authors used a prize adjuster during the calculation of profit

based on an hourly price forward curve (HPFC) which considers the participant

to take into account his market power.
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For studying the market participant behavior, [109] motivated towards multi-layer

MAS architecture. In the first layer renewable power producers and wholesale mar-

ket players which optimize the bidding/offering strategies have been modeled, and

in second layer consumers including PHEV owners and DR program participa-

tor are modeled as independent agents. To increase the benefit though retaining

welfare is the main objective of a responsive customer. The authors have also

used incomplete information game theory algorithm for modeling the interactions

between market players in real and day ahead markets.

Reference [158] proposed a MAS-game theory based reverse auction model for

microgrid market operation considering renewable and conventional DER. The

authors utilized the properties of MAS for monitoring, controlling and performing

reverse auction process for DERs and a competitive game-theory reverse auction

model was examined to plan the DER unit commitment with one day ahead market

approach for the 24 h of the day. Also, the proposed model realistically imple-

mented on Florida International University smart grid test system and found that

it can be actualized in the current electric utility grid as new as new assets of the

system are added.

1.3.3.4 Generation expansion planning

As an example, California and Australia have already adopted deregulation and

restructuring, which lead to significant changes in electricity market i.e., more de-

centralization and negotiation freedoms have caused original system replacement.

So generation expansion planning problem should be considered seriously.In lit-

erature it has been found that some researchers have used Distributed Artificial

Intelligence (DAI) for negotiation and bargaining [159, 160, 161] and some have

developed and proposed game theory based approaches [162].

[105] introduced a MAS based approach for taking an intelligent decision towards

coalition formation and cost allocation for electric utility industry in a fully dis-

tributed manner. For the healthy investment for generation expansion (GE), dif-

ferent methodologies have been adopted, but there are only limited tools available

to investigate the effect of these incentives. [163] developed a MAS based toolbox

understanding aftermath of different mechanisms for promoting GE. The authors

proved that the developed agent based solution could enable flexible framework,

also regulatory authorities to accomplish comprehensive assessments of different

methodologies in the specific power system.
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1.3.3.5 On-Line Transient Stability Enhancement

For decades, scholars in the power system region have dedicated an extraordi-

nary push to discover extensive dynamic, decentralized strategies to control the

instability of the system. To do so obliges examination of the new framework

state and blend of a suitable framework reconfiguration. Such investigation must

be performed sufficiently quick that the disturbances do not prompt falling ar-

rangements of occasions that will prompt disastrous disappointments and system

blackout. On the off chance that where transient stability is an issue, the routine

techniques for soundness examination, by a period area iterative procedure, are

dreadfully moderate [164].This has driven, researchers to investigate quick direct

routines to study the transient stability of power system [165]. [94] proposed MAS

based online transient stability strategy by considering two types of agent namely

a prediction agent and a control agent. The main function of the prediction agent

is to predict power system instability by using a robotic ball-catching algorithm

and the control agent act according to the output of the prediction agent to rectify

the instability problem if it is there. [93] also proposed MAS based approach for

improving transient stability of the system. Here the authors have considered an

agent called tracker agent having the function to track rotor angle for identifying

transient instability of the system. Tracking agent uses off-line time domain anal-

ysis to develop lookup tables of obliged quick valving. Also, the tracking agent

utilizes two sub-agents, the first sub-agent is assigned to decide whether fast valv-

ing is required for every operating conditions and disturbance whereas the second

one is to determine the approximate mechanical power reduction to stabilize the

system by comparing the electrical power for each generator before and after the

occurrence of disturbance. The function of control agent is turbine fast valving.

Hence the author proves MAS can determine PS instability and establish stability.

[103] concentrated on developing a MAS based distributed control for large-scale

transient stability enhancement of the power system. Initial, MAS model struc-

ture is developed by utilizing Wide Area Measurements (WAMs). Besides, the

fuzzy technique is acquainted in every agent mode for improving the power sys-

tem transient stability as an online modification. The intelligent optimization

control for the entire system is acknowledged through the tuning among every

agent according to fuzzy rules, and finally, the authors proved by simulation re-

sults that coordinated distributed control using WA signals is more efficient than

distributed control.
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1.3.3.6 Smart Grid

MAS innovation has been perceived as a promising new worldview of operation,

planning, and design of power grid. MAS utilizes a gathering of heterogeneous and

disseminated canny operators which interact with one another and their surround-

ings to accomplish specific results. Agents exchange data with neighbors and with

brought together controller if vital, assemble information from the environment,

and may be able to perform psychological figuring out how to adjust to changes

in the system [166]. In this manner, MAS give a typical correspondence inter-

face to all framework segments with self-sufficient control activities in a dispersed

and decentralized way. It offers a powerful method for serving as the platform for

demonstrating self-governing choice making elements and can be utilized to realize

smart grid/microgrid ideas for planning and operations.

The authors in [167] addressed the main interfacing issues of MAS simulations

in smart grid applications. The complexity of the power system is increasing

because of the highest penetration of the renewable energy and leads to the new

PS environment. A bottom-up-agent based methodology has the capability to

handle the new environment, such that the system reliability can be kept up

and expenses reduced. Be that as it may, this methodology prompts conceivable

conflicting interest between keeping up secure network operation and the market

requirements. [77] proposed a methodology to understand the conflicting interest

to accomplish complete optimal performance in the power supply system. The

strategy is taking into account a cooperative game theory to ideally distribute

resources from every local actor, i.e., system administrators, dynamic makers, and

buyers. Through this methodology, agent based capacities, for encouraging both

system administrations and vitality markets, can be incorporated and composed.

Different MAS based reactive power control strategies in the smart grid have been

found in [76, 80, 117, 127] and they try to solve the problem in a distributed

manner by decomposing real optimization objective. In fact, all the methods are

not fully distributed in a sense some specialized agent exchange information to

coordinate the other agents also leads to system inflexibility and still suffer from

single point failure. To overcome the above-mentioned disadvantages [116] have

introduced a fully distributed technique which does not need any specialized agent

for coordination.

The increased penetration of intermittent DERs in DN increases the need for

resource management of smart grid in an effective manner. The main motivations

of installing DERs are low carbon-based generation and increased revenue for the



Chapter 1 Introduction 23

resource owner. The availability of DERs highly desponds on the time and day,

many environmental factors. [168] introduced completely distributed MAS based

algorithm for volt/var control in the smart grid. In which shunt capacitors and

voltage regulators are controlled by intelligent agents in a coordinated way to fix

the optimal settings for the whole system.

1.3.3.7 Fault detection and Protection

Communication and decision making, play a crucial role in protection, fault de-

tection, and self-healing of the power system. The prompt advancement in com-

munication technology leads thoughtfulness towards protection, fault detection

and self-healing in researchers. A decentralized approach can serve better fault

detection and protection control for a power network with recurrent changes due

to load variation and fault. [99] also explained a MAS based power system pro-

tection coordination in distribution feeder in which the overcurrent relay (OCR)

functions as a device agent that detects and calculates fault and maximum load

current. If any change happens, then it automatically corrects the parameter by

coordinating with adjacent agents. Hence, the application of MAS for protection

of power system has been justified well.

The authors in [104] presented an agent based Wide Area (WA) primary and

backup protection by using IEEE 14 bus system aggregation with fiber-optic Ether-

net network. For the purpose of protection, authors have developed a new platform

called Electric Power and Communication Synchronizing Simulator (EPOCHS)

and used as a platform to combine simulators from different domains. The sim-

ulation results show that the performance of agents, concerning the power and

communication networks by considering traffic congestion, breaker failure, link

losses and agent failure, is superior to the conventional scheme.

For series compensated lines [91] proposed MAS based WA backup protection in

which they used agents in such a way that within the protected area, the relay

operating procedure of neighboring substations would be organized by each agent

by keeping the conventional distance protection principle normally. [106] used

MAS based approach for smart grid restoration with Distributed Energy Storage

(DES) support. [111] also explained WABP using WA communication network in

which WABP algorithm is designed to detect the fault and heal it suddenly by

collecting and exchanging the information from WA agents. The main advantage of

this method is that it can avoid extensive blackouts due to the fast fault detecting
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property.[98] introduced MAS based WA current differential protection scheme by

considering power system topological variations.

Reference [72] introduced an agent based concept for understanding and identi-

fying, how grid performance can be improved. The authors have firstly focused

on self-healing problem by taking preventive measures using intelligent agents by

activating/deactivating control signals according to the situations faced during.

The authors in [70] presented a MAS based self-healing approach by utilizing

microgrid agents interacting each other during emergency condition and taking

control decision. The simulation results show that the power system self-healing

is difficult, but the agent concept to the power system can make power system

self-healing easy. Also [67] presented a centralized multi agent power system with

superconducting fault current limiter (SFCL) in which they used the property of

SFCL to reduce the fault current and an intelligent MAS for detecting the outage

and sending control signals to CBs to introduce the SFCL in the circuit during an

outage. A study of the self-healing operation of numerous microgrids with MAS

transient stability platform is also found [85].

Reference [126] has addressed a MAS based distributed control system for Navy

Shipboard Power Systems (SPS) by utilizing less number of human activities while

having intelligent self-reconfiguration of the power system under the different sce-

nario. They have mainly concentrated to achieve fault detection, and that re-

configuration of SPS should be done with less response time compared to the

human-operated system. Also, [79] implemented a graph theory and mathemati-

cal programming based MAS approach for power system reconfiguration and fault

detection.

The authors in [114] introduced a case based reasoning MAS for power system

protection (PSP), the main advantage of this system is that it can perform well

even for incomplete information according to the experience in intelligent partic-

ipation. Also due to the distributed nature of the proposed MAS it can possess

reliability, reusability, and robustness. However [110] developed a relay agent to

trip CB during the outage for PSP and results show that relay agent can easily iso-

late any zone at all extreme condition of the system. Also for multi-terminal lines

MAS based distance protection [96] and by the use of communication network,

MAS based current differential protection [97] are also found in the literature. For

DG system, [107] explored a distributed MAS based high impedance fault (HIF)

detection, load shedding and fault location scheme by using the concept explained

in [110].
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1.3.3.8 Energy Management System and Control

Due to the characteristics such as bidirectional power flows, multi generators,

multipurpose infrastructures of microgrids [169] EMS in microgrid leads to new

challenges. For tackling these challenges some researchers have focused on EMS-

MG (Energy Management System for Microgrid). [81] proposed a MAS based

EMS-MG and also tested the effectiveness of the proposed structure in the labo-

ratory with the single and multiple storage systems. [41] developed a MAS based

market structure for an MG and validated the negotiation capability of the de-

veloped structure separately using power world simulator. [40] introduced MAS

EMS-MG developed in Matlab/Simulink but because of the lack of simulation

platform the agents developed for market negotiation was simple, and gatherings

of the EMS were limited. Also, [100] simulated MAS based EMS-MG digitally for

real microgrid so that the efficiency/effectiveness of the control strategies can be

validated before implementing it to a real physical system. In literature, two main

approaches have been found, namely, Centralized EMS-MG (CEMS-MG) and de-

centralized EMS-MG (DEMS-MG) [170, 171].The centralized EMS architecture for

microgrids has been applied to optimize power scheduling [172, 173, 174, 175], op-

erating costs [176, 177], load sharing [178, 179, 180], and life cycle of storage units

[181]. All these studies show CEMS-MG has benefits like complete system oper-

ation observability and precise optimization algorithm applicability convenience,

but there are shortcomings like the requirement of more computational facilities,

higher communication cost and deficiency of flexibility.

In DEMS-MG approach, the obligation and tasks are generally apportioned to

the DERs’ controllers, and the main function is to act together to manage and

optimize the flexible and reliable operation of an MG [182]. The main advantages

of DEMS-MG approaches found in the literature are the reduction in information

to be exchanged and lesser need of expensive communication networks. In litera-

ture, it has also been found that for distributed control mainly used MAS due to

its self-mutual action/reaction properties and also utilizes the above advantages.

Publication [115] addresses on MAS applications in the control and scheduling of

DERs in microgrids. [71], a MAS framework delivered to qualify mutual orga-

nization among various agents performing optimal energy exchange between the

DERs and the local loads, as well as the main grid. A hybrid EMS-MG system

by considering both centralized and distributed control has been implemented by

[101]. [95] has implemented MAS to Hybrid energy systems (HES) and shown the

agent behavior to prove that the proposed controller can act well enough towards
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alteration in system configurations. Also, that the authors have used fuzzy logic

to take an intelligent decision is one of the main outstanding contributions in this

paper. [89] also explained (MAS) solution to energy management in a dispersed

hybrid renewable energy generation system using JADE platform. [84] explored

a MAS based EMS to control the fuel cell array very effectively for the purpose

of minimizing cost while satisfying the demand. Also, the authors presented that

there is no special adaptation required for better performance for MPSOM algo-

rithm to the same problem. They have also diverted to the readers that, in future,

one can develop EMS with the capacity to control according to the performance

and ability to start and stop fuel cell automatically will help in further cost savings

and the MAS implementation leads to the high degree of freedom and flexibility

even with sudden system structure alterations.

1.3.3.9 Microgrid

A microgrid is a controllable unit composed of distributed energy resources, stor-

age, loads and control devices. The operation and control of microgrid is the way

to guarantee the security and stability of the power grid. [102] designed and imple-

mented monitoring and control of the microgrid based on IP and MAS in Matlab

and ZEUS platform and shown the feasibility of MAS based control strategy. [39]

demonstrated a MAS in the simulation environment to control distribution smart

grid, and shown MAS can enable, smooth transition from grid-connected mode

to island mode during the fault condition. [15] presented real-time operation of

the microgrid with the help of MAS in which they have considered different DER

agents, load agents, energy storage system agents. Simulation studies shown that

the MAS can manage DERs and loads in real time in both grid-connected and

islanded mode.

DER can be made adaptable and hearty with a coordination methodology that

considers effectively including or evacuating energy resources. An energy node

can extend as interest expands and can change configuration effortlessly. [41]

suggested that the distributed coordination, a potential technique to understand

these advantages, can be executed by utilizing MAS. It is conceivable to apply

a distributed coordination way to deal with facilitating DES (distributed energy

system) at the key level. DES is likewise self-sorting out, permitting agents to be

included or uprooted whenever with no reliance on a particular agent. By utilizing

this, distributed coordination appears like a conceivable procedure to understand

the advantages of DES. At last, the idea of MAS based distributed coordination
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should be joined with a real hardware framework to show a complete agent based

solution for DER management. Keeping in mind the end goal to accomplish it,

the future exploration will be centered around intelligent Micro Grid operations

such as forecasting of load, RES power production forecast, economic resource

scheduling and DSM, which can be added on this Micro Grid modeling. Also [16]

created a MAS that amplifies the power generation of local DG and minimizes

the operational expense of microgrid subject to system and units constraints for

microgrid during the islanded mode.

Authors in [20] implemented MAS based microgrid energy market with DGs and

price sensitive loads in consideration. In which scheduling and market coordination

have been done as a task assigned to the DG agents and prize sensitive load

agents either maximize DG or load surpluses or both. Due to the high penetration

of DER, the connection of power converters to the electrical network has been

boosted, and it permits for the formulation of MG and local networks when main

grid failure occurs due to any reason. But it leads to overcurrent transients due

to the connection/disconnection of MG, and it is undesirable. In order to solve

this issue [17] introduced an intelligent connection agent (ICT) having a task of

purposeful disconnection and reconnection of the main grid according to the grid

condition. Also, the authors have shown the simulated and experimental results.

Reference [21] introduced MAS-grid control as a solution for todays power system

for maintaining dynamic as well as adequate power balance in changing system

conditions. [22] presented MAS for real-time operation of MG which mainly fo-

cuses on DSM and generation scheduling. The authors have mainly considered

two types of agents i.e. firstly schedule coordinator agent is having two duties like

a day ahead and real-time scheduling. The day ahead scheduling is done here for

finding the hourly DER from day ahead market. Whereas real-time scheduling

updates the power settings of the DER by utilizing the day ahead scheduled data

and feedback from RTDS. And the second agent i.e. DSM agent accomplishes load

shifting before the day-ahead scheduling, and also curtailment of the load in real-

time whenever it is possible and needed. [23] proposed a hybrid control scheme

which is based on MAS to improve the economic and environmental benefits and

also for ensuring secure voltages. The developed control scheme composed of differ-

ent levels of agent architecture namely top-level energy management agent, several

interlevel control agents, and bottom level unit control agents to accomplish the

aim of smart control. Real-Time Microgrid Power Management and Control with

Distributed Agents can be found in [69].
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For improving the security and stability of microgrid, [24] proposed a MAS based

two hierarchal distributed control scheme. In [24] the upper-level agent is assigned

with the duty to develop switching control strategies for ensuring the microgrid

security and the lower level agents are designed for decentralized continuous control

for assuring unit system stability and showed the effectiveness of proposed scheme

by simulation. Also in [25] developed a two-layer MAS based control structure for

islanded microgrid and shown, with the help of agent based control strategy the

output power supplied by the DG can able to fulfill the load requirements of the

microgrid.

Under uncertain communication topologies, [26] introduced a pinning based coop-

erative control strategy for autonomous microgrid, which uses the MAS technology.

In this only less fraction of pinned agents is directly controlled by simple feedback

controllers, whereas MAS synchronization of all other DG agents is done by dis-

tributed communication coupling among pinned agents. A fully distributed micro-

grid control which eliminates the need of central controller and difficult communi-

cation topology, reduces the requirement of controllers by controlling less fraction

of pinned agents, also can meet the requirements of plug and play operations and

line switches for a microgrid are the main highlights of this work. In a droop con-

trolled microgrid for improving frequency and reliability, [27] proposed dynamic

energy level balancing strategies between distributed storage devices in which the

authors have used MAS cooperative control in a distributed fashion for modify-

ing power output of droop controlled storage devices for achieving the balanced

energy state. Also, [183] developed MAS based control schemes for managing the

power-sharing between the energy storage devices distributed in a DC microgrid.

This system can overcome the advantages offered by the hybrid energy storage

system without any need of a central controller. And in [184] introduced a unified

distributed control strategy for different operating modes of DC microgrid, with-

out bus voltage signaling or mode detection mechanisms that are normally needed

for distributed control schemes. A comprehensive economic power transaction of

the multiple MGs network with MAS can be found in [185]. [186] introduced a

MAS that can effectively manage the DERs connection/disconnection by using a

plug and play algorithm so as to reduce the mismatching of demand and supply

balance and also limit the power drawn from utility grid during peak hours in DN.

Also, state of the art on holonic structure based MAS for reactive power dispatch

in smart grid can be found in [187].
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Table 1.3: Practical Applications of MAS to Power Sys-

tem

Product Name Application(s) Remarks Author

ARCHON(AR-chitecture for

Co-operative Heterogeneous

ON-line systems)

Distribution network fault diagnosis ARCHON was supported by Iberdrola, and has

been deployed in a control room in Bilbao [188]

[189]

PEDA (Protection Engineer-

ing Diagnostic Agents)

Post-fault analysis A number of the PEDA agents were deployed in

the UK with SP Power Systems [42].

The deployment leads to understanding the soft-

ware challenges of MAS required for an industrial

system needing new technologies and approaches

for achieving stability and maintainability.

[190]

COMMAS(COndition Mon-

itoring Multi-Agent System)

Gas turbine start-up sequences.

Transformer condition monitoring.

Dissolved gas analysis of historical

data and PD analysis of lab samples.

Deployed on-site for HVDC reactor

monitoring.

Deployed on a wireless sensor net-

work for transformer monitoring.

Second practical implementation deployed with

National Grid

[191]

[192]

[193]

[194]

[195]
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SPID (Strategic Power In-

frastructure Defence)

Network Reconfiguration.

Generating a restoration plan after

an incident.

System was created to identify and resolve the

types of hidden failure of components that can

leave the system vulnerable to cascading events.

[196]

[197]

IntelliTEAM II Automatic Restoration System

(restoration plan after isolation of a

faulted line section)

The system has been deployed with the ENMAX

Power Corporation in Canada on key circuits

[198]

[199]

PowerMatcher Demand management in congested

or constrained networks

First test had control agents with five devices in

2006 to reduce supply and demand imbalance.

The second field test used five micro-CHP devices

as a virtual power plant in 2007 for reducing the

peak load of the local network.

The third and largest test is PowerMatcher City

with agents deployed with 100 controllable de-

vices split across 30 households and two labora-

tories.

[120]

[200]

AuRA-NMS(Autonomous

Regional Active Network

Management System)

Congestion management Field trial can be found in [201] [202]

INTEGRAL Distributed control of electrical net-

works

Performance was tested on a LV laboratory-based

test network,i.e. sized to represent a real 20 kV

DN in France [203].

[204]
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Table 1.4: Application of MAS to Power Systems by

Technical Areas

Distribution System Management with DGs

[136]; [121]; [124]; [73]; [74]; [120]; [78]; [83]; [92]; [88] [138]; [139]; [140]; [141];

[142]; [143] .

Electric Vehicle management system

[136] [68]; [108]; [118]; [119]; [75]; [123]; [82]; [125]; [86]; [87]; [112]; [152]; [168].

Electricity Market

[122]; [109]; [158].

EMS and Control

[71]; [95]; [40]; [41]; [100]; [101]; [81]; [84]; [89] ; [115]

Generation expansion planning

[105]; [163].

Micro Grid

[15]; [69]; [23]; [20]; [21]; [41]; [16]; [22]; [81]; [39]; [17]; [102]; [24]; [25]; [26];

[183]; [27]; [184]; [185] .

On-Line Transient Stability Enhancement

[103]; [93]; [94].

Fault detection, Protection and Self-healing

[70]; [96]; [97]; [72]; [104]; [126]; [99]; [79]; [106]; [85]; [98]; [67]; [110]; [111];

[114]; [107]; [91].

Smart Grid

[76]; [127]; [80]; [77]; [116]; [117]; [168]; [186]; [187] .

1.3.4 Review on RES Forecasting

The short-term power prediction methods of PV and wind are broadly classified

into physical and statistical methods. The physical methods involve the forecasting

established by physical equations by PV and wind generation process along with

the weather data [205]. The statistical methods utilize the historical power data to

forecast the upcoming PV and wind generations [206, 207, 208]. Traditionally, lin-
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ear and nonlinear autoregression approaches have been used for forecasting. The

increase in nonlinearities in the data made the researchers to doubt the accuracy of

such models and think about alternative models. Nowadays, the researchers in the

field of PV and wind prediction are concentrated towards the artificial intelligence

techniques due to its inherent capability to track the complex nonlinearities in the

system. The artificial intelligence model includes fuzzy logic methods [209], arti-

ficial neural network (ANN) [210, 211] and support vector machine (SVM) [212],

etc. Reference [213] used Evolutionary Programming (EP) and Particle Swarm

Optimization (PSO) algorithm for tuning the hyperparameters of the SVM for

improving the accuracy SVM based wind speed forecasting model. The authors

in [214] proposed a hybrid forecasting model by using fuzzy information granula-

tion and SVM, In which the authors have used fuzzy information granulation for

refining the data, and after that, SVM uses that for forecasting. A hybrid fore-

casting model developed by combining three algorithms, i.e., wavelet transform

(WT), genetic algorithm (GA) and SVM can be found in [215].The self-adaptive

data-driven neural network can approximate any arbitrary continuous function to

any given accuracy without needing large knowledge on the structural relationship

[216]. The fuzzy logic can also be used for the same with the greatest accuracy

[217]. The performance of the neural network and fuzzy logic models are good

enough as compared to autoregression approaches and has been implemented in

various engineering problems [218, 219]. An expert system with rule-based fore-

casting approach by incorporating weight extrapolation methods and utilizing the

features of time series can be found in [220].The forecast by weather information

is difficult because the accurate measurement and availability of weather data are

expensive. Moreover, the measurement errors induce information to the forecast-

ing model and may lead to inaccurate forecast [221]. As a dynamic system, the

wind has a relationship with its former values at any time [222]. So, an accurate

and simple forecasting model by using historical data is required.

1.3.5 Review on Load Forecasting

Electric load forecasting is the practice used to forecast upcoming electric load us-

ing known historical load and historical, current and forecasted weather informa-

tion. Load forecasting is normally carried out to help planners in creating decision

strategies with regards to unit commitment, interchange evaluation, hydro-thermal

co-ordination and security assessments [223]. Due to these reasons, electrical de-

mand forecasting has turned into one of the key research areas in power engineer-
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ing. The short-term to long-term load forecasts are required with different lead

times for power industry because nowadays the privatization and deregulation has

been adopted by the power systems in many countries. The electricity has been

transformed into a commodity to be marketed and purchased at market prices.

Since the load forecasts perform a significant part in the structure of those prices,

so load forecasting has become vital for the supply industry. The cost-effectiveness

of the system is directly dependent on the load forecasting accuracy [224]. Load

forecasting is primarily classified into four categories based on time: long term,

medium term, short term and very short-term load forecasting [225, 226, 227].

Out of these Short Term Load Forecasting (STLF) is more important in efficient

decision making process [228] and also the importance of STLF explained in detail

can be found in [229].A small increase (≈ 1%) of forecasting error can lead to an

increase of operating cost of 10 million pounds for an electric utility in the UK

[230] is a magnificent example of LF significance.

There are a lot of load forecasting(LF) methods that can be found in literature and

simply be classified as conventional regression models, AI-based models, Computa-

tional Intelligence(CI) models, bioinspired and hybrid models [231, 232, 233, 234].

In the past few decades, different techniques combined with neural network ar-

chitectures have been most frequently used. The main problems associated with

neural network models are overfitting and the curse of dimensionality, which re-

duces the forecasting accuracy. Grey Index Models [235],[236] are applied when

the information about datasets and its cause factors is incomplete. Most of the

traditional load prediction models are single neural network based and may per-

vert the mapping of input and output. In literature, [237] presents a cooperative

co-evolutionary (Co-Co) approach for load and market clearing price forecasting

of the next day which can overcome the abovementioned limitations by multiple

networks [238]. Also, [239] introduced a hybrid forecasting model that integrates

several artificial neural networks and model selection for load forecasting. [240]

studied the importance of load profiling on LF with neural network and inves-

tigated the importance of different input by the use of the concept of partial

derivatives to understand the relevance of including this type of data in the input

space. A combination of improved harmony search algorithm and refined expo-

nentially weighted fuzzy time series for LF can be found in [241]. The authors in

[234] used improved grey dynamic model for STLF. [242] proposed a novel recur-

rent extreme learning machine (RELM) technique for LF. In [243] proposed a new

two-step algorithm, in the first step the author’s used wavelet transform (WT) and

an artificial neural network (ANN) for primary forecasting of next 24 hours load.
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In the second step for improving the accuracy of the primary forecast, a similar-

hour method and adaptive neural fuzzy inference system (ANFIS) is employed. In

[244] gives two methods to forecast load demand and price from the historical data

and are based on principal component analysis and nonparametric models with

functional both response and covariate. Moreover, the nonparametric suggestion

is prolonged to integrate, in a linear way, exogenous scalar covariates. A clustering

based load forecasting model is represented in [245]. Fractal interpretation and

wavelet analysis based load forecasting model is introduced in [246]. In this model,

first the authors used multi-resolution wavelet to analyze the self-similarity of the

historical load data and then calculated the vertical scaling factors in Iterative

Function System (IFS) using Hurst parameters values and remaining parameters

of affine transformation can be calculated using vertical scaling factor. For tackling

the uncertainties present in LF, a new random fuzzy neural network is proposed

in [247]. In [248], the performance of aggregation algorithms is examined for load

forecasting based on neural network.

A generalized neural network with the integration of fuzzy logic and wavelet trans-

form for STLF is proposed in [249] to overcome the inherent limitations of ANN

models. Support Vector Regression in [250], comes up with an idea to use the de-

termining part of the given information, i.e., support vectors, which are obtained

with the help of an epsilon-tube performing bandwidth selection. The drawback of

this method is that it offers single bandwidth selection throughout the data points,

and thus cannot accommodate all possible situations. Bayesian Multivariate Lin-

ear Spline (BMLS) approach outperforms by making use of variable bandwidth.

Moreover, it offers advantages like, it uses local and piecewise linear models, it is

highly interpretable and the procedure of disintegration of design space into the

linear region [251, 252].

1.4 Research Gaps

Most of the aforesaid research concluded that multi agent based energy manage-

ment could yield better efficiency and can also manage complex DGs efficaciously

due to the competence of multi agent system (MAS).

• In the centralized scheme, a microgrid central controller is used to optimize

the economic power dispatch for DERs and storage system. As the number

of components in the microgrid increases, the central controller faces certain
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issues like the requirement of large measurements and it also increases the

complexities in solving the optimization problem.

• A major concern with the centralized scheme is the chance of single point

failure in the system that can lead to a complete system failure which ques-

tions the reliability of the system.

• Due to the high penetration of renewable energy resources, it is challenging to

provide a reliable, consistent power supply for local customers, because of the

unpredictable and intermittent nature of these renewable energy resources.

• The electricity load demand also changes due to the season effect and human

behavior which results in difficulties in energy management.

• An intelligent microgrid operation would be required which incorporates load

forecasting, Renewable Energy Source (RES) power production forecasting

and resource scheduling into the microgrid modeling in future.

• Most of the research mainly addressed the energy management functional-

ity for MGs by utilizing the multi agent system. However, the self-healing

capability is also equally important in case of a smart microgrid for flexible

and resilient operation during an outage. A scanty amount of research in

the field of microgrid energy management with self-healing capabilities has

thus been found.

1.5 Research Objectives

In view of the above discussions, this work proposes a new multi agent based archi-

tecture for energy management in a smart microgrid with self-healing capabilities

as illustrated in Figure 1.5.

For developing the proposed architecture following objectives have been formu-

lated:

1. To develop a microgrid test bed for studying the performance of the proposed

multi agent based architecture for microgrid energy management.

2. To propose an accurate renewable energy source (RES) forecasting model

for the development of RES forecasting agent for proposed microgrid energy

management.
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Figure 1.5: Proposed MAS based architecture for energy management in a smart
microgrid with self-healing capabilities

3. To propose an accurate load forecasting model for the development of load

forecasting agent for proposed microgrid energy management.

4. To develop control strategies for optimal energy management operation in

the microgrid.

5. To propose a new self-healing scheme for the pro-active restoration of mi-

crogrid during the fault.

1.6 Thesis Organization

This Ph.D. thesis consists of six chapters, including introduction and conclusions.

Figure 1.6 provides the organization of the thesis in the form of a block diagram

highlighting the significant portions covered in each chapter.
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Figure 1.6: Thesis Organization





Chapter 2

Modeling of Microgrid Test

System

2.1 Overview

This chapter develops a microgrid (MG) test system comprises of diesel generators,

wind farms, PV farm, loads and a battery storage system. It also covers the

detailed modeling of each component in the microgrid, i.e., diesel generators, wind

farms, PV farm, loads and a battery storage system. The microgrid test system

developed in this chapter is further utilized to study the effectiveness of multi

agent based microgrid energy management in this work.

2.2 Microgrid Modeling

Figure 2.1 shows the schematic diagram of the microgrid model used to study the

effectiveness and applicability of the proposed energy management system. The

microgrid is developed in Matlab Simulink with phasor-mode simulation. The

primary reason for using the phasor-mode simulation is its faster run-time. The

microgrid comprises of four diesel generators, two wind farms, two PV farms,

energy storage and loads. The diesel generator is used in the microgrid is for pro-

viding base power. Table 2.1 shows the parameters used to model each component

of the microgrid. The detailed modeling of each component of the microgrid has

been discussed in the following sub-sections.

39
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Figure 2.1: Proposed Microgrid Model

Table 2.1: Simulation Parameters
Component Description Specification

Diesel Generator

DG1 2.5 MW
DG2 1000 kW
DG3 500 kW
DG4 500 kW

PV System
Efficiency 10 %
Nominal Power Output 250kW
Area 5000 m2

Wind Farm

Nominal Power Output 250 kW
Cut in wind speed 2.5 m/s
Rated wind speed 7.5 m/s
Cut out wind speed 11 m/s

Battery Storage
Nominal Voltage 400 V
Battery Capacity 10800 Ah
Efficiency 90 %

2.2.1 Diesel Generator Modelling

The diesel engine generator in the microgrid is represented by a synchronous ma-

chine block operating in generator mode having a diesel engine governor system,

and an excitation system. The governor system consists of an actuator and a con-

trol system modeled using transfer functions. The inputs to the governor are the

reference speed and the actual speed. The difference in reference speed and actual

speed is given to the controller, and then the controlled output is provided to the

actuator. The output of the governor is the mechanical power to the synchronous
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machine working in generator mode. The controller and actuator are modeled

using the transfer function as given in Eq .(2.1) and Eq.(2.2) [253].

Tc =
k (1 + T1s)

1 + T2s+ T2T3s2
(2.1)

Where,

Tc - Controller transfer function.

T1, T2, T3- Regulator time constants in seconds.

k-Gain

TA =
(1 + T4s)

[s(1 + T5s)(1 + T6s)]
(2.2)

Where,

TA - Actuator transfer function

T4, T5, T6- Actuator time constants

The excitation system is modeled using the transfer function represented in Eq.(2.3)

[253]
Vfd
Vro

=
1

K + sTe
(2.3)

Where,

Vfd - Exciter voltage

Vro - Regulator volatge

K - Gain

Te - Time constant in seconds.

The overall efficiency of diesel generator can be expressed as Eq.(2.4)

ηoverall = ηBT ∗ ηGen (2.4)

Where, ηBT - Brake thermal efficiency.

ηGen- Generator efficiency.
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2.2.2 PV Modelling

The power output of the modeled PV farm depends on solar irradiance, PV panel

efficiency and total solar panel area. The power output relationship is modeled as

represented in Eq.(2.5).

Ppv = IPfApvηpv (2.5)

Where,

I- Solar irradiance in W/m2.

Pf - Partial shading factor.

Apv- Total solar panel area in m2.

ηpv- Efficiency of PV panel (approximately 10 %).

2.2.3 Wind Farm Modelling

The power available from an electric wind generator can be represented as in Eq.

(2.6) [254] and is proportional to the cube of wind velocity. Hence, a small change

in wind velocity can produce large variation in energy generated and in the cost

of generation.

PW ∝ V 3
w (2.6)

Where,

Vw- Average wind velocity in m/s.

The wind turbine will produce nominal power when wind speed reaches its nominal

value. Though when the wind speed increases above maximum wind speed, the

wind turbine isolates itself from the grid and stay offline until the wind speed

returns to its nominal value. The power output from the wind farm is modeled as

represented in Eq. (2.7).

Pwind =



V 3
wind

PNom
V 3
Nom

;Vwind ≤ VNom

V 3
Nom

PNom
V 3
Nom

;VNom ≤ Vwind < VMax

0; Vwind ≥ VMax

(2.7)
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Where,

Vwind - Actual wind speed in m/s.

VNom - Nominal wind speed in m/s.

Vmax - Maximum wind speed in m/s.

Pwind- Wind power output in kW.

PNom- Nominal wind power output in kW.

2.2.4 Energy Storage System Modelling

An energy storage system is required for providing auxiliary services during power

mismatch in the microgrid [254]. The energy storage system for the microgrid is

modeled in such a way that it can store energy during excess power production

from renewable sources and is also able to supply to meet load requirements of

the microgrid during a power shortage. Also, the battery control in the proposed

model is constrained in a manner that the battery will charge only when there is an

excess power production from the distributed renewable energy resources, not from

the diesel generators. The battery is modeled according to the characteristics of

deep cycle lead acid batteries, and battery dynamics are represented as in Eq.(2.8)

and Eq.(2.9) [253].

BSOC = 100[1− (
1

QB

)

∫ t

0

iB(t)dt] (2.8)

BAH =
1

3600

∫ t

0

iB(t)dt (2.9)

Where,

BSOC- State of charge of battery in %.

QB- Maximum battery capacity in ampere hour

iB- Battery current in ampere.

BAH- Battery ampere hour.
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2.2.5 Load Modelling

Load model consists of two types of loads, commercial loads, and residential load.

The commercial load is indicated using the asynchronous machine with the ca-

pacity of 0.2 MW to incorporate the effect of inductive loads like air conditioner,

refrigerator, heating loads in the microgrid. The residential load is modeled us-

ing the real 24-hour variations in load at the Tioman Island with one hour span

utilizing a lookup table.

(a) Irradiance (b) Wind Speed

(c) Residential Load Profile (d) Commercial Load

Figure 2.2: Irradiance, Wind Speed and Loads used for Simulation

2.3 Data Selection

The performance of the proposed model is evaluated based on data collected from

Tioman Island. The Tioman Island is the resort island in the South China Sea

within the east coast of Peninsular Malaysia, located at 104◦10′24′′E longitude

and 2◦47′47′′N latitude. The solar irradiation profile and wind speed used for the

simulation study are shown in Figure 2.2(a) and Figure 2.2(b) respectively [255].

The irradiation profile follows a typical pattern with the maximum irradiation

(526.99 W/m2) occurring during the middle of the day. The wind speed varies with

several peaks and troughs significantly throughout the day. Since the simulation

is based on the data collected from the Tioman island resort, the load follows a
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distinct profile due to tourist activities. The load demand of the island at the

beginning of the day is minimum, and it gradually increases and meets the peak

by evening and drops at night as shown in Figure 2.2(c). The load profile data

used for the simulation is extracted from [253] and the maximum and minimum

load values are 2.75 MW, and 1.77 MW respectively found. Also, Figure 2.2(d)

shows the commercial load profile used in the simulation case study.

2.4 Results and Discussion

The model shown in Figure 2.1 is simulated for 24 hours duration to analyze the

performance of the microgrid model.

Figure 2.3: Power Output of PV Farm

Figure 2.4: Power Output of Wind Farm

Figure 2.3 shows the output power generated from PV farm1 and PV farm 2

respectively as PPV1 and PPV2 in watts. It is clear from both waveforms that

the solar power follows the irradiance pattern represented in Figure 2.2(a). Figure
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Figure 2.5: Load requirement of microgrid

Figure 2.6: Battery SOC

2.4 displays the output power of wind farm 1 and wind farm 2 respectively as

PWIND1 and PWIND2 in watts. As the wind power output is proportional to the

cube of the wind velocity, it trails the pattern of wind speed represented in Figure

2.2(b). The load demand of the system in watts is shown in Figure 2.5. Where

the PLOAD represents the residential load demand, and the PASM represents the

commercial load demand in the system. Figure 2.6 shows the state of charge of

the battery in % during 24 hours simulation. In Figure 2.6 the state of charge of

the battery is constant because the battery control action is not performed since

there is no excess power requirement in the system as all the diesel generators are

active. The battery is not charged throughout the simulation because the battery

controller is constrained that the battery will charge whenever there is an excess

power produced by renewable distributed energy resources. The output power

provided by diesel generators in watts to meet the load demand of the microgrid is

presented in Figure 2.7. Which shows the power produced by the diesel generator

1, diesel generator 2, diesel generator 3 and diesel generator 4 (PDG1-PDG4)

respectively.
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Figure 2.7: Power Output of Diesel Generators

2.5 Chapter Summary

In this chapter, a microgrid test system has been modeled by incorporating diesel

generator, PV farm, wind farm, battery, residential and commercial loads. The

simulation for 24 hours scenario has been carried out to analyze the performance

of the microgrid model developed. The simulation results are shown to justify

the effectiveness and to analyze the performance of the system model for further

studies. The model developed in this chapter is utilized in chapter 4 for the

development of multi agent based autonomous energy management system and

chapter 5 for a multi agent based energy management with self-healing capability.





Chapter 3

Development of Renewable and

Load Forecasting Models

3.1 Overview

Due to the high penetration of renewable energy resources, it is challenging to

provide a reliable, consistent power supply for local customers, because of the

unpredictable and intermittent nature of these renewable energy resources. More-

over, the electricity load demand also changes due to the season effect and human

behavior. Accordingly, an accurate forecasting of power generation and load de-

mand are required to solve unit commitment and schedule the operation of energy

storage devices. Therefore, this chapter discusses the different renewable (PV

and wind) forecasting models and load forecasting models. Initially, this chap-

ter discusses the adaptive neuro fuzzy inference system (ANFIS) based forecasting

models for PV and wind output power forecasting. Later, linear time series (LTS),

support vector regression (SVR) and Bayesian Multivariate Linear Spline Model

(BMLS) load forecasting models. The performance of the developed models have

been analyzed using different indices, and the model which gives the better per-

formance is utilized further for developing the respective forecasting agents for

proposed multi agent based microgrid energy management system.

49
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3.2 PV and Wind Forecasting Model

A review on the short-term power prediction methods of PV and wind are provided

in section 1.3.4. The accuracy of ANN models are proven to be higher as compared

to other short term prediction models for PV and wind prediction [256]. Even

though the ANN models have the capabilities of nonlinear modeling, it possesses

some disadvantages that it is considered as a black box and rules are not easily

explicable[257]. These rules can be recognized by the implementation of fuzzy

logic, but the number of variables associated with it is large and make it complex

in dealing [258]. This work utilizes an ANFIS based forecasting model for the wind

and PV generation forecasting. ANFIS model utilizes the principles of both neural

network and fuzzy logic. Neural networks are included in the class of supervised

learning algorithms which uses historical data to predict the upcoming values.

Whereas in fuzzy logic the control signal is produced from firing the rule base.

The rule base is random in nature and extracted from historical data. This leads

to the random controller output. The advantage of using ANFIS prediction model

is that it makes the rule base more realistic and adaptable to the situation by the

use of the neural network. The capability of fuzzy logic to approximate a nonlinear

function by its intelligence in developing if-then rules makes this hybrid technique

to be a universal estimator [259].

3.2.1 Basic Structure of ANFIS

Adaptive Neuro Fuzzy Inference System (ANFIS) is a technique that is developed

by the hybridization of the fuzzy inference system and neural networks by effec-

tively utilizing the advantages of two cutting-edge technologies. The fuzzy logic

inherently incorporates the uncertainty and fuzziness of the system that is being

modeled. On the other hand, the neural network introduces the intelligence of

adaptability in the model [260]. The fuzzy inference system that considered to

model maps

1. Input to input membership function (MF)

2. Input MF to associated rules

3. Rules to output characteristics

4. Output characteristics to output MF
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Figure 3.1: Basic Structure of ANFIS

5. Output MF to final output or associated decision.

For the better understanding of the structure of the ANFIS consider a fuzzy infer-

ence system with one output and two inputs. The rule base comprises the fuzzy

if-then rules of Takagi and Sugenos type as in [261] are.

If x is P and y is Q, then z is f(x,y)

Where ,

P and Q - fuzzy sets in the antecedents.

z=f(x,y) - crisp function in the consequent.

Generally, the f(x,y) is considered to be a polynomial function for a given input

variables x and y. However, it is not necessary that to consider it as a polynomial

function always, can be any function that can describe the output of the system

inside the fuzzy region provided by the antecedent. A zero order Sugeno fuzzy

model is achieved when treating the f(x,y) as a constant and can be considered

to be a distinct case of Mamdani fuzzy inference system [262] where every rule

consequent is described by a fuzzy singleton. When considering f(x,y) is to be a

first-order polynomial a first-order Sugeno fuzzy model is achieved. The rules of

a first order two rule Sugeno fuzzy inference system can be expressed as follows.

1. IF x is P1 and y is Q1 THEN f1 = k1x+ l1y +m1

2. IF x is P2 and y is Q2 THEN f2 = k2x+ l2y +m2

Here, the output of each rule is a linear combination of input variable along with

the addition of a constant in the inference system. The final output is the weighted
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average of each rule’s output. The Figure 3.1 shows the equivalent ANFIS struc-

ture.

The each layer in the structure is briefly explained as follows

Layer 1: Each node i in the layer is adaptive with a node function

N1
i = µPi(x) (3.1)

Where,

µPi- Membership function of Pi.

x - input to the ith node.

Pi - linguistic variable related to node function.

Generally, µPi(x) is considered to be

µPi(x) =
1

1 + [(x−ci
ai

)2]bi)
(3.2)

Or

µPi(x) = exp

{
−(
x− ci
ai

)2

}
(3.3)

Where,

ai, bi, ci- set of premise parameters.

Layer 2: This layer calculates the firing strength wi of the particular node and

produces an output corresponding to the product of incoming signals to that node

represented as in

N2
i = wi = µPi(x) ∗ µQi(y), i = 1, 2 (3.4)

Layer 3: This layer calculates the normalized firing strength of the ith node rule

i.e. the ratio of firing strength of the particular rule to the sum of firing strength

of all incoming rules in the node.

N3
i = w̄i =

wi
w1 + w2

, i = 1, 2 (3.5)

Layer 4: The each node in this layer is an adaptive node with a node function

expressed as.

N4
i = w̄ifi = w̄i(kix+ liy +mi) (3.6)
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Where,

ki, li,mi- set of consequent parameters.

w̄i- Output from the layer 3.

Layer 5: This layer calculates the final output as the summation of all the incoming

signals in that node.

N5
i =

∑
i

w̄ifi =

∑
i wifi∑
i wi

(3.7)

3.2.2 Learning Algorithm

The overall output can be represented as a linear combination of consequent pa-

rameters with the given values of premise parameters in the ANFIS structure.

i.e.

f =
w1

w1 + w2

f1 +
w2

w1 + w2

f2 (3.8)

f = w̄1f1 + w̄2f2 (3.9)

f = w̄1(k1x+ l1y +m1) + w̄2(k2x+ l2y +m2) (3.10)

f = (w̄1x)k1 + (w̄1y)l1 + (w̄1)m1 + (w̄2x)k2

+(w̄2y)l2 + (w̄2)m2

(3.11)

Where,

f- linear in the consequent parameters (k1, l1,m1, k2, l2,m2)

These parameters will change through the learning process. A gradient vector

facilitates the adjustment or computation of these parameters. Also, it represents

the degree of measure to which the FIS is modeling the input-output data for a dis-

pensed set of parameters. Further, any of the optimization techniques can be used

to adjust the associated parameter by reducing the difference in sum of squares of

actual and desired outputs. This work used the backpropagation algorithm and a

hybrid (hybridization of backpropagation and least squares estimation) algorithm

presented in [263]. The first step in the process of model development is to create

an initial fuzzy inference system (FIS) with the help of the extracted rules from the

input-output data of the system which is considered to be modeled. After that, the

initial fuzzy model developed is fine-tuned using the neural network and achieved

the final ANFIS model of the system. The different existing models developed



54 Chapter 3 Development of Renewable and Load Forecasting Models

Table 3.1: Different ANFIS based Models
Model FIS generation method Optimization

1 Grid Partitioning [264, 265] backpropagation (BP)
2 Subtractive Clustering [266] backpropagation (BP)
3 FCM Clustering [267] backpropagation (BP)
4 Grid Partitioning [264, 265] Hybrid
5 Subtractive Clustering [266] Hybrid
6 FCM Clustering [267] Hybrid

by the combinations of different initial FIS generation methods and optimization

algorithms are represented in Table 3.1.

3.2.3 Development of Initial Fuzzy Model

Different methods can be used to develop the initial fuzzy model. In this work, the

initial fuzzy model has been modeled using grid portioning [264, 265], subtractive

clustering [266] and fuzzy c means (FCM) clustering [267] and the details are as

follows.

3.2.3.1 Grid Partitioning Technique

This partition strategy used when the number of membership functions and inputs

are less [264, 265]. The number of fuzzy IF-THEN rule for ‘n’ input and ‘m’

membership functions can be represented as in Eq. (3.12).

FuzzynRule = mn (3.12)

The membership functions can be any, but the degree of membership function in-

formation is used for the further processing can lead to the loss of the considerable

amount of information during the process of fuzzification. This can be identified

as a nonlinear transformation of the input. In case of the trapezoidal or triangu-

lar membership function, the information may be the loss at the point where the

slope is zero, where the function is not differentiable. Thus a fuzzy system with

trapezoidal or triangular membership function can face issues in learning from

data. Therefore the membership functions like Gaussian or bell function can be

used to avoid this issue due to the smoothness of the function [260]. So, this work

considers five inputs and two Gaussian membership function and a total of 32 (25)

rules.
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3.2.3.2 Subtractive Clustering Technique

Subtractive Clustering Technique helps to locate the cluster centers of input-

output data pairs, as each cluster center is a sign of the existence of a rule. Which

also supports in finding the rules which are distributed in the input-output space

as well as in determining the values of the premise parameters. It also helps

in finding the initial values that are closely related to input values facilitate the

quick convergence of the model while training with the neural network. In this

technique, the capability of each input-output data points is considered as a func-

tion of Euclidian distances from the remaining data points. The data point with a

threshold more than a preset value is treated as cluster centers. The initial fuzzy

model can be extracted after determining the cluster center as in [268].

Consider ‘n’ data points D = {x1, x2, x3.., xn} in M dimensional space. The data

points are considered to be normalized in all dimensions so as to be bounded by a

unit hypercube. Each data points are treated to be a possible cluster center. The

capability of a data point xi to be a cluster center is measured by

Ci =
n∑
j=1

e−α‖xi−xj‖
2

(3.13)

Where,

α =
4

r2
a

(3.14)

‖xi − xj‖- Euclidean distance ra- Influence Radius that effectively define the neigh-

borhood.

The data points exterior to the influence radius have little influence on Ci. After

calculating the Ci for all the data points, the data points with highest Ci is con-

sidered as the first cluster center. Let x1∗ , and C1∗ are the location of first cluster

center and its capability value respectively. Then the capability of each data point

xi is modified by the equation as in

Ci = Ci − C1∗e
−β‖xi−x1∗‖2 (3.15)

Where,

β =
4

r2
b

(3.16)

rb- Influence Radius that effectively define the neighborhood. Generally, rb=1.25ra

[268].
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After updating the capabilities of all data points according to Eq. (3.15), the data

points with the highest remaining capability are considered to be the second cluster

center. The capabilities of each data point are further minimized accordingly.

Typically, the capabilities of each data points are updated as in Eq. (3.17) after

obtaining kth cluster center.

Ci = Ci − Ck∗e−β‖xi−xk∗‖
2

(3.17)

Where, xk∗ represents the location of kth cluster center and Ck∗ is its value. Repeat

the process until the stopping criterion is achieved. Each cluster center derived

from the above procedure is the representation of data point that describes the

characteristics of the input-output behavior of the system that is intended to be

modeled. Thus the cluster center can be treated as the basis of a rule that can

describe the behavior of the system.

Let x1∗ , x2∗ , x3∗ .., xc∗ set of c clusters in M dimensional space. First N dimen-

sions represents the input variables and reaming M − N dimensions represents

the respective output variables. Each cluster center xi∗ is decomposed into two

component vectors yi∗ , the location of cluster center in the input space and zi∗ ,

the location of cluster center in output space respectively. Thus xi∗ can be sym-

bolically represented as

xi∗ = [yi∗ ; zi∗ ] (3.18)

Where, every cluster center xi∗ is considered as a representation of fuzzy rule. i.e.

IF the input is near yi∗ THEN output is near to zi∗ .

The degree of membership of a rule i for a given input vector y can be computed

as in

µi = e−α‖y−yi∗‖
2

(3.19)

Where α is a constant defined as by Eq. (3.14), and the output vector is measured

as in

z =

∑c
i=1 µizi∗∑c
−i=1 µi

(3.20)

This computational scheme can be observed in terms of FIS using fuzzy IF-THEN

rules as
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IF Y1 is Ai1 and Y2 is Ai2 .... THEN Z1 is Bi1 Z2 is Bi2 ....

Where, Y and Z are input and output variable respectively and the A and B cor-

responds to the membership function associated with ith rule for jth input/output.

Aij(Y j) = e
−0.5(

Yj−yij∗
σij

)2

(3.21)

Bij = z∗ij (3.22)

Where y∗ij and z∗ij are jth elements of y∗i and z∗i respectively and σ2
ij = 1

2α
[268].

3.2.3.3 Fuzzy C Means Clustering

The fuzzy clustering associates each data point with each cluster using a member-

ship function. The data point with similar properties are assigned with a higher

degree of membership, and dissimilar properties are assigned with a lower degree

of membership [269]. This clustering technique is based on the minimization of

the objective function represented in Eq. (3.23).

Algorithm 3.1 Fuzzy C Means Clustering algorithm

1: Initialize no of cluster as k
2: Calculate µij for all i,j from Eq. (3.24)
3: for <Until termination criteria is met> do
4: Calculate Cluster centers Vj
5: Update µij for all i,j

6: end for

Jk =
k∑
i=1

cj∑
j=1

µmij (||Xi − Vj||)2 (3.23)

l < m <∞

Where the degree of membership of Xi in the cluster kth is represented by µij. Eq.

(3.24) and Eq. (3.25) presents the degree of membership µij and cluster center Vj

respectively and m is a real number more than one. The algorithm for fuzzy C

means is presented in Algorithm 3.1

µij =
1∑k

p=1

(
||Xi−Vj ||
||Xi−Vp||

) 2
m−1

(3.24)
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Vj =

∑N
i=1 µ

m
ijXi∑N

i=1 µ
m
ij

(3.25)

In this algorithm, the relation between data points to each cluster is established

using a membership function which characterizes the fuzzy behavior of the algo-

rithm. The more details of the fuzzy c mean clustering can be found in [267].

3.2.4 Data Selection

The performance of the proposed model is evaluated based on the average hourly

PV and wind output power data collected from Tioman Island for the year 2011

[255]. The pre-processing of the data is important to achieve the higher forecasting

accuracy. The preprocessing of the data has been performed using the step 1

to 11 illustrated in algorithm 3.2. Then the pre-processed data is given to the

developed ANFIS as mentioned in the algorithm 3.2 step 12 to 26. The algorithm

3.2 represents the complete model implementation. The 15 days hourly PV and

wind output power values have been used for the model implementation. For

example to forecast the value for January 15th, the hourly values of January 1st

to January 15th is used. In which the January 15th is used as a testing target, and

the remaining values are used for model building and training. Respectively all

different days in 2011 have been predicted.

3.2.5 Results and Discussions

The forecasted value of PV and wind output power by the proposed model is

compared with actual PV, and wind output power values and error has been

calculated. The indices used for the performance evaluations of the proposed

model are Mean Absolute Error (MAE), Mean Square Error (MSE), Root Mean

Square Error (RMSE) and Mean Relative Error (MRE) in % as represented in

Eq. (3.26) - Eq. (3.29) respectively.

Mean Absolute Error (MAE) =
1

N

N∑
i=1

|Qi − Yi| (3.26)

Mean Square Error (MSE) =
1

N

N∑
i=1

(Qi − Yi)2 (3.27)
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Algorithm 3.2 Data Pre-processing and Model implementation

1: Input historical data (x)(historical PV output power or Historical wind output
power.

2: Calculate the length of the data L.
3: Initialize delay D=1:5
4: Calculate maximum delay MaxD
5: Calculate range of values R=MaxD+1 to L
6: for <All delay D> do
7: Sort model inputs X=[X;x(:,(R-D))]
8: end for
9: Sort Model Targets Y=x(:,R)

10: Calculate the input to the ANFIS X= transpose of X
11: Calculate the Targets to the ANFIS Y= transpose of Y
12: Calculate the length of X i.e. K
13: Provide Training index
14: Generate Training inputs
15: Generate Training Targets
16: Execute ANFIS model with Training inputs and Targets
17: Provide Testing index
18: Generate Testing inputs
19: Provide testing inputs to the trained ANFIS
20: Input Testing Targets
21: Perform Testing
22: Calculate MAE using Eq.(3.26)
23: Calculate MSE using Eq.(3.27)
24: Calculate RMSE using Eq.(3.28)
25: Calculate MRE using Eq.(3.29)
26: Analyze the model performance

Root Mean Square Error (RMSE) =

√√√√ 1

N

N∑
i=1

(Qi − Yi)2 (3.28)

Mean Relative Error (MRE) in % =
1

N

N∑
i=1

|Qi − Yi|
Wtotal

∗ 100 (3.29)

Where, Qi- Predicted Value, Yi- Actual Value, Wtotal= Total generation capacity

(500 kW for PV & 250 kW for wind)

3.2.5.1 Performance Analysis: PV Forecasting

The solar irradiation follows a typical pattern having the maximum irradiation at

the middle of the day.
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(a) Performance Plot of January 15 (b) Performance Plot of February 24

(c) Performance Plot of March 18 (d) Performance Plot of April 27

(e) Performance Plot of May 17 (f) Performance Plot of June 21

(g) Performance Plot of July 23 (h) Performance Plot of August 15

(i) Performance Plot of September 05 (j) Performance Plot of October 2

(k) Performance Plot of November 14 (l) Performance Plot of December 08

Figure 3.2: Performance Plot of PV Forecasting with Backpropogation Algorithm
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(a) Performance Plot of January 15 (b) Performance Plot of February 24

(c) Performance Plot of March 18 (d) Performance Plot of April 27

(e) Performance Plot of May 17 (f) Performance Plot of June 21

(g) Performance Plot of July 23 (h) Performance Plot of August 15

(i) Performance Plot of September 05 (j) Performance Plot of October 2

(k) Performance Plot of November 14 (l) Performance Plot of December 08

Figure 3.3: Performance Plot of PV Forecasting with Hybrid Algorithm



62 Chapter 3 Development of Renewable and Load Forecasting Models

Table 3.2: Performance of different models for PV fore-

casting

Algorithm Hybrid Optimization Backpropagation

Indices GP SC FCM GP SC FCM

Jan 15

MSE 414.1685 168.8988 99.2330 246.2968 169.4644 167.4012

RMSE 20.3511 12.9961 9.9616 15.6938 13.0178 12.9384

MAE 13.4444 8.2632 5.6700 10.1639 8.3315 7.9723

MRE % 2.6889 1.6526 1.1340 2.0328 1.6663 1.5945

Feb 24

MSE 35.1057 98.4337 17.2885 200.2514 98.0572 73.3942

RMSE 5.9250 9.9214 4.1579 14.1510 9.9024 8.5670

MAE 3.8841 6.8132 3.1067 8.8350 6.7796 6.1077

MRE % 0.7768 1.3626 0.6213 1.7670 1.3559 1.2215

March 18

MSE 282.8570 86.6859 35.7337 173.7549 89.1504 79.5422

RMSE 16.8184 9.3105 5.9778 13.1816 9.4419 8.9186

MAE 9.3655 5.5760 3.4523 7.5857 5.6160 5.5862

MRE % 1.8731 1.1152 0.6905 1.5171 1.1232 1.1172

April 27

MSE 45.5058 56.6618 18.7890 139.4561 57.5152 48.6022

RMSE 6.7458 7.5274 4.3346 11.8092 7.5839 6.9715

MAE 4.7293 5.5039 3.1425 7.1750 5.5556 5.1592

MRE % 0.9459 1.1008 0.6285 1.4350 1.1111 1.0318

May 17

MSE 512.4110 109.3600 14.5305 240.7384 113.7673 99.2802

RMSE 22.6365 10.4575 3.8119 15.5157 10.6662 9.9639

MAE 13.6904 6.8591 2.6667 9.6782 7.1114 6.4063

MRE % 2.7381 1.3718 0.5333 1.9356 1.4223 1.2813

June 21

MSE 38.5889 32.4876 26.9697 36.4005 32.3215 30.0152

RMSE 6.2120 5.6998 5.1932 6.0333 5.6852 5.4786

MAE 3.8091 3.9307 2.9154 3.6237 3.9434 3.0680

MRE % 0.7618 0.7861 0.5831 0.7247 0.7887 0.6136

July 23

MSE 119.4234 47.8320 30.5203 97.1439 50.0240 39.8767

RMSE 10.9281 6.9161 5.5245 9.8562 7.0728 6.3148

MAE 6.2863 4.5158 3.3901 5.8895 4.5904 3.6687

MRE % 1.2573 0.9032 0.6780 1.1779 0.9181 0.7337

August 15

MSE 34.3296 56.7724 24.5266 81.8138 57.6744 58.4467

RMSE 5.8591 7.5347 4.9524 9.0451 7.5944 7.6450

MAE 4.0547 5.0913 3.2453 3.8320 5.1802 3.7592

MRE % 0.8109 1.0183 0.6491 0.7664 1.0360 0.7518
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Sept 05

MSE 100.8984 84.4111 31.9667 126.0273 84.5177 81.1620

RMSE 10.0448 9.1875 5.6539 11.2262 9.1934 9.0090

MAE 5.7276 5.9288 3.2620 5.1275 5.9872 4.6665

MRE % 1.1455 1.1858 0.6524 1.0255 1.1974 0.9333

Oct 02

MSE 52.1534 50.0090 22.6523 84.0985 50.4685 38.5652

RMSE 7.2217 7.0717 4.7594 9.1705 7.1041 6.2101

MAE 5.1636 5.0426 3.1525 5.0188 5.0837 4.5780

MRE % 1.0327 1.0085 0.6305 1.0038 1.0167 0.9156

Nov 14

MSE 66.3426 48.4473 43.5114 170.9419 49.0401 41.9304

RMSE 8.1451 6.9604 6.5963 13.0745 7.0029 6.4754

MAE 4.6323 5.2391 4.3218 7.8662 5.2673 4.6218

MRE % 0.9265 1.0478 0.8644 1.5732 1.0535 0.9244

Dec 8

MSE 75.0902 57.5521 47.5614 73.4156 57.0869 48.3927

RMSE 8.6655 7.5863 6.8965 8.5683 7.5556 6.9565

MAE 4.7718 5.8271 4.5601 5.6613 5.7906 5.5517

MRE % 0.9544 1.1654 0.9120 1.1323 1.1581 1.1103

The Figure 3.2(a) - Figure 3.2(l) show the foretasted and actual PV output power

values of randomly selected days January 21, February 18, March 08, April 12,

May 27, June 26, July 03, August 06, September 07, October 12, November 02 and

December 21 respectively for initial FIS generation methods (grid portioning, sub-

tractive clustering and fuzzy c mean clustering) and backpropagation optimization

algorithm based model. Also, the Figure 3.3(a) - Figure 3.3(l) show the foretasted

and actual PV output power values of randomly selected days January 21, Febru-

ary 18, March 08, April 12, May 27, June 26, July 03, August 06, September 07,

October 12, November 02 and December 21 respectively for initial FIS generation

methods (grid portioning, subtractive clustering and fuzzy c mean clustering) and

hybrid optimization algorithm based model. Table 3.2 shows the performance of

ANFIS model with PV output power forecasting in terms of different indices (i.e.

mean absolute error, mean square error, root mean square error and mean relative

error as represented by Eq. (3.26) - Eq. (3.29)). From the table it is clear that

the ANFIS model with initial FIS generation based on the Fuzzy C Means clus-

tering and backpropagation algorithm based model provides better accuracy as

compared to grid partitioning and subtractive clustering based model. Also, the

ANFIS model with initial FIS generation based on the Fuzzy C Means clustering

and hybrid optimization based model outperform the models with initial FIS gen-
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Table 3.3: Average model performance for PV forecasting
Algorithm Hybrid Optimization Backpropagation
Indices GP SC FCM GP SC FCM
MSE 148.0729 74.79598 34.44026 139.1949 75.7573 67.21741
RMSE 10.79609 8.430783 5.651667 11.44378 8.48505 7.954067
MAE 6.629925 5.7159 3.573783 6.704733 5.769742 5.095467
MRE % 1.325992 1.143175 0.714758 1.340942 1.153942 1.019083

eration based on the grid partitioning, subtractive clustering and back propagation

optimization based models. Table 3.3 represents the average model performance of

the different proposed models with PV output power forecasting. It is clear from

the Table 3.3 that with a backpropagation based optimization algorithm, initial

FIS generation using fuzzy c means clustering (FCM) provide better accuracy.

Also in case of hybrid algorithm based model, initial FIS generation using FCM

shows better accuracy. Comparing the results of all the six model developed the

FCM based hybrid optimization based model gives better performance as shown

in Table 3.3. Thus FCM based hybrid optimization based ANFIS model is utilized

further in this study for developing PV forecasting agent for the proposed multi

agent based energy management system.

3.2.5.2 Performance Analysis: Wind Forecasting

The wind speed follows the pattern having several ups and downs throughout the

day. The Figure 3.4(a) - Figure 3.4(l) show the foretasted and actual wind output

power values of randomly selected days January 21, February 18, March 08, April

12, May 27, June 26, July 03, August 06, September 07, October 12, November

02 and December 21 respectively for initial FIS generation methods (grid por-

tioning, subtractive clustering and fuzzy c mean clustering) and backpropagation

optimization algorithm based model. Also, the Figure 3.5(a) - Figure 3.5(l) show

the foretasted and actual wind output power values of randomly selected days Jan-

uary 21, February 18, March 08, April 12, May 27, June 26, July 03, August 06,

September 07, October 12, November 02 and December 21 respectively for initial

FIS generation methods (grid portioning, subtractive clustering and fuzzy c mean

clustering) and hybrid optimization algorithm based model. Table 3.4 respectively

show the numerical results obtained by grid portioning, subtractive clustering and

fuzzy c mean clustering (initial FIS generation methods) and backpropagation, hy-

brid optimization algorithm based ANFIS model for different randomly selected

days respectively for wind forecast.
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(a) Performance Plot of January 21 (b) Performance Plot of February 18

(c) Performance Plot of March 08 (d) Performance Plot of April 12

(e) Performance Plot of May 27 (f) Performance Plot of June 26

(g) Performance Plot of July 03 (h) Performance Plot of August 06

(i) Performance Plot of September 07 (j) Performance Plot of October 12

(k) Performance Plot of November 02 (l) Performance Plot of December 21

Figure 3.4: Performance Plot of Wind Forecasting with BP algorithm
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(a) Performance Plot of January 21 (b) Performance Plot of February 18

(c) Performance Plot of March 08 (d) Performance Plot of April 12

(e) Performance Plot of May 27 (f) Performance Plot of June 26

(g) Performance Plot of July 03 (h) Performance Plot of August 06

(i) Performance Plot of September 07 (j) Performance Plot of October 12

(k) Performance Plot of November 02 (l) Performance Plot of December 21

Figure 3.5: Performance Plot of Wind Forecasting with Hybrid algorithm
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Table 3.4: Performance of different models for wind fore-

casting

Algorithm Hybrid Optimization Backpropagation

Indices GP SC FCM GP SC FCM

Jan 21

MSE 9.8948 8.0625 7.9502 56.5785 8.2297 8.1693

RMSE 3.1456 2.8395 2.8196 7.5219 2.8688 2.8582

MAE 2.5798 2.2938 2.2447 5.6586 2.3221 2.2454

MRE % 1.0319 0.9175 0.8979 2.2634 0.9288 0.8982

Feb 18

MSE 18.0900 11.2062 10.8230 44.8025 11.9505 11.0138

RMSE 4.2532 3.3476 3.2898 6.6935 3.4570 3.3187

MAE 3.3393 2.7221 2.6005 5.5096 2.7813 2.7136

MRE % 1.3357 1.0888 1.0402 2.2038 1.1125 1.0854

March 8

MSE 6.8827 4.5711 4.9357 27.0812 4.7794 4.5527

RMSE 2.6235 2.1380 2.2216 5.2040 2.1862 2.1337

MAE 2.2934 1.5589 1.6736 4.6721 1.5958 1.4896

MRE % 0.9174 0.6236 0.6694 1.8688 0.6383 0.5958

April 12

MSE 1.5487 1.2976 1.3852 6.4915 1.2778 1.3498

RMSE 1.2445 1.1391 1.1769 2.5478 1.1304 1.1618

MAE 1.1391 1.0319 0.9428 2.0377 1.0229 1.0120

MRE % 0.4556 0.4128 0.3771 0.8151 0.4092 0.4048

May 27

MSE 2.0169 0.9608 0.7530 5.2392 0.9763 0.8640

RMSE 1.4202 0.9802 0.8678 2.2889 0.9881 0.9295

MAE 1.0998 0.7558 0.6329 1.8368 0.7693 0.7645

MRE % 0.4399 0.3023 0.2531 0.7347 0.3077 0.3058

June 26

MSE 18.9175 3.1872 3.0607 18.0279 3.2521 4.1456

RMSE 4.3494 1.7853 1.7495 4.2459 1.8034 2.0361

MAE 2.3713 1.3851 1.4105 3.4198 1.4048 1.5449

MRE % 0.9485 0.5541 0.5642 1.3679 0.5619 0.6180

July 3

MSE 2.7372 1.4395 1.4152 8.9122 1.4652 1.8270

RMSE 1.6544 1.1998 1.1896 2.9853 1.2104 1.3517

MAE 1.3080 0.9707 0.7139 2.6508 0.9778 1.0577

MRE % 0.5232 0.3883 0.2856 1.0603 0.3911 0.4231

August 6

MSE 4.6853 3.8536 4.3771 31.6073 3.9370 3.9397

RMSE 2.1646 1.9631 2.0921 5.6220 1.9842 1.9849

MAE 1.6841 1.4899 1.3673 5.0797 1.5208 1.5499

MRE % 0.6736 0.5960 0.5469 2.0319 0.6083 0.6200
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Sept 07

MSE 8.8036 8.6113 7.3310 27.2143 10.5437 8.1817

RMSE 2.9671 2.9345 2.7076 5.2167 3.2471 2.8604

MAE 2.3621 2.4007 2.1140 3.9344 2.6212 2.3367

MRE % 0.9448 0.9603 0.8456 1.5738 1.0485 0.9347

Oct 12

MSE 3.6899 2.4971 2.3022 22.2102 2.2257 1.9839

RMSE 1.9209 1.5802 1.5173 4.7128 1.4919 1.4085

MAE 1.3090 1.0413 0.9424 3.8555 0.9967 0.9525

MRE % 0.5236 0.4165 0.3770 1.5422 0.3987 0.3810

Nov 2

MSE 2.7519 1.5705 1.0568 7.1434 1.6062 1.6345

RMSE 1.6589 1.2532 1.0280 2.6727 1.2674 1.2785

MAE 1.2163 0.8801 0.7714 1.8772 0.8858 0.8681

MRE % 0.4865 0.3521 0.3086 0.7509 0.3543 0.3472

Dec 21

MSE 47.4641 14.8951 12.5053 328.2101 26.2276 13.5648

RMSE 6.8894 3.8594 3.5363 18.1166 5.1213 3.6830

MAE 5.4925 2.8857 2.7208 15.4093 4.2629 2.8299

MRE % 2.1970 1.1543 1.0883 6.1637 1.7052 1.1319

Table 3.5: Average model performance for wind forecasting
Algorithm Hybrid Optimization Backpropagation
Indices GP SC FCM GP SC FCM
MSE 10.62355 5.179375 4.824617 48.62653 6.3726 5.102233
RMSE 2.857642 2.084992 2.016342 5.652342 2.229683 2.08375
MAE 2.182892 1.618 1.511233 4.661792 1.76345 1.613733
MRE % 0.873142 0.647217 0.604492 1.864708 0.705375 0.645492

The average performance of the model has also been shown in Table 3.5. From

Table 3.5 it is has been found that with a backpropagation based optimization

algorithm, initial FIS generation using fuzzy c mean clustering (FCM) provide

better accuracy. Also in case of hybrid algorithm based model, initial FIS genera-

tion using FCM shows better accuracy. Comparing the results of all the six model

developed the FCM based hybrid optimization-based ANFIS model gives better

performance as shown in Table 3.5. Thus in this case also FCM based hybrid

optimization based ANFIS model is utilized further in this study for developing

wind forecasting agent for the proposed multi agent based energy management

system.
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3.3 Load Forecasting Models

A brief review of different models used for the load forecasting is provided in

section 1.3.5. This section describes the load forecasting models used to forecast

the upcoming loads in the microgrid in this work. The three load forecasting

models namely Linear Time Series Model (LTS) [270], Support Vector Regression

Model (SVR) [271] and Bayesian Multivariate Linear Spline Model (BMLS) [251]

are explored in this work. The details of each model are explained in the further

sections. The performance of the different model is evaluated based on the monthly

average hourly load consumption data extracted from [272] (Tioman Island) for

the year 2009, 2010 and 2011.

3.3.1 Linear Time Series Models (LTS)

3.3.1.1 One Day Linear Time Series Model

A uni-variate model that uses monthly average hourly load data SK and forecast

the monthly average hourly load data SK+1 of the next month, for an equal interval

of time and represented by the Eq. (3.30) [270].

SK+1 (n) = p+ q ∗ SK (n) (3.30)

G =

[
p

q

]
=
[
HT H

]−1

.HT .SK (3.31)

H =


1 SK (1)

1 SK (2)

1 SK (3)

: :

1 SK (n)

SK =


SK (1)

SK (2)

SK (3)

:

SK (n)

 (3.32)

Where, SK represents monthly average hourly load data of month K, SK+1 rep-

resents monthly average hourly load data of month K+1, n represents number of

hours (24 hour) and p and q are model parameters.

3.3.1.2 Two Day Linear Time Series Model

A multivariate model which uses monthly average hourly load data of month SK

and monthly average hourly load data of month SK−1, then forecast the monthly
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average hourly load data of month SK+1, for an equal interval of time and repre-

sented by the Eq. (3.33) [270].

SK+1 (n) = p+ q ∗ SK (n) + r ∗ SK−1 (n) (3.33)

G =

pq
r

 =
[
HT H

]−1

.HT .SK (3.34)

H =


1 SK (1) SK−1 (1)

1 SK (2) SK−1 (2)

1 SK (3) SK−1 (3)

: : :

1 SK (n) SK−1 (n)

SK =


SK (1)

SK (2)

SK (3)

:

SK (n)

 (3.35)

Where, SK , SK−1 represents monthly average hourly load data of month K and

monthly average hourly load data of month K-1 respectively, SK+1 represents

monthly average hourly load data of month K+1, n represents number of hours

(24 hours) and p, q and r are model parameters.

3.3.1.3 Three day Linear Time Series Model

Also, a multivariate model which uses monthly average hourly load data of month

SK , monthly average hourly load data of month SK−1 and monthly average hourly

load data of month SK−2, then forecast the monthly average hourly load data of

month SK+1, for an equal interval of time and represented by the Eq. (3.36) [270].

SK+1 (n) = p+ q ∗ SK (n) +

r ∗ SK−1 (n) + s ∗ SK−2 (n)
(3.36)

G =


p

q

r

s

 =
[
HT H

]−1

.HT .Sk (3.37)

H =


1 SK (1) SK−1 (1) SK−2 (1)

1 SK (2) SK−1 (2) SK−2 (2)

1 SK (3) SK−1 (3) SK−2 (3)

: : :

1 SK (n) SK−1 (n) SK−2 (n)

 (3.38)
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Where, monthly average hourly load data of month SK , monthly average hourly

load data of month SK−1 and monthly average hourly load data of month SK−2

respectively, and forecast monthly average hourly load data of month SK+1, n

represents number of hours (24 hour) and p, q, r and s are model parameters.

3.3.2 Support Vector Regression Model (SVR)

Support Vector Machines (SVM) are supervised learning models with associated

learning algorithms that evaluate data and identify patterns which can be used for

regression analysis and classification.Under the application of classification, a set

of training examples in which each is marked as belonging to one of the specified

categories is given. Training algorithm builds a model that allocates new examples

into one category or the other, creating it a non-probabilistic binary linear classi-

fier. An SVM model is an illustration of the examples as points in space which is

mapped so that the examples of the distinct categories are divided by a clear gap

that is as wide as possible. New examples are then mapped into that same space

and forecast to be belonged to a category based on which side of the gap they

fall in. Like linear classification, Support Vector Machines can efficiently perform

a non-linear classification using the kernel trick which is implicitly mapping their

inputs into high-dimensional feature spaces [273]. A version of SVM for regression

was proposed in 1996 by Vladimir N. Vapnik, Harris Drucker, Christopher J. C.

Burges, Linda Kaufman and Alexander J. Smola. This method is called Support

Vector Regression (SVR). The model made by support vector classification de-

pends only on a subset of the training data, training points that lie beyond the

margin is independent of the cost function for building the model. Similarly, the

model produced by SVR depends only on a subset of the training data. The cost

function for building the model ignores any training data close to the model pre-

diction [274, 275].The idea behind SVR is to map nonlinearly the original data x

into a higher dimensional feature space [271].

Consider a set of data

G = {(xi, di)}Ni=1 (3.39)

where, xi, di and N are input vector, actual values and number of data pattern

respectievely. The SVR function is given by Eq.(3.40)

Y = f(x) = Wψ(x) + b (3.40)

Where, ψ(x) is the feature which is obtained by nonlinear mapping of input space.
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The coefficients W and b are calculated by minimizing the regularized risk function

which is given by Eq.(3.41),

R(C) = (C/N)
N∑
i=1

Lε(di, yi) +
|W 2|

2
(3.41)

where,

Lε(d, y) =

[
0 if |d− y| <= ε

|d− y| − ε otherwise

]
(3.42)

C and ε are prescribed parameters .

This function creates a tube which has error less than ε. Lε(d, y) is called the ε

insensitive loss function. If the forecasted values are within the ε tube, the loss

function become zero. The flatness of the function is measured by the second

term |W 2|/2 [271]. C is the trade-off between empirical risk and model flatness,

the user can define both of these parameters C and ε. There are two slack variables

µ and µ∗, which represent the distance from the actual values to the corresponding

boundary values of ε- tube [276]. The Eq. (3.41) can be written as

minR(W,µ, µ∗) =
|W 2|

2
+ C(

N∑
i=1

(µi + µ∗i)) (3.43)

With constraints,

Wψ(xi) + b− di ≤ ε+ µ∗i (3.44)

di −Wψ(xi)− b ≤ ε+ µi (3.45)

µi, µ
∗
i ≥ 0 (3.46)

where i= 1, 2, 3........N

Primal lagrangian equation is used for solving this constrained optimization prob-

lem, which is in the form of

L(W, b, µi, µ
∗
i , αi, α

∗
i , βi, β

∗
i ) =

|W 2|
2

+ C(
N∑
i=1

(µi + µ∗i)

−
N∑
i

βi(Wψ(xi) + b− di + ε+ µ∗i)

−
N∑
i

β∗i(di −Wψ(xi)− b+ ε+ µ∗i)−
N∑
i

(αiµi + α∗µ∗i)

(3.47)
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This equation is maximized with respect to nonnegative lagrangian multipliers

αi, α
∗
i , βi and β∗i , minimized with respect to the primal variables W, b, µi and µ∗i ,

which leads to the equations

∂L

∂W
= W −

N∑
i

(βi − β∗i )ψ(xi) = 0 (3.48)

∂L

∂b
=

N∑
i

(βi − β∗i ) = 0 (3.49)

∂L

∂µi
= C − βi − αi = 0 (3.50)

∂L

∂µ∗i
= C − β∗i − α∗i = 0 (3.51)

The application of Karush-Khun-Tucker conditions, the substitution of previous

Eq. (3.48) to Eq. (3.51) into Eq. (3.47) and the kernel K(xi, xj) = ψ(xi ∗ xj gives

the dual Lagrangian equation

D(βi, β
∗
i ) =

N∑
i

di(βi − β∗i )−
N∑
i

ε(βi + β∗i )−

1

2

N∑
i

N∑
j

(βi − β∗i )(βj − β∗j )K(xi, xj)

(3.52)

Subject to the constraints,
N∑
i

(βi − β∗i ) = 0 (3.53)

0 ≤ βi ≤ 0 (3.54)

0 ≤ β∗i ≤ 0 (3.55)

βi ∗ β∗i = 0 (3.56)

There are different type of kernel functions like Gaussian kernel, polynomial ker-

nel, laplacian kernel ,exponential kernel,l Cauchy kernel and generalised T- student

kernel etc which are presently used for non-linear mapping. From these kernels,

Gaussian kernel gives best performance for load forecasting [277].Gaussian func-

tion is created by composing the exponential function with a concave quadratic

function. The Gaussian functions are thus those functions whose logarithm is a

concave quadratic function.

K(xi, xj) = Ae−(xi−xj)2/σ2

(3.57)
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Where A is the amplitude ( for load forecasting we have taken that as 1), xi and

xj are two input vectors, σ is the standard deviation or Gaussian RMS width. The

optimization of lagrangian multipliers βi and β∗i can be calculated by quadratic

programming. The maximization quadratic function for the above equation is

given by in Eq. (3.58).

Max(β) = −0.5βTHβ + fTβ (3.58)

which is subject to the same constraints. Where H is the hessian matrix given by

Eq. (3.59).

H =

[
h −h
−h h

]
(3.59)

h(i, j) = K(xi
T , xj) + 1 (3.60)

f =
[
ε− y1 ε− y2 .... ε− yn ε+ y1 .... ε+ yn

]
(3.61)

Where y1, y2.......yn are the training stage output values.

The regression hyperplane optimal desired weight vector is given by Eq. (3.62).

W =
N∑
i

(βi − β∗i )ψ(x) (3.62)

If βi is in between 0 and C, the co-efficient b is given by Eq. (3.63).

b = yi −Wψ(x)− ε (3.63)

If β∗i is in between 0 and C, the co-efficient b is given by Eq. (3.64).

b = yi −Wψ(x) + ε (3.64)

The predicted value Q is given by Eq. (3.65).

Q =
N∑
i

(βi − β∗i )K(xi, xj) + b (3.65)
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3.3.2.1 Data Selection

The year 2009, 2010 and 2011 values are used for model building and implemen-

tation.

• Training input: Monthly average hourly load data of month k of the year

2009 and monthly average hourly load data of month k-1 of the year 2009

and monthly average hourly load data of month k-1 of the year 2010.

• Training output: Forecasted values of the monthly average load values of

month k of the year 2010.

• Testing input: Monthly average hourly load data of month k of the year

2010 and monthly average hourly load data of month k-1 of the year 2010

and monthly average hourly load data of month k-1 of the year 2011.

• Testing output: Forecasted values of the monthly average load values of

month k of the year 2011.

3.3.3 Bayesian Multivariate Linear Spline Model (BMLS)

Bayesian Multivariate Linear Spline Model (BMLS), it presents a basis function

approach using a multivariate linear spline for modeling the piecewise linear struc-

ture. Bayes’ local linear model, having distributions on prediction and on local

linear parameters, is obtained by integration over the posterior model space. The

local variable parameters vary smoothly over the design space. The lower order

splines can remove the irrelevant covariates and determine the relatively important

ones from the rest. The averaging creates smooth mean regression surfaces. The

model can automatically determine the bandwidth at each design point due to its

random selection of location and number of splines [251, 252].

3.3.3.1 Piecewise Linear Regression

Regression of a variable K on set of p input variables Q, with observed data parings

H = {(k1, q1) , ... (kn, qn)} can represent as represented in Eq. (3.66)

ki = f(qi) + εi (3.66)

where,
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• f− True regression function

• εi− Gaussian noise coefficient(∼ N(0, σ2))

• qi − ith row of the design matrix Q

i.e. qi = {1, qi1, qi2, ....., qip} , inducing intercept term.

The true regression function f can be replaced by an approximate regression func-

tion f̂ , which is defined as piecewise linear over design space Q. The basis function

approach using multivariate linear spline is adopted here to model piecewise linear

structure [251]. Basis function generalizes the univariate linear spline to multi-

variate and is given by,

f̂(qi) = β0 +
t∑

j=1

βj(qi.µj) (3.67)

where,

• β = {β0, .....βk}
′

are regression coefficients

• µ = {µj0, .....µjp} are basis parameters.

• (qi.µj) = max(0, qi.µj)

• j - Spline number (1,2,...t)

• i− Sample number

3.3.3.2 Bayesian Framework

The classical piecewise linear models use single optimized parameters according

to cross-validation score or penalized likelihood, and also those models fail to ac-

commodate the uncertainty of parameter values, which results into a non-smooth

regression surface. In Bayesian approach, the probability distribution of parame-

ters is used instead of a single optimized set of parameters. Regression coefficients

(β), basis function parameters (µ), number of spline (t) and noise variance (σ2) are

required for a particular Bayesian structure, M = {t, µ, β, σ2}. Prior distribution

on the model space p(M) are updated to posterior distribution using Bayes rule

as in Eq. (3.68).

p(M |H) =
p(H|M)p(M)

p(H)
(3.68)
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Expectations can be used to represent point prediction under the model space as

shown in Eq. (3.69)

E [ki|qi] =

∫
f̂M(qi)p(M |H)dM (3.69)

where f̂M is f̂ with model structure M . The likelihood and priors required for

Bayesian analysis are explained in section 3.3.3.3. Analytical methods for finding

posterior distribution is complex and time consuming, so this work uses Markov

Chain Monte Carlo (MCMC) sampling technique [278] for the calculation of pos-

terior distribution explained in section 3.3.3.4.

3.3.3.3 Bayesian Model

According to the assumed Gaussian noise Eq. (3.66), the model log likelihood can

be expressed as

l(M |H) = −nlogσ − 1

2σ2

n∑
1

[ki − f̂M(qi)]
2 + a (3.70)

where, a is tuning constant.

For a nonlinear basis space by adopting the conjugate Normal Inverse-Gamma

priors for β and σ2 Eq. (3.71), model can be treated as linear regression.

p(β, σ2|t) = Nt+1(β|0, σ2λIt+1)IGa(σ2|τ1, τ2) (3.71)

Where λ is constant, I represents an identity matrix of dimension d× d and zero

is assigned to prior mean of β. The gradient of the planes are determined by β

and large gradients results sharp-rough surfaces. Inside the basis space µ, β and

σ2 posterior distribution can be expressed as Eq. (3.72).

p(β|H,µ/σ2, t) = Nt+1(β|β̂, V )IGa(σ2|τ̂1, τ̂2) (3.72)

Where V, τ̂1, τ̂2 and β̂ are the posterior updates from the prior.

β̂ = V (S
′
K) (3.73)

V = (λ−1It+1 + S
′
S)−1 (3.74)

τ̂1 = τ1 + n/2 (3.75)
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τ̂2 = τ2 +
1

2
(K

′
K − β̂ ′V −1β̂) (3.76)

and S is n× (t+ 1) spline design matrix

S =


1 (q1.µ1)+ · · · (q1.µt)+

1 (q2.µ1)+ · · · (q2.µt)+

...
...

...
...

1 (qn.µ1)+ · · · (qn.µt)+

 (3.77)

By fixing some of the elements of µj−0 to zero, covariate selection can be induced

into the model. This aligns the plane orthogonal to respective covariates. Integer

interaction variable (zj)calculates the number of non-zero elements µj−0 for all

basis functions. γj = (γj1, γj2....., γjp) is the indicator vector used in such a way

that γjd = 1 if the dth elements of µj−0 is non-zero else γjd = 0. Hence,

zj =

p∑
d=1

γjd (3.78)

For each zj, allocate a uniform prior U [1, 2, ...Z], here Z is the maximum interaction

permissible for each basis. The indicated vector uniform prior is adopted with

respect to zj and also the jth spline alignment is uniformly rotated in the zj

dimensional covariate space denoted by γj.

Plane position is controlled by the first element of µj0 in each basis. The µj0 in

each basis can be selected in such a way that atleast one data point is found on

plane. The prior specification is on number of bases which is considered to be

uniform and is p(t) = U(0, ...,∞). The joint prior can be written in factorized

form on the model space as

p(t, β, µ, σ2, z, γ) = p(β|σ2, t)p(σ2)

p(µ|z, γ, t)p(γ|z, t)p(z|t)p(t)
(3.79)

Where,

• p(β|σ2, t)p(σ2) is considered Normal Inverse Gamma with other all priors

uniform.

The distribution of β and σ2 is conditioned on data. The corresponding parameters

are in the standard form however the posterior distribution of the other parameters

are complex in nature. Therefore to derive inference, it is required to move towards

simulation based parameters on full model space as in section 3.3.3.4.
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3.3.3.4 Sampling from posterior distribution

For deriving the inference regarding marginal densities like mean regression sur-

face or predictive distribution, sample form posterior density is used. As the

number of pieces a priori is unknown, the conventional Markov Chain Monte

Carlo (MCMC) simulations are impractical. This work uses the sampling method

explained in [279]. At time T the state of Markov chain is represented by MT =

{β, σ2, µ, t, z, γ}. The sampler chooses any of the proposal with equal probability

i.e. (Add, Remove, Alter) a basis function (plane) from/in the model by changing

the position or orientation of the plane at each iteration. Procedure of adding a

basis function to the model is explained in algorithm 3.3.

Algorithm 3.3 Basis Function Management

1: Initialize new basis function to 0, µj = γj = (0, ...., 0), here j = t+ 1

2: From the prior zj ∼ U [1, ..., Z] draw the interaction level.

3: Randomly select zj elements γj and set the value =1.

4: Draw the values form Gamma(1,1) distribution corresponding to the elements

of µj−0.

5: Normalize and square root all elements of the µj−0 and then reverse the sign

with 1
2

probability.

6: Randomly select a data point form data set, say qi & set µj0 = −
∑p

d=1 qidµjd.

7: From the full conditional densities in(7)draw the values for β & σ2

The steps 2-5 guarantee that the rotation of new plane is uniform in the zj, dimen-

sions denoted by γj and orthogonal to all covariates. Step 6 ensures that atleast

one data point is found on the boundary of new plane. There are two methods

to alter a plane i.e. either changing the orientation or changing the position by

randomly selecting one say(µj). For altering a basis function by changing the ori-

entation, step 3,4 5 and 7 and by changing the position step 6 and 7 in algorithm

3.3 is used. For removal randomly select a plane and delete it, then after redraw

β & σ2 from Eq. (3.72).

M∗
T = {β∗, (σ2)∗, µ∗, t∗, z∗, γ∗} represent new state after the proposed changes.

The acceptance probability of the proposed changes is represented by,

O(MT ,M
∗
T ) = min

{
1,
p(M∗

T |H)Z(M∗
T ,MT )

p(MT |H)Z(MT ,M∗
T )

}
(3.80)

where,
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• p(M |H)- Posterior probability of M

• Z(M∗
T ,MT )-Probability of the movement M to M∗

After acceptance the new chain element,MT+1 = M∗
T otherwise, MT+1 = MT .

After considering the move proposal and model prior,

O(M,M∗) = min

{
1,
p(H|t∗, µ∗, z∗, γ∗)
p(H|t, µ, z, γ)

}
(3.81)

where,

p(H|t, µ, z, γ)-Marginal likelihood,
p(H|t∗,µ∗,z∗,γ∗)
p(H|t,µ,z,γ)

= λ−t
∗/2|V ∗|1/2

λ−t/2|V |1/2

(
τ̂2
τ̂∗2

)τ̂1
- penalty factor.

Penalty factor in the MCMC removes the prior requirement of number splines

by keeping it as a variable. Required number of samples close to the stationary

equilibrium are iterated by MCMC. These samples drawn from the Posterior model

space are called as BMLS model. Each sample generates piecewise linear surfaces

and smooth regression surface is created by averaging of these linear surfaces.

3.3.3.5 Data Selection and Methodology

The performance of the model is evaluated based on the monthly average hourly

load consumption data extracted from [272] (Tioman Island) for the year 2009,

2010 and 2011. The load demand of the Island is classified into commercial,

municipal and residential loads. The commercial load includes resorts, hotels,

schools, buddings, etc. requiring electricity to power lights, fan, AC, heating loads

meanwhile the residential loads requiring electricity to power lights and fans and

municipal loads to power street lights. The methodology used for the simulation

is explained in different steps and is represented by,

1. Calculate model parameters prior distribution from training inputs and train-

ing outputs

• Training inputs: 2010 (i− 1)th monthly average hourly load data, 2009

ith, (i− 1)th and (i+ 1)th monthly average hourly load data.

• Training outputs: 2010 ith monthly average hourly load data .

2. Update prior distribution to posterior distribution using Bayes rule.
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3. Select model samples close to the stationary equilibrium using MCMC algo-

rithm.

4. Take the average of all the model parameter samples and add all splines to

get the complete model structure.

5. Apply test inputs to the developed model structure for the forecasted values.

• Test inputs: 2011 (i− 1)th monthly average hourly load data, 2010 ith,

(i− 1th and (i+ 1)th monthly average hourly load data.

• Forecasted day: 2011 ith monthly average hourly load data

6. Compare the forecasted values with actual data for the error evaluation.

3.3.4 Results and Discussions

The forecasted value of load by the developed model is compared with actual

load values and error has been calculated. The indices used for the performance

evaluations of the developed model are mean average error (MAE), maximum error

( MAX E) in % and mean absolute percentage error (MAPE). The calculation of

error has been done by simply taking the difference between the forecasted and

actual values for each data point. Figure 3.6(a) - Figure 3.6(l) give the performance

plots of different models for the month January to December respectively. The

Eq. (3.82) - Eq. (3.85) is used for the calculation of MAE, MAPE and maximum

error.

E = Y −Q (3.82)

where, Y = actual output

Q = predicted value

Mean average error has been calculated by taking the mean of absolute error.

MAE = EA/N (3.83)

EA = E1 + E2 + E3.....En (3.84)

where E1, E2...En are absolute values of individual errors. Percentage error (PE)

is calculated by dividing absolute value of error by corresponding actual value and

then multiplying the result by 100.
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Mean absolute percentage error is the mean of percentage error (PE)

MAPE = (1/N)
∑

PE (3.85)

The seasonal variations in the island are one of the main factors which affect the

consumer load profile variations, and the same can be classified into four seasons:

1. northeast monsoon (NEM) season: From November to February

2. southwest monsoon (SWM) season: From May to August

3. first inter monsoon (FIM) season: From March to April

4. second inter monsoon (SIM) season: From September to October

The occupancy of the tourists in the island is highly affected by the NEM season

compared to all another season. The tourists do not prefer to visit the island

during NEM season due to the high wind speed and heavy rainfall. Thus the

island exhibits two distinct load profiles in a year (i.e., NEM season and non-NEM

season). From Figure 3.6(a) - Figure 3.6(l) it can be found that the maximum

load consumption of the island is found around 20:00 hours and the minimum

load consumption occur at 7.00 hours irrespective of all the season. The reason

can be well justified by the fact that most of the tourist activities on the island

are generally start from morning 7:00 am to evening 7:00 pm. The lower demand

during this interval is due to most of the electrical appliances are switched off

during tourist activities. After 7:00 pm the tourists return to their respective

places and the electrical appliances come into action, hence gradually the electric

power consumption increases and reaches the peak. The average maximum load

during NEM and non-NEM seasons are approximately 1,019 kW, 1,509 kW and

average minimum load 668 kW and 948 kW are respectively. Figure 3.6(k), Figure

3.6(l), Figure 3.6(a) and Figure 3.6(b) represent the forecasted (LTS, SVR, and

BMLS) and actual load of NEM season respectively. During this period the electric

load consumption is less due to the reason that the fewer frequencies of tourist

activities as explained. Figure 3.6(c) and Figure 3.6(d) represent the FIM season,

Figure 3.6(e) - Figure 3.6(h) represent SWM and Figure 3.6(i) and Figure 3.6(j))

represent SIM season respectively.

Being a stochastic method, each sample may offer a different value, but average

smoothening of amply large samples reduces the chances of fluctuation from the

ought to be predicted value. The sources of error may be the wrong selection of
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(a) Performance Plot of January (b) Performance Plot of February

(c) Performance Plot of March (d) Performance Plot of April

(e) Performance Plot of May (f) Performance Plot of June

(g) Performance Plot of July (h) Performance Plot of August

(i) Performance Plot of September (j) Performance Plot of October

(k) Performance Plot of November (l) Performance Plot of December

Figure 3.6: Performance Plot of LTS, SVR and BMLS Load Forecasting Model
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Table 3.6: MAE, MAX E and MAPE of Different Model for Different Months

LTS SVR BMLS

MAE MAX E MAPE MAE MAX E MAPE MAE MAX E MAPE

Jan 34.0620 10.5326 5.1806 30.2010 10.9173 4.3907 21.9098 7.9877 3.0920
Feb 37.0960 10.9541 4.0181 35.1872 12.9785 3.9613 24.7617 9.1853 2.8108
March 72.3802 10.0670 6.9917 42.4504 9.3656 3.9367 25.7788 6.4209 2.3025
April 79.8864 11.6334 6.4851 43.0454 9.4683 3.7951 28.0341 7.1809 2.3728
May 98.3771 17.7771 7.2408 57.7965 9.1542 4.3226 43.3817 7.4799 3.2116
June 83.6967 15.0644 6.7608 71.6898 10.8073 5.4915 60.1882 11.7945 4.5505
July 81.0461 16.1512 6.7050 58.4768 9.6742 4.5674 40.4311 7.1064 3.3658
Aug 52.0331 13.2833 5.0699 45.5071 14.4999 4.4894 41.3729 9.0928 3.6933
Sept 76.4034 13.3021 6.3328 43.6301 6.2573 3.4125 37.1301 8.8648 3.1449
Oct 75.9605 12.2838 7.1129 35.5177 7.8975 3.2942 31.1665 6.0021 2.6951
Nov 34.7199 9.0752 4.2136 22.0063 6.0354 2.5194 12.6574 4.2928 1.4707
Dec 44.3496 12.5427 6.5042 22.0159 7.4194 3.1851 17.8205 6.5305 2.6188

Figure 3.7: Comparison of MAPE of Different Models

features during the process. During the process of generating the basis function,

randomly selected features are used instead of all the features. If the selected com-

bination is inappropriate, it may affect the basis function, hence the design matrix

and eventually the predicted value. Thus, it is recommended that the feature

selection should be given much importance. The comparison of the BMLS model

with LTS (Linear Time Series) and SVR (Support Vector Regression) models in

terms of MAE, MAPE and Maximum Error using same data inputs is shown in

Table 3.6 for each month. Form Table 3.6 it is clear that the performance of BMLS

model is better as compared to the LTS and SVR model. Figure 3.7 gave the com-

parison of LTS, SVR and BMLS model in terms of MAPE. Table 3.7 illustrated

the forecasting accuracy of the LTS, SVR and BMLS model and the accuracy of

the BMLS model is found better as compared to the other developed model. Thus

BMLS model is utilized further in this study for developing load forecasting agent

for the proposed multi agent based energy management system
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Table 3.7: Model Accuracy
LTS SVR BMLS

Model Accuracy 93.94871 96.05284 97.05593

3.4 Chapter Summary

Different PV, wind output power generation forecasting and load forecasting mod-

els are developed in this chapter . Six combinations of ANFIS based forecasting

models have been developed and analyzed the performance with PV and wind

historical data. The ANFIS model with fuzzy c means clustering and hybrid opti-

mization algorithm provides better performance as compared to the other devel-

oped models. Thus, this work utilized ANFIS model with fuzzy c means clustering

and hybrid optimization algorithm to develop agents (PV forecasting agent and

wind forecasting agent) for the proposed MAS based microgrid EMS. Also, lin-

ear time series, support vector regression and BMLS models have been developed

for load forecasting, and the performance of the BMLS model found to better as

compared to other developed models. Hence, the BMLS model is used later for

developing the load forecasting agent for the proposed MAS EMS.





Chapter 4

Multi Agent based Energy

Management System

4.1 Overview

The organization of Chapter 4 is two-fold. Primarily, this chapter proposes fore-

casting and estimation based multi agent system (MAS) for microgrid energy man-

agement as shown in Figure 4.1. In the proposed scheme, the unit commitment

agent deployed in the decision making and planning layer collects the informa-

tion from different agents. The unit commitment agent collected the forecasted

load from load forecasting agent and forecasted output power production of pho-

tovoltaic, wind from PV agents and wind agents. The current state of charge

(SOC) of the battery is very important for planning and unit commitment which

is handled by the SOC agent. After receiving real-time information from agents,

the unit commitment agent took the unit-commitment decision and passed to DG

agents and battery agent for further action. But, this initial model faces some

issues and is rectified by incorporating a correction agent in the initial model to

give the improved model for MAS based microgrid energy management system

(EMS).

4.2 Initial Model of MAS based microgrid EMS

Figure 4.2 represents the schematic diagram of the proposed MAS based EMS

for a microgrid (MG). The MG in the proposed model has been developed in

87



88 Chapter 4 Multi Agent based Energy Management System

Figure 4.1: Proposed MAS Architecture for microgrid EMS

Figure 4.2: Proposed Microgrid MAS-EMS Model

Matlab Simulink with phasor-mode simulation. The detailed modeling and the

parameters used for the MG simulation are explained in chapter 2. The agents

and their behavior have been modeled using Stateflow by utilizing the concepts of

state machines and flowchart etc.

4.2.1 Choice of Agent Platform

An agent platform is an environment where agents live, identical to the universe

for human beings. The key purpose of an agent platform is to guarantee commu-
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nication that is reliable and deliver multiple communication protocols, languages,

and communication media, etc. Different authors have used different platforms

namely JADE, ZEUS, PSIM and PSCAD for implementing MAS for MG applica-

tions [13]. Some of them are summarized in Table 4.1 where NA represents that

the authors of that particular article have not addressed the platform used for the

simulation. The advantages/disadvantages and comparison of different platforms

can also be found in Table 1.2.

Table 4.1: Different MAS platform used by authors for microgrid simulations

Author Platform

[15, 69, 23, 20] [21] [76] [41] [16] [22] [77] [186][187] JADE
[17] PSIM and Simulink
[26] PSCAD/EMTDC
[39] [102] ZEUS
[116] [117] [24][25][27][183][184][185] NA

This thesis adopted a new platform called Stateflow for modeling MAS for the

microgrid energy management system . Stateflow is an environment used for

modeling and simulating the decision logic and controls in a natural, readable, and

understandable form [280] . The Stateflow platform allows to model how a system

reacts to particular events, conditions and external factors, etc. moreover, it is

tightly coupled with MATLAB and Simulink, providing a competent environment

for developing embedded systems that contain control, supervisory, and mode

logic. A state machine represents a system that is driven by some events, and

can make the transition from one mode to another mode according to the changes

in the environment. Also, the state machines are the best known and oldest way

of modeling the behavior of any system. The state machine allows designers to

imagine the state of any system at the particular point of time and it also describes

the behavior of the system based on that state. Moreover, this modeling method

is not limited to software system [281]. Mathematically, a finite state machine can

be defined as f(Q, q0, F, ε, δ)[282]:

where,

• ε- Finite inputs to the machine.

• Q- Finite set of states

• q0 ∈ Q - Initial sates
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Figure 4.3: Integration of Agents in Stateflow with microgrid in Simulink

• F ⊆ Q- Final States

• δ : Q× ε→ Q - Transition function

For modelling a system with finite state machine concept, the system should pos-

sess several key characteristics like

• The complete system must be able to be described by a finite set of states.

• A finite set of events/inputs must be in the system to trigger the transition

between the states.

• Any event’s occurrence or the input and the current state should define the

behavior of the system at the particular point of time.

• The system should have specific initial state

The integration of agents developed in Stateflow and the microgrid model de-

veloped in Simulink environment of MATLAB and their interaction is shown in

Figure 4.3.

4.2.2 Modelling of Proposed MAS

The proposed MAS consists of 12 agents deployed in three layers namely Forecast-

ing and Estimation Layer, Decision Making and Planning Layer and Control, and

Action Layer as shown in Figure 4.4. The Algorithm 4.1 show the decision-making

process of the agents in the proposed structure for microgrid EMS. Each layer in

the proposed system can be described as follows:
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Figure 4.4: Proposed MAS Architecture for microgrid EMS

Algorithm 4.1 Agent Decision Making Process
1: Get historical load data
2: Get historical PV output power data
3: Get historical wind output power data
4: Get SOC information
5: Run load forecasting algorithm
6: Run PV foreasting algorithm
7: Run Wind forecasting algorithm
8: Get Forecasted Load
9: Get PV forecasted output power

10: Get Wind forecasted output power
11: Exchange step 4, step 8, step 9 and step 10 information to UC agent
12: Take unit commitment decision
13: Pass information to DG and battery agents

• Forecasting and Estimation Layer: This layer considered as the first

layer in the proposed scheme. The first layer consists of six types of agents

(2* PV agents, 2* wind agents, load forecasting (LF) agent and SOC agent).

The input to this layer is historical data of solar output power, historical data

of wind power output, historical load values and current SOC information.

The output from this layer is the forecasted power output of PV and wind,

forecasted load demand of the microgrid and SOC information of the battery.

• Decision Making and Planning Layer: This layer considered as a middle

layer in the proposed scheme where the unit commitment agent is deployed.

The input to this layer is forecasted values of PV, wind, load demand and
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current SOC information of the battery provided by the SOC agent. The

output from this layer is the unit commitment decision taken by the unit

commitment agent.

• Control and Action Layer: This layer is considered as the third layer in

the proposed agent architecture. In this layer, diesel generator and battery

agents are deployed, and the input to this layer is pieces of information from

the middle layer. After receiving the unit commitment decision from the unit

commitment agent, the diesel generator and battery agents act accordingly

to provide power balance in the system.

The function of individual agents which are deployed in the three layers are as

follows:

4.2.2.1 PV Agents

The function of PV agent is to forecast the PV power output from the historical

data and pass the information to unit commitment agent for further decision mak-

ing. Figure 4.5 represents the PV agent developed in Stateflow for the proposed

system and its interaction with the unit commitment agent. The PV agent runs

intelligent PV power output forecasting algorithm as represented in section 3.2.

Figure 4.5: PV Agent Model

Figure 4.6 shows the message/information exchanged between PV1 agent during

24 hours of simulation. In Figure 4.6, the forecasted power availability information

exchanged by the PV1 agent is shown for each hour, between the PV1 agent and

UC agent. For example, the forecasted power availability of PV1, represented by

PV1(200.884850), means the power forecasted is 200.884850 kW at the 10 hours

as represented in Figure 4.6. The information exchanged between the PV2 agent,

and UC agent has not been shown here because the PV arrays used are identical
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Figure 4.6: Communication of PV Agent with UC Agent

and the irradiance is also same thus it will provide the same power output as that

from PV1.

4.2.2.2 Wind Agents

The function of wind agent is to provide the forecasted wind output power avail-

ability information to the unit commitment agent for taking the unit commitment

decision. Figure 4.7 shows the modeling of wind agent in Stateflow and inter-

action of wind agent with the unit commitment agent. The wind agent runs an

algorithm presented in section 3.2 that forecasts power availability of wind farm

at the current time. Figure 4.8 represents the message/information exchanged

between wind1 agent during 24 hours of simulation. In Figure 4.8 the forecasted

power availability information exchanged by the wind1 agent is shown in each hour

for the 24-hour duration, occurring between the wind1 agent and UC agent. The
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Figure 4.7: Wind Agent Model

Figure 4.8: Communication of Wind Agent with UC Agent

forecasted power availability of wind1, represented by WIND(72.628148), means

the power forecasted is 72.628148 kW at the 11 hours as illustrated in Figure 4.8.

The information exchanged between both the wind farms and the UC agent are

the same hence the message exchanged by the wind2 agent has not been shown.
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4.2.2.3 Load Forecasting (LF) Agent

The function of load forecasting agent is to forecast the load demand of the mi-

crogrid and pass the message to the unit commitment agent. The load forecasting

agent utilizes the model explained in section 3.3.3. The load forecasting agent

modeled in Stateflow has been shown in Figure 4.9. Figure 4.10 gives the mes-

sage/information exchanged between LF agent and UC agent during the 24-hour

simulation with one hour time span. Figure 4.10, LF(1945.0625) represents the

forecasted load demand of the MG is 1945.0625 kW at the 9 hours, and the same

is exchanged between LF agent and UC agent.

Figure 4.9: Load Forecasting Agent Model

4.2.2.4 SOC Agent

The SOC agent will give the current state of charge of the battery to the unit

commitment agent from the MG model. The SOC of the battery is limited between

20 % and 80 % of its ampere-hour capacity for preventing the undercharging and

overcharging of the battery storage system respectively. Figure 4.11 gives the

model of SOC agent developed in Stateflow and the interaction with the unit

commitment agent. The SOC agent senses the current SOC information from the

battery. The battery SOC is calculated as in [283] and shown in Eq. (4.1).

BSOC = 100[1− (
1

QB

)

∫ t

0

iB(t)dt] (4.1)

Where,

BSOC- State of charge of battery in %.

QB- Maximum battery capacity in Ampere hour

iB- Battery current in ampere.
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Figure 4.10: Communication of LF Agent with UC Agent

4.2.2.5 Unit Commitment (UC) Agent

The function of unit commitment agent is to provide dispatch strategies for the

diesel generators and battery storage system in the proposed model by fully utilis-

ing the available output power from the RES to satisfy the load requirement of the

microgrid. The UC agent takes the unit commitment decisions after collecting the

information from all the agents deployed in the forecasting and estimation layer.

The decision taken by the UC agent is sent to the control and action layer where

the DG agents and battery agent are deployed for further action. The decision-

making process of the unit commitment agent is represented as in Eq. (4.2) and

Eq. (4.3).

Preq = PLFA − (PPV A1 + PPV A2 + PWA1 + PWA2) (4.2)
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Figure 4.11: SOC Agent Model

where, Preq is the required power to fulfill the load in the microgrid after the com-

plete utilization of renewable distributed energy resources. PLFA, PPV A1, PPV A2, PWA1

and PWA2 respectively represent the forecasted load demand of the microgrid, the

forecasted output power of the PV and wind received from the forecasting and

estimation layer.

UCD =



Preq < 0 ;FullfillLoad+ ChargeBattery

Preq > 0 ;DG1on

Preq − PDG1max > 0 ;DG1on +DG2on

Preq − PDG1max − PDG2max > 0 ;DG1on +DG2on +DG3on

Preq − PDG1max − PDG2max − PDG3max > 0 ;DG1on +DG2on +DG3on +DG4on

(4.3)

where, PDG1max, PDG2max,PDG3max and PDG4max are the maximum power genera-

tion capacity of the diesel generators can be found in Table 2.1. TheDG1on, DG2on, DG3on

and DG4on represent the respective diesel generator which should be activated to

fulfill the load requirement of the microgrid.

4.2.2.6 Battery Agent

The battery agents take charging and discharging actions accordingly after receiv-

ing the decisions from the unit commitment agent by sending control signals to the

battery charging/ discharging controller deployed in the microgrid. The battery

charging/ discharging controller is designed in such a way that the battery will

charge only from the renewable energy resources when its power output is in ex-

cess after satisfying the load requirement of MG and not from the diesel generator.

The battery agent can discharge the battery to fulfill the load requirements of the

MG when its SOC is greater than 20%.
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4.2.2.7 DG Agents

The DG agents take actions accordingly after receiving the decisions from the

unit commitment agent. That is when and where, which diesel generator should

be activated to meet the load requirement of the MG by completely utilizing the

DERs.

Figure 4.12: Multi Agent System developed for MG EMS in Stateflow

Figure 4.12 represents the MAS developed in Stateflow for the energy management

in the microgrid.

4.3 Simulation Results and Analysis

4.3.1 Case Study

The performance of the proposed model is evaluated based on data collected from

Tioman Island. The solar irradiation profile, wind speed, residential load and

commercial load data used for the simulation study are shown in Figure 2.2(a) and

Figure 2.2(b), Figure 2.2(c) and Figure 2.2(d) respectively and also the details can

be found in section 2.3. The power output provided by all the diesel generators,

wind farms, PV farms and the load requirements are represented in watts. The
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SOC of the battery is represented in %. The simulation of the model shown in

Figure 4.2 was carried out for 24 hours without the MAS and with the MAS.

When considering the case study without the MAS, it has been considered that

all the four diesel generators are activated and provide power to the microgrid

as shown in Figure 2.7 along with the distributed energy resources. In the case

study with MAS, the proposed system activate only the required diesel generators

to satisfy the power balance in the system by ensuring the complete utilization of

distributed energy resources. For analyzing the performance of the proposed multi

agent system for energy management, three different scenarios have been created

with some events that generally occur in the system.

4.3.1.1 Scenario 1 (S1)

In scenario 1, the model has been simulated without any disturbances in the

system. This scenario is simulated to analyze the performance of the system

during normal operations.

Figure 4.13: Power Output of PV Farm in S1

In Figure 4.13, PPV1 and PPV2 respectively show the output power in watts gen-

erated from PV farm1 and PV farm 2 in scenario 1. It is clear from both waveforms

that the solar power follows the irradiance pattern represented in Figure 2.2(a).

Figure 4.14 display the output power in watts of wind farm 1 (PWIND1) and wind

farm 2 (PWIND2) respectively. As the wind power output is proportional to the

cube of the wind velocity, it trails the pattern of wind speed represented in Figure

2.2(b). The load demand of the system in watts in scenario 1 is represented in

Figure 4.15. Figure 4.16(a) and Figure 4.16(b) shows the output power in watts

produced by the diesel generators in absence and presence of proposed agent based
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Figure 4.14: Power Output of Wind Farm in S1

Figure 4.15: Load profile in S1

EMS to meet the load requirement of the MG respectively. The power output pro-

duced by the diesel generator 1, diesel generator 2, diesel generator 3 and diesel

generator 4 (PDG1-PDG4) have been shown in Figure 4.16(a) and Figure 4.16(b)

respectively. In Figure 4.16(a), in the absence of proposed MAS, the diesel gen-

erators 1-4 are active for the whole 24-hour duration of the day. On the other

hand, in the presence of proposed MAS as in Figure 4.16(b), only diesel generator

1 is active for 24-hour duration and the diesel generator 2 is activated by the DG2

agent only for the short duration, i.e. 16-22 hours for fulfilling the requirement of

microgrid after receiving the unit commitment decision from the UC agents. Also,

the diesel generator 3 and 4 are deactivated for the complete 24-hour duration by

respective DG agents because the DER and remaining diesel generators can satisfy

the load demand. Accordingly, it is clear from Figure 4.16(a) and Figure 4.16(b)

that the proposed multi agent based solution activated only necessary diesel gen-

erators instead of all at the same time and the complete utilization of DERs while

ensuring the power balance in the system. The Figure 4.17(a) and Figure 4.17(b)

show the state of charge of the battery (in %) in the complete duration of the

simulation in absence and presence of proposed MAS. The battery constraint used

in the simulation is that the battery will charge only when there is an excess

power from the DER ( not from diesel generators) and discharge when there is a

requirement in the microgrid. In case of absence of MAS, all the diesel generators
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(a) without MAS-EMS (b) with MAS-EMS

Figure 4.16: Power Output of Diesel Generator in S1

are continuously providing power to the microgrid as in Figure 4.16(a), so there

is no excess requirement in the microgrid hence battery is not discharged. Also,

the battery is not charged because in the case study the power from the renewable

energy resources is not in excess to charge the battery. The same can be found

in the Figure 4.17(a) represented as a constant SOC. Figure 4.17(b) the battery

is not charged due the same reason explained above. The battery is providing

some power to microgrid, whenever there is a requirement in the microgrid as in

Figure 4.17(b) as only few diesel generators are activated (Figure 4.16(b)) . Figure

4.18 shows the complete message/information (i.e. forecasted power availability

of PV, forecasted power availability of the wind, forecasted load demand, SOC

and decisions and control actions to the DG agents, battery agent etc.) exchanged

by all the agents in the proposed system during 24 hours of simulation for energy

management in the microgrid. The message exchanged between agents for com-

plete 24 hours has not been shown here due to the excessive length of the figure,

instead of for some hours it has been shown.
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(a) without MAS-EMS (b) with MAS-EMS

Figure 4.17: Battery SOC in S1

Figure 4.18: Agent Communication in S1

4.3.1.2 Scenario 2 (S2)

In scenario 2, a partial shading effect occurred in the PV system at 10:30 hours

for a duration of 1800 seconds and the condition at which the wind speed exceeds

the maximal wind speed at 21:00 hours of the simulation has also been considered.

This scenario is simulated to study the effect of source side disturbances in the

microgrid.

The Figure 4.19 show the output power in watts generated by PV farm 1 (PPV1)

and PV farm 2 (PPV2) respectively. A sudden drop in PV output power, found
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Figure 4.19: Power Output of PV Farm in S2

Figure 4.20: Power Output of Wind Farm in S2

at 10:30 hours, for a time span of 30 minutes in Figure 4.19 can be attributed to

the effect of the partial shading considered in the study. Power outputs in watts

of wind farm 1 (PWIND1) and wind farm 2 (PWIND2) in scenario 2 implemented

has shown in Figure 4.20 respectively. In Figure 4.20, the wind power output

trails the wind speed (Figure 2.2(b)) since it follows the cube of the wind velocity.

However, at 21 hours for some duration, the output wind power is zero because the

simulation considers that during this time, the wind speed exceeds the maximum

wind speed and the wind turbine is isolated from the microgrid and stays offline

until the wind speed returns to its nominal value. The load demand in watts of

the system in scenario 2 is represented in Figure 4.21. The output power in watts

produced by diesel generators to meet the load demand of the microgrid in presence

and in absence of the proposed MAS based energy management system separately

is shown in Figure 4.22(a) and Figure 4.22(b). The output powers of the four diesel

generators (PDG1-PDG4) are shown by the in Figure 4.22 respectively. In Figure

4.22(b) it can be seen that the diesel generator 1 is active for 24 hours and diesel

generator 2 is active only during the 16:00-22:00 hours. Also, the diesel generator 1
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Figure 4.21: Load profile in S2

(a) without MAS-EMS (b) with MAS-EMS

Figure 4.22: Power Output of Diesel Generator in S2

suddenly starts providing more power at 10:30 hours to compensate the reduction

in power output of the PV at the same time due to partial shading effect. The

diesel generator 3 and diesel generator 4 are not active throughout the simulation.

On the other hand, in Figure 4.22(a), in the absence of proposed scheme, all

the diesel generators are active for the complete duration of the scenario. Figure

4.23(a) and Figure 4.23(b) show the state of charge of the battery (in %) in both

the cases respectively in this scenario. In Figure 4.23(a), the state of charge of the

battery is constant. In Figure 4.23(b)) the battery agent can be seen performing

the battery control action to supply the load when there is a power shortage in the
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(a) without MAS-EMS (b) with MAS-EMS

Figure 4.23: Battery SOC in S2

Figure 4.24: Agent Communication in S2

microgrid system. The battery is not charged throughout the simulation because

the battery controller is constrained to charge it only when there is an excess power

produced by RES. Figure 4.24 gives a snapshot of the messages and information

exchanged during the simulation in scenario 2. Due to the excessive length of

figure, the information exchanged for 24 hours has not been shown, instead for

some hours it is shown.
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4.3.1.3 Scenario 3 (S3)

In scenario 3, to show the effect of commercial load in the system, an asynchronous

machine having capacity of 0.2 MW was introduced in the system at 20:00 hours

of simulation using a circuit breaker. This scenario is created to analyze the

performance of microgrid multi agent system during load side disturbance.

Figure 4.25: Power Output of PV Farm in S3

Figure 4.26: Power Output of Wind Farm in S3

Figure 4.25 displays the output power in watts generated from the PV farm1

(PPV1) and PV farm 2 (PPV2) respectively. The Figure 4.26 shows the out-

put power in watts generated by the wind farm 1 (PWIND1) and wind farm 2

(PWIND2) respectively in scenario 3. The load demand in watts of the system in

scenario 3 is represented in Figure 4.27. The PLOAD of the Figure 4.27 gives the

residential power demand (in watts) and PASM represents the demand of com-

mercial loads (in watts). The output power in watts produced by diesel generators

to meet the load demand of the microgrid in presence and absence of proposed



Chapter 4 Multi Agent based Energy Management System 107

Figure 4.27: Load profile in S3

(a) without MAS-EMS (b) with MAS-EMS

Figure 4.28: Power Output of Diesel Generator in S3

MAS based energy management system separately is shown in Figure 4.28(a) and

Figure 4.28(b). In Figure 4.28(b) it can be clearly seen that the DG 3 and DG

4 are completely offline during the complete simulation and DG2 provides power

only for some duration. On the other hand in Figure 4.28(a), in the absence of the

proposed scheme, all the diesel generators are active for the complete duration of
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(a) without MAS-EMS (b) with MAS-EMS

Figure 4.29: Battery SOC in S3

Figure 4.30: Agent Communication in S3

the simulation. Figure 4.29(a) and Figure 4.29(b) illustrate the state of charge of

battery (in %) in both the cases respectively in scenario 3. The battery control

in this scenario also works as explained in scenario 1 and scenario 2. The Figure

4.30 gives a snapshot of the information exchanged between agents during the

simulation in scenario 3. Due to space constraints with the figure, the information

exchanged for 24 hour has not been shown, instead for some hours it has been are

shown.
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4.3.2 Microgrid Performance Evaluation

The efficiency the of proposed microgrid with multi agent system has been calcu-

lated based on [253] and has been modified and simplified to suit the case stud-

ies. The microgrid efficiency is defined here as the ratio of total demand of the

microgrid to the sum of generations of renewable energy sources and diesel gen-

erators.The efficiency and percentage power losses of the proposed microgrid with

agent based EMS has been calculated based on Eq. (4.4) - Eq. (4.6) . Table 4.2

shows the performance the of proposed agent based EMS in MG that increases

efficiency and reduces the power losses in the MG.

ηmicrogrid =
PLoad + i ∗ Pbat

PDER + PDG + j ∗ Pbat
(4.4)

PLoss(%) =
(PDER + PDG + j ∗ Pbat)− (PLoad + i ∗ Pbat)

PDER + PDG + j ∗ Pbat
∗ 100 (4.5)

i, j =

{
i = 1 and j = 0 ;when battery is chariging (load)

i = 0 and j = 1 ;when battery is dischariging (source)
(4.6)

Table 4.2: Microgrid Performance Evaluation

Power Loss in % System Efficiency in %
Scenario Without MAS With MAS Without MAS With MAS
S1 3.7437 3.7131 96.26 96.29
S2 4.2729 4.1301 95.72 95.85
S3 4.2727 3.9474 95.73 96.05

4.3.3 Conclusion and Limitation

An intelligent multi agent system composed of PV agents, wind agents, load fore-

casting agent, SOC agent, battery agent, unit commitment agent and diesel gen-

erator agents has been developed for energy management in a smart microgrid

in the previous section of this chapter. The agents and their behavior have been

simulated in Stateflow, and the microgrid has been modeled in Simulink. The

proposed model has been simulated to study the effectiveness in presence and

absence of agent based EMS. Also, the proposed agent based EMS has the abil-

ity to utilize the diesel generators optimally by the combined actions of different

agents deployed in the proposed system, and satisfy the load requirement of the
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microgrid. But some issues concern to this developed model has been identified,

that the control period for the unit commitment decision provided by the unit

commitment agent is one hour and if some sudden requirement within this control

period may lead to the quick discharging of the battery and fails to satisfy the load

requirements. Therefore, to rectify this issue a correction agent is introduced and

developed a new architecture named improved model which can solve the above

said issue.

4.4 Improved model of MAS based microgrid

EMS

4.4.1 Proposed MAS

A three layer multi agent architecture namely Forecasting and Estimation Layer,

Control and Action Layer and Real time Monitoring Layer is proposed for the

microgrid energy management as illustrated in Figure 4.31.

• Forecasting and Estimation Layer: This layer is considered as the top

layer in the proposed scheme. The forecasting and estimation layer consists

of seven types of agents (2 PV agents, 2 wind agents, LF agent, SOC agent

and a unit commitment agent). The input to this layer is historical data

of solar power output, historical data of wind power output, historical load

values and current estimated SOC information.

• Control and Action Layer: This layer is viewed as the middle layer in

the proposed agent architecture. In this layer, diesel generator and battery

agents are deployed, and the input to this layer is the information from the

top layer and bottom layer.

• Real Time Monitoring Layer This layer is considered as the bottom layer

in the proposed scheme where the correction agent is deployed. The inputs

to this layer are real time information from the microgrid.

4.4.1.1 PV Agent

PV Agent forecasts the PV power output of the current hour from the historical

data and gives information to unit commitment agent for further decision making.
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Figure 4.31: Proposed MAS Architecture for microgrid EMS

Detailed modelling is expalined in section 4.2.2.1.

4.4.1.2 Wind Agent

Wind agent gives the forecasted information of wind output power of the present

hour to the unit commitment agent as expalined in section 4.2.2.2.

4.4.1.3 Load Forecasting Agent

The load forecasting agent is modeled to give the information of the load forecast

for the current hour to the unit commitment agent. Detailed modelling can be

found in section 4.2.2.3

4.4.1.4 SOC Agent

The SOC agent will give the current state of charge (SOC) of the battery to the

unit commitment agent. More details can be found in section 4.2.2.4.
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4.4.1.5 Unit Commitment Agent

The function of the unit commitment (UC) agent is to find the optimum schedule of

generating units while satisfying load requirements of the microgrid. The decision

making process of unit commitment agent is same as illustrated in section 4.2.2.5.

4.4.1.6 Correction Agent

The requirement of correction agent in the system is mainly because of two rea-

sons. Firstly, the control period is one hour for the unit commitment decision

from the unit commitment agent. Secondly, the forecast of the renewable energy

sources used (photovoltaic and wind farms) and residential loads are usually very

inaccurate due to their high volatility. Based on these issues, it is difficult to assure

the power balance in the microgrid. Let us consider, for example, the sudden lack

of energy in the microgrid within the control period, when the diesel generators

are not activated (the forecast did not indicate the necessity to activate any diesel

generator), and the batteries become quickly discharged. How MAS-EMS can re-

act to this situation when it observes the state of the microgrid only once in an

hour?. This situation can be avoided in simulation by introducing the correction

agent that updates the status of the real microgrid in every 5 minutes. It is also

assumed that the battery can supply power to satisfy the load during this 5-minute

interval when some sudden requirement of power during this interval.

The function of correction agent in the proposed system is to help DG agents

to modify the unit commitment decision from the forecasting and estimation

layer when and where required by providing the correction information in ev-

ery five minutes. The correction agent estimates the current power availabil-

ity of PV farm 1, PV farm 2, wind farm 1, wind farm 2 and load demand

(Ppv1, Ppv2, Pwind1, Pwind2, PLoad, PComload ) respectively as in Eq. (4.9) - Eq. (4.14)

and then calculates the required power ∆Preq to be generated to fulfill the power

balance in system as in Eq. (4.7).

∆Preq = PLoad + PComload − PRes (4.7)

PRes = Ppv1 + Ppv2 + Pwind1 + Pwind2 (4.8)

Ppv1 =
3

2
∗ ‖Vpv1‖ ∗ ‖Ipv1‖ ∗ cos(∠Vpv1 − ∠Ipv1) (4.9)

Ppv2 =
3

2
∗ ‖Vpv2‖ ∗ ‖Ipv2‖ ∗ cos(∠Vpv2 − ∠Ipv2) (4.10)
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Pwind1 =
3

2
∗ ‖Vwind1‖ ∗ ‖Iwind1‖ ∗ cos(∠Vwind1 − ∠Iwind1) (4.11)

Pwind2 =
3

2
∗ ‖Vwind2‖ ∗ ‖Iwind2‖ ∗ cos(∠Vwind2 − ∠Iwind2) (4.12)

PLoad =
3

2
∗ ‖VLoad‖ ∗ ‖ILoad‖ ∗ cos(∠VLoad − ∠ILoad) (4.13)

PComload =
3

2
∗ ‖VComload‖ ∗ ‖IComload‖ ∗ cos(∠VComload − ∠IComload) (4.14)

The necessary diesel generators that should be activated to provide the power

balance in the system has been calculated using Eq.4.15.

PDG



0; ∆Preq ≤ 0

PDG1; ∆Preq > 0

PDG1 + PDG2; ∆Preq − PDG1(max) > 0

PDG1 + PDG2 + PDG3; ∆Preq − PDG1(max) − PDG2(max) > 0

PDG1 + PDG2 + PDG3 + PDG4; ∆Preq − PDG1(max) − PDG2(max) − PDG3(max) > 0

(4.15)

where, PDG1(max), PDG2(max), PDG3(max), PDG4(max) are the maximum capacities of

diesel generator 1, diesel generator 2, diesel generator 3 and diesel generator 4

respectively (Table 2.1).

4.4.1.7 DG Agents

The DG agents receive the unit commitment decision for next one hour from the

unit commitment agent and also in every five minutes the status of the generator

should be activated to provide power requirement of the system to satisfy the power

balance in the system. After receiving this information from unit commitment

agent and correction agent, the DG agents identify if there is any requirement to

modify the decision from the unit commitment agent. The DG agents sends the

control signals to diesel generators (either unit commitment decision or modified

unit commitment decisions accordingly).

4.4.1.8 Battery Agent

The battery agents take charging and discharging actions accordingly after receiv-

ing the decisions from the unit commitment agent.
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4.5 Simulation Results and Analysis

4.5.1 Case Study

The simulation was carried out for 24 hours. For analyzing the performance of

the proposed multi agent system for energy management, three different scenarios

have been created with some events that generally occur in the system. The solar

irradiance, wind speed, residential load and commercial load data used for the

simulation are same as explained in section 2.3. The power output of only single

PV and wind farms are shown in each scenario because each PV farm and wind

farm are identical and produces same power.

4.5.1.1 Scenario 1 (S1)

In scenario 1, the model has been simulated without any disturbances in the

system. This scenario is simulated to analyze the performance of the system

during normal operating conditions.

Figure 4.32: Power Output of PV Farm in S1

Figure 4.32 and Figure 4.33 respectively show the output power in watts generated

from PV farm and wind farm in scenario 1. It is clear from both waveforms that

the solar power follows the irradiance pattern represented in Figure 2.2(a), and

since the wind power output is proportional to the cube of the wind velocity, it

trails the pattern of wind speed represented in Figure 2.2(b). The load demand of

Figure 4.33: Power Output of Wind Farm in S1
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(a) without MAS-EMS (b) with MAS-EMS

Figure 4.34: Battery SOC in S1

(a) without MAS-EMS (b) with MAS-EMS

Figure 4.35: Power Output of Diesel Generator in S1

the system in scenario 1 is represented in Figure 2.2(c). Figure 4.34 shows the state

of charge of the battery (in %) during scenario 1 without and with MAS. In Figure

4.34(b), the battery agent is performing the battery control action to supply the

load when there is a shortage of power in the microgrid system. The battery is not

charged throughout the simulation because the battery controller is constrained

to that the battery will charge whenever there is an excess power produced by

renewable distributed energy resources. Figure 4.34(a) shows a constant SOC
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because in this case the all the diesel generators are active and hence no shortage

of power. The output power in watts produced by diesel generators to meet

the load demand of the microgrid in the absence and presence of the proposed

MAS based energy management system separately is shown in Figure 4.35(a) and

Figure 4.35(b) respectively. Figure 4.35 show the power produced by the diesel

generator 1, diesel generator 2, diesel generator 3 and diesel generator 4 (PDG1-

PDG4) respectively. In Figure 4.35(b) it can be seen that the diesel generator

1 is active for 24 hours and diesel generator 2 is active only during the period

18:00-20:00 hours. The diesel generator 3 and diesel generator 4 are not active

throughout the simulation. On the other hand in Figure 4.35(a) , in the absence

of proposed scheme, all the diesel generators are active for the complete duration

of the scenario.

4.5.1.2 Scenario 2 (S2)

In scenario 2, a partial shading effect occurred in the PV system at 10:30 hours for

a duration of 1800 seconds and the condition at which the wind speed exceeds the

maximal wind speed at 21:00 hour of the simulation have been considered. This

scenario is simulated to study how the proposed system will react to the power

output variations of distributed energy resources in the microgrid.

Figure 4.36: Power Output of PV Farm in S2

Figure 4.37: Power Output of Wind Farm in S2

The Figure 4.36 shows the output power generated by PV farm in scenario 2.

A sudden drop in PV output power found at 10:30 hours, for a time span of
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(a) without MAS-EMS (b) with MAS-EMS

Figure 4.38: Battery SOC in S2

(a) without MAS-EMS (b) with MAS-EMS

Figure 4.39: Power Output of Diesel Generator in S2

30 minutes in Figure 4.36 can be attributed to the effect of the partial shading

considered in the study. The power output in watts of wind farm during scenario 2

can be found in Figure 4.37. In Figure 4.37, the wind power output trails the wind

speed since it follows the cube of the wind velocity. However, at 21:00 hours for

some duration, the wind output power is zero because the simulation considers that

during this time, the wind speed exceeds the maximum wind speed and the wind

turbine is isolated from the microgrid and stays offline until the wind speed returns
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to its nominal value. The load demand in watts of the system used in scenario 2 was

represented in Figure 2.2(c). Figure 4.38 shows the state of charge of the battery

(in %) in this scenario for the complete 24-hour duration. In Figure 4.38(b) the

battery agent can be seen performing the battery control action to supply the load

when there is a power shortage in the microgrid system. The battery is not charged

throughout the simulation and in Figure 4.38(a) battery SOC is constant because

of the same reason as explained in scenario 1. The output power in watts produced

by diesel generators to meet the load demand of the microgrid in the presence and

in the absence of the proposed MAS based energy management system separately

is shown in Figure 4.39(a) and Figure 4.39(b). The output powers of the four

diesel generators (PDG1-PDG4) are shown in Figure 4.39 respectively. In Figure

4.39(b), it can be seen that the diesel generator 1 is active for 24 hours and diesel

generator 2 is active only during the 18:00-20:00 hours as in scenario 1. In addition

from 21:00 hours for some duration due to the effect the wind speed exceeds the

maximum wind speed as considered in the scenario 2 the diesel generator 2 is

remain activated by the proposed multi agent system to fulfill the requirement of

microgrid during the same time. As soon as the diesel generator 1 and the other

distributed energy resources can manage the requirements of microgrid the diesel

generator 2 is deactivated even during the absence of wind farm. It supports the

fact that the proposed system can be able to detect the output power variations in

the distributed energy resources and manage the power balance in the system by

activating the necessary diesel generators if required. Also, during 10:30 hour the

diesel generator 2 is not activated because during that time the diesel generator

1 and all other renewable energy resources can together provide power to nullify

the effect of partial shading effect and manage the power balance in the system.

Also, the diesel generator 1 suddenly starts providing more power at 10:30 hours

to compensate the reduction in power output of the PV farm at the same time

due to partial shading effect respectively within its capacity. The diesel generator

3 and diesel generator 4 are not active throughout the simulation, showing that

the proposed system can support the effective utilization of diesel generator. On

the other hand, in Figure 4.39(a), in the absence of proposed scheme, all the diesel

generators are active for the complete duration of the scenario.

4.5.1.3 Scenario 3 (S3)

In scenario 3, to show the effect of commercial load in the system, an asynchronous

machine having a capacity of 0.2 MW was introduced in the system at 20:00 hours
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of simulation using a circuit breaker. This scenario is created to analyze the

performance of microgrid multi agent system during sudden variation in load.

Figure 4.40: Power Output of PV Farm in S3

Figure 4.41: Power Output of Wind Farm in S3

(a) without MAS-EMS (b) with MAS-EMS

Figure 4.42: Battery SOC in S3

Figure 4.40 and Figure 4.41 display the output power in watts generated from the

PV farm and the output power in watts generated by the wind farm respectively in

scenario 3. The load profile illustrated in Figure 2.2(c)(residential power demand)

and Figure 2.2(d)(demand of commercial loads) together have been considered in

the simulation for scenario 3. Figure 4.42 shows the state of charge (in %) of

the battery during 24-hour simulation in scenario 3. The battery control in this

scenario also works as explained in scenario 1 and scenario 2. The output power

in watts produced by diesel generators to meet the load demand of the microgrid

in presence and absence of proposed MAS based energy management system sep-

arately is shown in Figure 4.43(a) and Figure 4.43(b). In Figure 4.43(b) it can

be clearly seen that the diesel generator 1 is active during the complete duration
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(a) without MAS-EMS (b) with MAS-EMS

Figure 4.43: Power Output of Diesel Generator in S3

of the simulation. The diesel generator 2 is activated for 18:00 hours as in the

normal condition shown in the scenario 1 but deactivated not at 20:00 hours. But

it is online for the greater duration in this scenario because of the commercial load

introduced in the scenario at 20 hours, which increases the total load requirement

of the microgrid as compared to scenario 1. So, here the proposed multi agent

system identifies the variation in load and acts accordingly to provide the power

balance in the system by activating the diesel generator 2. In this scenario, also

the DG 3 and DG 4 are completely offline during the entire simulation, and DG2

provides power only for some duration. This result indicates that the proposed

multi agent scheme can effectively act to the load changes in the system and uti-

lize the diesel generator effectively. Whereas, Figure 4.43(a) shows all the diesel

generators are providing power for the complete duration of the simulation.
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4.5.2 Microgrid Performance Evaluation

The efficiency and percentage power losses of the proposed microgrid with agent

based EMS has been calculated based on Eq. (4.4) - Eq. (4.6). Table 4.3 represents

the performance of microgrid concerning power loss and system efficiency. Figure

4.44 displays the communication of different agents during the simulation. Where,

PVA1, PVA2, WA1, WA2, LFA, SOCA, UCA, DGA1, DGA2, DGA3, DGA2, BA

and CA respectively represents PV 1 agent, PV 2 agent, wind 1 agent, wind 2

agent, load forecasting agent, SOC agent, unit commitment agent, DG1 agent,

DG2 agent, DG3 agent, DG4 agent, battery agent and Correction agent.

Table 4.3: Microgrid Performance Evaluation

Power Loss in % System Efficiency in %
Scenario Without MAS With MAS Without MAS With MAS
S1 3.7437 3.6971 96.26 96.30
S2 4.2729 4.0512 95.72 95.95
S3 4.2727 3.7093 95.73 96.29

Figure 4.44: Agent Communication Diagram

4.6 Chapter Summary

An intelligent multi agent system for microgrid energy management system was

developed in this chapter in two phases (i.e Initial model and improved model).

Different agents namely PV agents, wind agents, load forecasting agents, SOC

agent, unit commitment agents, diesel generator agents, battery agent and real

time correction agent have been developed and deployed in the simulation which

represented each component of the microgrid EMS. The simulation was carried out

by considering the fluctuations in renewable energy resources and load variations.

The effectiveness of the proposed multi agent based energy management system

was tested by comparing the power losses and microgrid system efficiency in dif-

ferent scenarios. The simulation results indicate that the proposed MAS based
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EMS has better performance as compared to the conventional EMS. Also, the

proposed EMS has the capability to use the diesel generators optimally to satisfy

the load requirement of the microgrid. The final model developed in this chapter

has been utilized in chapter 5 to develop a microgrid energy management system

with self-healing capabilities.



Chapter 5

MAS based Microgrid EMS with

Self-Healing Capabilities

5.1 Overview

This chapter focuses on improving the dynamic performance of a microgrid by

developing a multi agent energy management system with self-healing capabilities

by employing a four-layer multi agent concept. The first layer of the proposed

system is a forecasting and estimation layer and is responsible for providing the

real-time forecasts for RES output power, load and battery state of charge (SOC).

The second layer is a control and action layer, assigned with the duties of taking

the control decisions and actions accordingly by collecting information from differ-

ent agents deployed in the system. The third layer is a real-time monitoring and

control layer that provides the real-time information of the microgrid to the sec-

ond layer. The fourth layer is fault detection and action layer that facilitates the

self-healing capability in the proposed microgrid. The performance and the appli-

cability of the proposed model represented in Figure 5.1 are tested by simulating

the faults at different locations in the system.

5.2 Proposed Multi Agent System(MAS)

A four layer multi agent architecture consisting of different layers namely Fore-

casting and Estimation Layer (FEL), Control and Action Layer (CAL), Real Time

Monitoring Layer (RTML) and Fault Detection and Action Layer (FDAL) has been

123
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Figure 5.1: Proposed Microgrid EMS with Self-healing Capabilities

proposed for the MG EMS with self-healing capabilities during faults as illustrated

in Figure 5.2.

FEL: The FEL consists of seven types of agents (2 PV agents, 2 wind agents,

Load Forecasting (LF) agent, SOC agent and a unit commitment agent). The

input to this layer is historical data of solar output power, historical data of wind

power output, historical load values and current estimated SOC information.

CAL: In this layer, battery agent and diesel generator agents (DGA) are deployed,

and the input to this layer is the information from the FEL along with that from

RTML.

RTML: The inputs to this layer are real-time information from the microgrid and

the information from the FDAL. This layer is formed by a correction agent which

provides the correction information to the CAL.

FDAL: This layer collects the real-time information form the microgrid and iden-

tifies whether any fault or outage has occurred in the system and transfer the

information to the RTML. It also sends control signals to circuit breakers (CBs)

either to isolate or to restore.
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Figure 5.2: Proposed MAS

5.2.1 PV Agent (PVA)

The PVA provides the forecasted output power of PV as expalined in section

4.2.2.1

5.2.2 Wind Agent (WA)

WA gives the forecasted information of wind output power as detailed in section

4.2.2.2

5.2.3 Load Forecasting Agent (LFA)

The LFA is modeled to give the information of the load forecast as illustarted in

section 4.2.2.3
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5.2.4 SOC Agent (SOCA)

The SOCA will provide the present state of charge (SOC) of the battery to the

UCA. More details can be found in section 4.2.2.4.

5.2.5 Unit Commitment Agent (UCA)

The function of unit commitment agent is same as explained in section 4.2.2.5.

5.2.6 Correction Agent (CA)

The function of CA in the proposed system is to help DGAs to modify the unit

commitment decision from the forecasting and estimation layer when and where

required by providing the correction information in every five minutes. The CA

estimates the total power availability of renewable energy sources (RES) and the

current power availability of PV farm 1, PV farm 2, wind farm 1, wind farm 2

and load demand (PRes and Ppv1, Ppv2, Pwind1, Pwind2, PLoad) respectively as given

by Eqns. (5.2 - 5.7) and then calculates the required power ∆Preq to be generated

to fulfill the power balance in system as in Eq. (5.1).

∆Preq = PLoad − PRes (5.1)

PRes = Ppv1 + Ppv2 + Pwind1 + Pwind2 (5.2)

Ppv1 =
3

2
∗ ‖Vpv1‖ ∗ ‖Ipv1‖ ∗ cos(∠Vpv1 − ∠Ipv1) (5.3)

Ppv2 =
3

2
∗ ‖Vpv2‖ ∗ ‖Ipv2‖ ∗ cos(∠Vpv2 − ∠Ipv2) (5.4)

Pwind1 =
3

2
∗ ‖Vwind1‖ ∗ ‖Iwind1‖ ∗ cos(∠Vwind1 − ∠Iwind1) (5.5)

Pwind2 =
3

2
∗ ‖Vwind2‖ ∗ ‖Iwind2‖ ∗ cos(∠Vwind2 − ∠Iwind2) (5.6)

PLoad =
3

2
∗ ‖VLoad‖ ∗ ‖ILoad‖ ∗ cos(∠VLoad − ∠ILoad) (5.7)

The necessary diesel generators (DGs) that should be activated to provide the

power balance in the system are identified by performing the calculations using

Eq. (5.8).
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PDG =



0; ∆Preq ≤ 0

PDG1; ∆Preq > 0

PDG1 + PDG2; ∆Preq − PDG1(max) > 0

PDG1 + PDG2 + PDG3; ∆Preq − PDG1(max) − PDG2(max) > 0

PDG1 + PDG2 + PDG3 + PDG4; ∆Preq − PDG1(max) − PDG2(max) − PDG3(max) > 0

(5.8)

where, PDG1(max), PDG2(max), PDG3(max), PDG4(max) are the maximum capacities of

DG1, DG2, DG3 and DG4 respectively (Table 2.1). If any fault or outage is

detected the fault detection and isolation and restoration agent helps the CA to

update the situation during and maintain the power balance.

5.2.7 DG Agents (DGAs)

The DGAs receive the unit commitment decision for next one hour from the UCA

and also in every five minutes the status of the generator should be activated to

provide power requirement of the system to satisfy the power balance in the system

from CA. After receiving this information from UCA and CA, the DGAs identify

if there is any requirement to modify the decision from the UCA. The DGAs

send the control signals to DGs (either unit commitment decision or modified unit

commitment decisions accordingly).

5.2.8 Battery Agent (BA)

The BA takes charging and discharging actions accordingly after receiving the

decisions from the UCA.

5.2.9 Fault Detection and Isolation and Restoration Agent

(FDIRA)

The function of FDIRA is to detect the fault by comparing the magnitude of

current during the simulation with a reference value. Also, this agent sends the

control signals to the respective circuit breakers (CBs) to isolate faulty portion

and restore after clearing the fault.
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Figure 5.3: Online updation process of FDIRA

• Fault Detection Process

‖Ipv1‖ > ‖Ipv1ref‖ ⇒ A fault at PV1

‖Ipv2‖ > ‖Ipv2ref‖ ⇒ A fault at PV2

‖Iwind1‖ > ‖Iwind1ref‖ ⇒ A fault at wind farm 1

‖Iwind2‖ > ‖Iwind2ref‖ ⇒ A fault at wind farm 2

where, Ipv1ref , Ipv2ref , Iwind1ref , Iwind2ref respectively represents the reference

value of currents at PV1, PV2, wind farm 1 and wind farm 2 identified by

running the simulation during normal condition and fault condition.

The generalized schematic of the online updation process of FDIRA for the

MG consist of N number of RES is shown in Figure. 5.3. In Figure. 5.3

Ppv1, Ppv2, Pwind1, Pwind2....., up to N RES respectively represents the

power from different RES. The Pfault in Figure. 5.3 represents the total

power availability of the RES, which is calculated by the sum of the product

of individual RES power with the respective decision variables (K, L, M,

N...etc) value depending upon the status of fault. The ∆Preq is the required

power to be generated to fulfill the load requirement of the MG after the

complete utilization of the RES, which is calculated by subtracting the Pfault

from the total load requirement (PLoad). The online updation process of

the FDIRA for the case study considered in this work as shown in Figure.

5.1 during the different type of faults are as follows.

• When fault is detected at PV1, the FDIRA sends a control signal ‘0’ to CB1

and updates CA by modifying the Eq. (5.2) and Eq. (5.1) as represented in
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Eq. (5.9) and Eq. (5.10) respectively.

PRespv1fault = Ppv2 + Pwind1 + Pwind2 (5.9)

∆Preq = PLoad − PRespv1fault (5.10)

where, PRespv1fault is the total power availability of RES during fault at PV1.

• When fault is detected at PV2, the FDIRA sends a control signal ‘0’ to CB2

and updates CA by modifying the Eq. (5.2) and Eq. (5.1) as represented in

Eq. (5.11) and Eq. (5.12) respectively.

PRespv2fault = Ppv1 + Pwind1 + Pwind2 (5.11)

∆Preq = PLoad − PRespv2fault (5.12)

where, PRespv2fault is the total power availability of RES during fault at PV2.

• When fault is detected at wind farm 1, the FDIRA sends a control signal

‘0’ to CB3 and updates CA by modifying the Eq. (5.2) and Eq. (5.1) as

represented in Eq. (5.13) and Eq. (5.14) respectively.

PReswind1fault = Ppv1 + Ppv2 + Pwind2 (5.13)

∆Preq = PLoad − PReswind1fault (5.14)

where, PReswind1fault is the total power availability of RES during fault at

wind farm 1.

• When fault is detected at wind farm 2, the FDIRA sends a control signal

’0’ to CB4 and updates CA by modifying the Eq. (5.2) and Eq. (5.1) as

represented in Eq. (5.15) and Eq. (5.16) respectively.

PReswind2fault = Ppv1 + Ppv2 + Pwind1 (5.15)

∆Preq = PLoad − PReswind2fault (5.16)

where, PReswind2fault is the total power availability of RES during fault at

wind farm 2

• When fault is detected at both PV1 and wind farm 1, the FDIRA sends

a control signal ‘0’ to both CB1 and CB3 and updates CA by modifying

the Eq. (5.2) and Eq. (5.1) as represented in Eq. (5.17) and Eq. (5.18)
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respectively.

PRespv1wind1fault = Ppv2 + Pwind2 (5.17)

∆Preq = PLoad − PRespv1wind1fault (5.18)

where, PRespv1wind1fault is the total power availability of RES during fault at

PV1 and wind farm 1.

• When fault is detected at both PV2 and wind farm 2, the FDIRA sends

a control signal ‘0’ to both CB2 and CB4 and updates CA by modifying

the Eq. (5.2) and Eq. (5.1) as represented in Eq. (5.19) and Eq. (5.20)

respectively.

PRespv2wind2fault = Ppv1 + Pwind1 (5.19)

∆Preq = PLoad − PRespv2wind2fault (5.20)

where, PRespv2wind2fault is the total power availability of RES during fault at

PV2 and wind farm 2.

• When fault is detected at both PV1 and wind farm 2, the FDIRA sends

a control signal ‘0’ to both CB1 and CB4 and updates CA by modifying

the Eq. (5.2) and Eq. (5.1) as represented in Eq. (5.21) and Eq. (5.22)

respectively.

PRespv1wind2fault = Ppv2 + Pwind1 (5.21)

∆Preq = PLoad − PRespv1wind2fault (5.22)

where, PRespv1wind2fault is the total power availability of RES during fault at

PV1 and wind farm 2.

• When fault is detected at both PV2 and wind farm 1, the FDIRA sends

a control signal ‘0’ to both CB2 and CB3 and updates CA by modifying

the Eq. (5.2) and Eq. (5.1) as represented in Eq. (5.23) and Eq. (5.24)

respectively.

PRespv2wind1fault = Ppv1 + Pwind2 (5.23)

∆Preq = PLoad − PRespv2wind1fault (5.24)

where, PRespv2wind1fault is the total power availability of RES during fault at

PV2 and wind farm 1.
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• When fault is detected at PV1, PV2 and wind farm 1, the FDIRA sends

a control signal ‘0’ to CB1, CB2 and CB3 respectively and updates CA by

modifying the Eq. (5.2) and Eq. (5.1) as represented in Eq. (5.25) and Eq.

(5.26) respectively.

PRespv1pv2wind1fault = Pwind2 (5.25)

∆Preq = PLoad − PRespv1pv2wind1fault (5.26)

where, PRespv1pv2wind1fault is the total power availability of RES during fault

at PV1, PV2 and wind farm 1.

• When fault is detected at PV2, wind farm 1 and wind farm 2, the FDIRA

sends a control signal ‘0’ to CB2, CB3 and CB4 respectively and updates

CA by modifying the Eq. (5.2) and Eq. (5.1) as represented in Eq. (5.27)

and Eq. (5.28) respectively.

PRespv2wind1wind2fault = Ppv1 (5.27)

∆Preq = PLoad − PRespv2wind1wind2fault (5.28)

where, PRespv2wind1wind2fault is the total power availability of RES during fault

at PV2, wind farm 1 and wind farm 2.

• When fault is detected at PV1, wind farm 1 and wind farm 2, the FDIRA

sends a control signal ‘0’ to CB1, CB3 and CB4 respectively and updates

CA by modifying the Eq. (5.2) and Eq. (5.1) as represented in Eq. (5.29)

and Eq. (5.30) respectively.

PRespv1wind1wind2fault = Ppv2 (5.29)

∆Preq = PLoad − PRespv1wind1wind2fault (5.30)

where, PRespv1wind1wind2fault is the total power availability of RES during fault

at PV1, wind farm 1 and wind farm 2.

• When fault is detected at PV1, PV2 and wind farm 2, the FDIRA sends

a control signal ‘0’ to CB1, CB2 and CB4 respectively and updates CA by

modifying the Eq. (5.2) and Eq. (5.1) as represented in Eq. (5.31) and Eq.

(5.32) respectively.

PRespv1pv2wind2fault = Pwind1 (5.31)
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∆Preq = PLoad − PRespv1pv2wind2fault (5.32)

where, PRespv1pv2wind2fault is the total power availability of RES during fault

at PV1, PV2 and wind farm 2.

• When fault is detected at PV1, PV2, wind farm 1 and wind farm 2, the

FDIRA sends a control signal ‘0’ to CB1, CB2, CB3 and CB4 respectively

and updates CA by modifying the Eq. (5.2) and Eq. (5.1) as represented in

Eq. (5.33) and Eq. (5.34) respectively.

PRespv1pv2wind1wind2fault = 0 (5.33)

∆Preq = PLoad − PRespv1pv2wind1wind2fault (5.34)

where, PRespv1pv2wind1wind2fault is the total power availability of RES during

fault at PV1, PV2, wind farm 1 and wind farm 2.

During the normal conditions all the RES are available and hence the CA follows

the Eq. (5.2) and Eq. (5.1) and sends a control signal ‘1’ to all the CBs to remain

closed.

5.3 Results and Discussion

The faults (line to ground ) at different locations in the MG have been simulated

as represented in Figure 5.1 to analyze the performance of EMS of MG with self

healing capabilities during the outage of different RES.

5.3.1 Normal

In normal condition, the MG in Figure 5.1 is simulated without considering any

fault in the system. Figure. 5.4 shows the load requirements of the microgrid in

watts for the 24 hours duration. Figure. 5.5 shows the output power provided by

DGs 1 and 2 (PDG1 and PDG2) respectively in watts for 24 hours to satisfy the

load requirements of the microgrid during normal condition. The output power

produced by the DGs 3 and 4 are not shown because they are not activated

during the entire simulation as PDG1 and PDG2 are sufficient to provide the load

requirements of MG along with the RES.
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Figure 5.4: Microgrid Load Requirement

Figure 5.5: Power output of Diesel Generator in Normal Condition

5.3.2 Fault 1

During this condition, a fault at wind farm 1 as in Figure 5.1 occurring at 17-18

hour has been considered. This time of 17-18 hour has been considered as the load

is maximum, and all the sources are crucial during this interval.

Figure 5.6: Fault 1 detected by FDIRA & Self-healing action

Figure 5.7: Power output of Diesel Generator during fault 1

Figure. 5.6 shows fault detected by the FDIR agent and self-healing action per-

formed. As soon as the fault is detected by the FDIR agent, it sends a ‘0’ signal

to the CB3 and isolates the faulty portion (wind farm 1) as represented in Figure.

5.6. Also at the same time, it provides the information to the CA that the wind
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farm 1 is isolated and unable to supply any power to the MG. The CA update

accordingly as shown in Eq. (5.13) and Eq. (5.14) respectively. So, the DG should

provide more power to maintain the power balance in the system. Figure. 5.7 dis-

plays the output power provided by DGs 1 and 2 (PDG1 and PDG2) in watts for

24 hours to satisfy the load requirements of the MG during fault 1. From this, it

is clear that during 17-18 hour both DGs are providing more power as compared

to the normal condition in Figure. 5.5. The DG 2 is not even active during 17-

18 hour during the normal condition but in this case, the DGs 2 is active and

providing power because of the successful performance of the agents which are

deployed in the system with the knowledge of wind farm 1 that is isolated. At

18 hour once the fault is cleared the FDIR agent send a ‘1’ to CB3 to restore the

wind farm 1 as shown in Figure. 5.6 and also provides the same information to

the correction agent. After receiving the information CA follows the Eq. (9) and

Eq. (8) respectively. Hence, a reduction in power production is observed at 18

hours in PDG1 and PDG2.

5.3.3 Fault 2

During fault 2 condition, a fault at PV1 as in Figure 5.1 has been considered at 11-

12 hour. The fault is considered at 11-12 hour as the maximum power production

from PV farm is at this time. Figure. 5.8 represents the fault detected by the

Figure 5.8: Fault 2 detected by FDIRA & Self-healing action

Figure 5.9: Power output of Diesel Generator during fault 2

FDIR agent and signal send to perform self-healing action in the proposed system.
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After detecting a fault at 11 hours, the FDIR agent sends a control signal ‘0’ to

CB1 to isolate the PV farm 1 as indicated in Figure. 5.8. Also, it provides the

same information (i.e., unavailability of PV farm 1 to provide power to MG) to

CA. The CA considers this information and transfers the updates as explained

in section 5.2.9 to the control and action layer. The control and action layer act

accordingly to satisfy the load requirement of MG during this interval. From the

Figure. 5.9, it is clear that the output power provided by the DG 1 during 11-12

hour is more as compared to the normal condition ( Figure. 5.5) to manage the

power balance in the system in the absence of the PV farm 1. Whereas, the DGs

(DG2, DG3, and DG4) are not activated during this interval because the DG1

itself can fulfill the load requirement. After clearing the fault at 12 hours, the

FDIR agent sends a control signal ‘1’ to CB1 and restored the PV farm 1 to the

MG as shown in Figure. 5.8 . As soon as, the PV farm 1 present in the MG, the

power produced by the DG1 is reduced at 12 hours.

5.3.4 Fault 3

During this condition, a fault at both PV farms has been considered at 11-12 hour.

The reason being selecting 11-12 hour duration is same as explained section 5.3.3.

Figure 5.10: Fault 3 detected by FDIRA & Self-healing action

Figure. 5.10 shows the fault detected by the FDIR agent at 11-12 hour on both

PV farms and self-healing action performed. As soon as fault detected, FDIR

agent sends control signal ‘0’ to both CB1 and CB2 and isolated both PV farms

respectively as represented in Figure. 5.10. In this case, also DG1 provided more

power as in Figure. 5.11 at 11-12 hour as compared to Figure. 5.9. Where only

PV farm 1 was isolated. Here, both PV farms are isolated and hence required

more power to meet the load requirements. In this case, the DG2, DG3 and DG 4

are also not activated during the 11-12 hour due to the same reason as explained
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Figure 5.11: Power output of Diesel Generator during fault 3

in section 5.3.3. At 12 hour the fault is cleared and restored both the PV farms by

FDIR agent as illustrated in Figure. 5.10. This effect reflected by the reduction

in power production of DG1 as in Figure. 5.11 at 12 hours.

5.3.5 Fault 4

During fault 4, a fault at both wind farms has been considered at 17-18 hours.

The reason being considering fault at 17-18 hour is same as explained in section

5.3.2.

Figure 5.12: Fault 4 detected by FDIRA & Self-healing action

Figure 5.13: Power output of Diesel Generator during fault 4

Figure. 5.12 shows the fault identified by FDIR agent at both wind farms at 17-18

hours and self-healing actions preformed. In this case, FDIR agent sends control
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signal ‘0’ to CB3 and CB4 to isolate both wind farms as represented in Figure.

5.12. Also at the same time, FDIR agent passes the information to the CA. After

receiving the information, the CA is updated accordingly as explained in section

5.2.9. Hence the shortage of requirement in power due to the isolation of both

wind farms should be managed by the DGs. The load requirement of the MG is

unable to be met by the DG1 alone. Thus, at the 17 hours, DG2 is also activated

by the proposed MAS and the same can be seen in Figure. 5.13. The DG2 in

Figure. 5.13 is activated early as compared to the Figure. 5.7 due to the increased

power requirement of MG because of the isolation of both wind farms as compared

to section 5.3.2. After clearing the fault at 18-hour FDIR agent restore both wind

farms as shown in Figure. 5.12 and the same effect is reflected in Figure. 5.13.

5.3.6 Fault 5

During this condition, a fault at PV farm 1 at 11-12 hour and a fault at wind farm

1 at 11.30- 12.30 hour have been considered.

Figure 5.14: Fault 5 detected by FDIRA & Self-healing action

Figure 5.15: Power output of Diesel Generator during fault 5

Figure. 5.14 represents the fault detected by the FDIR agent at 11-12 and 11.30-

12.30 hour at PV farm 1 and wind farm 1 respectively and the self-healing action

performed . After detecting the fault, the FDIR agent sends a control signal ’0’

to CB1 and CB3 to isolate respective PV and wind farm as represented in Figure.
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Figure 5.16: Agent Communication Diagram

5.14. Also, the FDIRA passes this information to CA, and the CA act accordingly

as explained in section 5.2.9. Figure. 5.15 shows the power supplied by the DG

during fault 5. The PDG1 of the Figure. 5.15 shows a sudden variation in power

production during 11-11.30 hours, 11.30-12 hours and 12-12.30 hours. During 11-

11.30 hour PV farm 1 is isolated, so some increment in PDG1 as compared to

normal condition is found. At 11.30- 12 hour the variation is occurred due to the

isolation of wind farm 1. The variation at 12-12.30 hour is that the PV farm 1 is

restored by FDIR agent (Figure. 5.14) at 12 hour and only wind farm 1 is now

isolated. At 12.30 hours the reduction in power production can be found due to

the restoration of wind farm 1 at 12 hours by FDIR agent (Figure. 5.14). Figure.

5.16 represents the communication of all the agents deployed in the proposed MG

EMS architecture.

5.4 Chapter Summary

A four-layer multi agent architecture for energy management in an MG with self-

healing capabilities is proposed in this chapter. In the proposed architecture,

different type of agents namely PV agent, wind agent, SOC agent, unit commit-

ment agent, correction agent, and fault detection and isolation and restoration

agent, battery agent, DG agents, have been deployed in different layers with par-

ticular responsibilities. The performance of the proposed model is analyzed by

simulating faults at different locations in the MG. The simulation results reflected

the capability of proposed MAS to self-heal the outages occurred in the system

and the potential for energy management to meet the load requirements of the

system.
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Conclusion

This chapter provides the concluding remarks of the work carried out through

the entire thesis work. The summary of significant findings of this study are

highlighted in section 6.1 while the next section lists the future scope for research.

6.1 Summary of Significant Findings

The summary of significant findings of this study can be highlighted as follows:

1. A microgrid test system is modeled for implementing the proposed multi

agent based microgrid energy management architecture.

2. Different agents and the responsibilities of each agent are identified and

implemented for MAS based microgrid energy management.

3. A load forecasting agent is developed by utilizing Bayesian Multivariate Lin-

ear Spline (BMLS) model for the proposed multi agent based microgrid en-

ergy management architecture.

4. The PV and wind forecasting agents are developed by using an adaptive

neuro-fuzzy inference system (ANFIS) based forecasting model for the pro-

posed multi agent based microgrid energy management architecture.

5. An intelligent multi agent system for microgrid energy management system

is proposed. The different agents, namely PV agents, wind agents, load

forecasting agents, SOC agent, unit commitment agents, diesel generator

139
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agents, battery agent and real time correction agent is developed and de-

ployed in the simulation which represented each component of the microgrid

EMS. The effectiveness of the proposed multi agent based energy manage-

ment system has been tested by comparing the power losses and microgrid

system efficiency in different scenarios. The simulation results indicate that

the proposed MAS based EMS has better performance as compared to the

conventional EMS. Also, the proposed EMS can use the diesel generators

optimally to satisfy the load requirement of the microgrid.

6. A four-layer multi agent architecture for energy management in an MG with

self-healing capabilities is also proposed. In the proposed architecture, differ-

ent type of agents namely PV agent, wind agent, SOC agent, unit commit-

ment agent, correction agent, and fault detection and isolation and restora-

tion agent, battery agent, DG agents, have been deployed in different layers

with particular responsibilities. The performance of the proposed model is

analyzed by simulating faults at different locations in the MG. The simula-

tion results reflected the capability of proposed MAS to self-heal the outages

occurred in the system and the potential for energy management to meet

the load requirements of the system.

7. A new multi agent platform (Stateflow) is explored in this work to simulate

and study the performance of the proposed multi agent based microgrid

energy management architecture.

6.2 Future Scope for Research

Research is a continuous process, and always there is a scope. A multi agent based

energy management architecture with self-healing capabilities in a microgrid is

presented in this research work. As a path forward, some of the identified areas

and research directions are given as follows.

1. More capabilities or functionalities to the proposed system can be incor-

porated by introducing particular agents including responsibilities with the

interactions between existing agents in the proposed architecture.

2. In future, more accurate load forecasting models can be developed and im-

plemented as load forecasting agent in the proposed system for better per-

formance.
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3. More accurate models for PV and wind forecasting can be developed and

implemented as RES forecasting agent in the proposed system for better

performance.

4. The proposed model can be extended to the energy management for multiple

microgrids in future.

5. The electric vehicles can be incorporated into the existing microgrid model

with the vehicle to grid (V2G), and grid to vehicle (G2V) functionalities and

can be studied the performance of the multi agent based energy management

by the addition of suitable agents to the system.

6. In this study, the diesel generators are allowed to operate up to the maximum

capacity to fulfill the load requirement of the microgrid. In future, methods

to find the optimum operating point for each diesel generator to provide

maximum environmental benefits can be incorporated.
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