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ABSTRACT

Chapter 1 is intended to provide an introduction to various functions, polyno-

mials, integral transforms and fractional integral operators studied by some of

the earlier researchers. Further, we present the brief chapter by chapter sum-

mary of the thesis. Finally, we give a list of research papers which have either

been published or accepted or communicated for publication in reputed journals

having a bearing on subject matter of the thesis.

In Chapter–2, we first introduce our function of study and call it generalized

extended Mittag-Leffler (GEML) function and present it’s basic properties. Fur-

ther, we obtain some integral representations of generalized extended Mittag-

Leffler function. Later on, we obtain Laplace transform, Mellin transform and

Inverse Mellin transfrom of function of our study. Finally, in this chapter we ob-

tain right-sided Riemann- Liouville fractional integral operator Iγa+ , right-sided

Riemann- Liouville fractional derivative operator Dγ
a+ and Hilfer derivative oper-

ator Dγ,η
a+ of our function of study GEML. The results established in this chapter
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generalize the findings of and Özarslan and Yilmaz [46]Shukla and Prajapati [59].

In Chapter–3, we introduce and study an integral operator whose kernel is gener-

alized extended Mittag-Leffler (GEML) function and point out it’s known special

cases. Then we derive boundedness property of aforementioned integral operator.

Next, we obtain image of some useful functions under the integral operator of our

study along with some of it’s special cases. Finally, we establish composition

relationship of integral operator of our study with right-sided Riemann- Liouville

fractional integral operator Iγa+ and an integral operator Hw;M,N ;α
a+;P,Q;β involving the

Fox H-function . The results stated in this chapter generalize the findings of

Kilbas et al. [28] and Srivastava and Tomovski [78].

In Chapter–4, we first define a new integral transform whose kernel is extended

Hurwitz-Lerch zeta function and name it as the E−transform. This transform

yields a number of (new or known) integral transforms as its special cases. Fur-

ther, we evaluate the Mellin transform of extended Hurwitz-Lerch Zeta function

and Inversion formula for E−transform. Next, we present some basic properties

of E−transform and prove the Uniqueness theorem for E−transform. Finally, we

obtained E−transform of Derivatives and Integrals.

In Chapter–5, we study a pair of class of fractional integral operators whose ker-

nel involve the product of SUV [z], Eϑ;d
δ,κ (z; q, σ, ζ) and Φ

λj ;ρjP
µj ;σjQ

(z, s, a) which stand

for SUV polynomial, generalized extended Mittag-Leffler function and extended

Hurwitz-Lerch Zeta function. Next,we derive three new and interesting composi-

tion formulae for the operators of our study. The operators of our study are quite

general in nature and may be considered as extensions of a number of simpler
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fractional integral operators studied from time to time by several authors. By

suitably specializing the coefficients and the parameters of functions involved in

our fractional integral operators we can get a large number of expressions for

the composition of fractional integral operators. Finally, as an application of our

main findings we obtain three interesting integrals which are believed to be new.

In Chapter–6, we first consider a generalized form of General Family of frac-

tional differential equations and find it’s solution. On account of general nature

of our findings we can obtain a number of special cases by taking particular values

of the parameters involved therein. We mention here two new and three known

special cases.

Next, we study some interesting two new and three known special cases of our

main findings involving H-function. Later on, by giving numerical values to the

parameters in the functions and the operators involved therein we have plotted

some graphs with the help of MATLAB SOFTWARE.

Futher, we obtain solution of another fractional differential equation involving

Dα,β1
0+ and H

w;m,n;γ

0+;p,q,β. Finally, by specializing the parameters occuring therein we

can obtain a number of special cases of this result. However, we give here only

two known and two new special cases.
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INTRODUCTION TO THE TOPIC OF

STUDY AND CHAPTER BY CHAPTER

SUMMARY OF THE THESIS
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1.1 SPECIAL FUNCTIONS

The present chapter deals with an introduction to the topic of the study as

well as a brief review of the contributions made by some of the earlier workers

on the subject matter presented in this thesis. At the end, a brief chapter by

chapter summary of the thesis has been given.

1.1 SPECIAL FUNCTIONS

Special functions have vast applications in all branches of engineering, applied

sciences, statistics and various other fields. A large number of eminent mathe-

maticians such as Euler, Gauss, Kummer, Ramanujan and several others worked

out hard to develop the commonly used special functions like the Gamma func-

tion, the elliptic functions, Bessel functions, Whittaker functions and polynomials

that go by the name of Jacobi, Legendre, Laguerre, Hermite.

The core of special functions is the Gauss hypergeometric function 2F1, intro-

duced by famous mathematicians C. F. Gauss. It is represented by the following

series:

∞∑
n=0

(a)n(b)n
(c)n

zn

n!
= 1 +

a.b

c

z

1!
+
a.(a+ 1).b.(b+ 1)

c.(c+ 1)

z2

2!
+ · · · (1.1.1)

where

(a)n = a(a+ 1)(a+ 2) · · · (a+ n− 1) for n ≥ 0; (a)0 = 1, c 6= 0,−1,−2, · · ·

a, b, c and z may be real or complex. Also if either of the numbers a or b is a

non-positive integer, the function reduces to a polynomial, but if c is non-positive

3



1. INTRODUCTION TO THE TOPIC OF STUDY AND
CHAPTER BY CHAPTER SUMMARY OF THE THESIS

integer, the function is not defined since all but a finite number of terms of the

series become infinite.

This series has a fundamental importance in the theory of special function

and is known as Gauss hypergeometric series. It is usually represented by the

symbol 2F1(a, b; c; z) the well known Gauss hypergeometric function.

In (1.1.1), if we replace z by
z

b
and let b→∞ then

(b)n
bn

zn → zn

and we arrive at the following well known Kummer’s series

∞∑
n=0

(a)n
(c)n

zn

n!
= 1 +

a

c

z

1!
+
a.(a+ 1)

c.(c+ 1)

z2

2!
+ · · · (1.1.2)

It is represented by the symbol 1F1(a; c; z) and is known as confluent hypergeo-

metric function.

A natural generalization of 2F1 is the generalized hypergeometric function pFq,

which is defined in the following manner:

pFq

 a1, · · · , ap;

b1, · · · , bq;
z

 = pFq[a1, · · · , ap; b1, · · · , bq; z]

=
∞∑
n=0

(a1)n · · · (ap)n
(b1)n · · · (bq)n

zn

n!
, (1.1.3)

where p and q are either positive integers or zero and empty product is interpreted

as unity, the variable z and all the parameters a1, · · · , ap; b1, · · · , bq are real or

complex numbers such that no denominator parameters is zero or a negative

integer. The conditions of convergence of the function pFq are as follow:

4



1.1 SPECIAL FUNCTIONS

(i) when p ≤ q, the series on the right hand side of (1.1.3) is convergent.

(ii) when p = q+1, the series is convergent if |z| < 1 and divergent when |z| > 1,

and on the circle |z| = 1, the series is

(a) absolutely convergent if R(w) > 0

(b) conditionally convergent if −1 < R(w) < 0 for z 6= 1

(c) divergent if R(w) ≤ −1

where w =
q∑
j=1

bj −
p∑
j=1

aj

(iii) when p > q + 1, the series never converges except when z = 0 and the

function is only defined when the series terminates.

A comprehensive account of the functions 2F1, 1F1 and pFq can be found in the

works of Exton [9], Luke [34], Rainville [53] and Slater [60] their applications can

be found in Mathai and Saxena [37].

1.1.1 THE FOX H- FUNCTION

The Fox H−function is defined by the following Mellin-Barnes type integral [68,

p. 10] with the integrand containing products and quotients of the Euler gamma

functions. Such a function generalizes most of the known special functions.

HM,N
P,Q [z] = HM,N

P,Q

z
∣∣∣∣∣∣

(aj, αj)1,P

(bj, βj)1,Q

 = HM,N
P,Q

z
∣∣∣∣∣∣

(a1, α1), · · · , (aP , αP )

(b1, β1), · · · , (bQ, βQ)



:=
1

2πω

∫
L

Θ(s)zs ds, (1.1.4)

5



1. INTRODUCTION TO THE TOPIC OF STUDY AND
CHAPTER BY CHAPTER SUMMARY OF THE THESIS

where ω =
√
−1, z ∈ C \ {0}, C being the set of complex numbers,

and

Θ(s) =

M∏
j=1

Γ(bj − βjs)
N∏
j=1

Γ(1− aj + αjs)

Q∏
j=M+1

Γ(1− bj + βjs)
P∏

j=N+1

Γ(aj − αjs)
, (1.1.5)

Also M, N, P and Q are non-negative integers satisfying 1 5M 5 Q and

0 5 N 5 P ; αj(j = 1, · · · , P ) and βj(j = 1, · · · , Q) are assumed to be posi-

tive quantities for standardization purposes. The definition of the Fox H-function

given by (1.1.4) will, however, have meaning even if some of these quantities are

zero. Also, aj(j = 1, · · · , P ) and bj(j = 1, · · · , Q) are complex numbers such

that none of the points

s =
bh + ν

βh
h = 1, · · · ,M ; ν = 0, 1, 2, · · · (1.1.6)

which are the poles of Γ(bh − βhs), h = 1, · · · ,M and the points

s =
ai − η − 1

αi
i = 1, · · · , N ; η = 0, 1, 2, · · · (1.1.7)

which are the poles of Γ(1− ai + αis) coincide with one another, i.e

αi(bh + ν) 6= bh(ai − η − 1) (1.1.8)

for ν, η = 0, 1, 2, · · · ; h = 1, · · · ,M ; i = 1, · · · , N.

Further, the contour L runs from −ω∞ to +ω∞ such that the poles

Γ(bh − βhs), h = 1, · · · ,M, lie to the right left of L and the poles of

6



1.1 SPECIAL FUNCTIONS

Γ(1−ai+αis), i = 1, · · · , N lie to the left of L. Such a contour is possible on

account of (1.1.8). These assumptions will be adhered to throughout the present

work.

SPECIAL CASES

The following special cases of the Fox H−function have been made use in this

thesis:

1. Lorenzo-Hartley G-function [15, p. 64, Eq. (2.3)]

H1,1
1,2

[
−azq

∣∣∣∣ (1− r, 1)
(0, 1), (1 + ν − rq, q)

]
=

Γ(r)

zrq−ν−1
Gq,ν,r[a, z]. (1.1.9)

Here, Gq,ν,r is the Lorenzo-Hartley G-function [33].

2. Generalized Hypergeometric function[68, p. 18, Eq. (2.6.3)]

H1,p
p,q+1

[
z

∣∣∣∣ (1− aj, 1)1,p
(0, 1), (1− bj, 1)1,q

]
=

p∏
j=1

Γ(aj)

q∏
j=1

Γ(bj)
pFq[(ap); (bq);−z]. (1.1.10)

3. Generalized Bessel Maitland Function [38, p. 25, Eq. (1.139)]

H1,1
1,3

[
z2

4

∣∣∣∣ (λ+ ν
2
, 1)

(λ+ ν
2
, 1), (ν

2
, 1), (µ(λ+ ν

2
)− λ− ν, µ)

]
= Jµν,λ(z), (1.1.11)

where Jµν,λ is the Generalized Bessel Maitland Function [35, p. 128, Eq.

(8.2)]

7



1. INTRODUCTION TO THE TOPIC OF STUDY AND
CHAPTER BY CHAPTER SUMMARY OF THE THESIS

4. Wright’s Generalized Bessel Function[68, p. 19, Eq. (2.6.10)]

H1,0
0,2

[
z

∣∣∣∣ −−
(0, 1), (−λ, ν)

]
= Jνλ(z). (1.1.12)

5. Krätzel Function [38, p. 25, Eq. (1.141)]

H2,0
0,2

[
z

∣∣∣∣ −−
(0, 1), (ν

ρ
, 1
ρ
)

]
= ρZν

ρ (z) z, ν ∈ C, ρ > 0, (1.1.13)

where Zν
ρ is the Krätzel Function [31].

6. Modified Bessel function of the third kind [11, p. 155, Eq. (2.6)]

H2,0
1,2

z
∣∣∣∣∣∣∣∣
(

1− σ + 1

β
,

1

β

)
(0, 1),

(
−γ − σ

β
,

1

β

)
 = λ(β)γ,σ(z). (1.1.14)

1.1.2 THE H−FUNCTION

Though the H-function is sufficiently general in nature, many useful functions

notably generalized Riemann Zeta function [8], the polylogarithm of complex

order [8], the exact partition of the Gaussian model in statistical mechanics [23],

a certain class of Feynman integrals [8] and others do not form its special cases.

Inayat Hussain [23] introduced a generalization of the H-function popularly known

as H -function which includes all the above mentioned functions as its special

cases. This function is developing fast and stands on a firm footing through the

publications of Buschman and Srivastava [3], Gupta and Soni [16], Gupta, Jain

and Agrawal [17], Gupta, Jain and Sharma [18], Jain and Sharma [26], Rathie

8



1.1 SPECIAL FUNCTIONS

[54], Saxena [56, 58] and several others. TheH-function is defined and represented

in the following manner:

H
m,n

p,q [z] = H
m,n

p,q

z
∣∣∣∣∣∣

(ej, Ej;∈j)1,n, (ej, Ej)n+1,p

(fj, Fj)1,m, (fj, Fj;=j)m+1,q



:=
1

2πω

∫
L

Θ(ξ)zξdξ, (1.1.15)

where, ω =
√
−1,z ∈ C \ {0}, C being the set of complex numbers,

Θ(ξ) =

m∏
j=1

Γ(fj − Fjξ)
n∏
j=1

{Γ(1− ej + Ejξ)}∈j

q∏
j=m+1

{Γ(1− fj + Fjξ)}=j
p∏

j=n+1

Γ(ej − Ejξ)
, (1.1.16)

It may be noted that Θ(ξ) contains fractional powers of some of the gamma

functions. m,n, p, q are integers such that 1 ≤ m ≤ q, 0 ≤ n ≤ p, (Ej)1,p, (Fj)1,q

and (∈j)1,n, (=j)m+1,q are positive quantities for standardization purpose. The

definition (1.1.15) will however have meaning even if some of these quantities are

zero, giving us in turn simple transformation formulae.

(ej)1,p and (fj)1,q are complex numbers such that the points

ξ =
fj + k

Fj
j = 1, · · · ,m; k = 0, 1, 2, · · ·

which are the poles of Γ(fj − Fjξ), and the points

ξ =
ej − 1− k

Ej
j = 1, · · · , n; k = 0, 1, 2, · · ·

9
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which are the singularities of {Γ(1− ej + Ejξ)}∈j , do not coincide.

We retain these assumptions throughout the thesis.

The contour L is the line from c − i∞ to c + i∞, suitably intended to keep the

poles of Γ(fj −Fjξ) j = 1, · · · ,m to the right of the path, and the singularities

of {Γ(1− ej + Ejξ)}∈j j = 1, · · · , n to the left of the path.

If ∈i= =j = 1 (i = 1, · · · , n; j = m + 1, · · · , q), the H−function reduces to

the familiar H−function.

The following sufficient conditions for the absolute convergence of the defining

integral for H−function given by (1.1.15) have been given by Gupta, Jain and

Agarwal [17]

(i) |arg(z)| < 1

2
Ωπ and Ω > 0

(ii) |arg(z)| = 1

2
Ωπ and Ω ≥ 0

and (a) µ 6= 0 and the contour L is so chosen that (cµ+ λ+ 1) < 0

(b) µ = 0 and (λ+ 1) < 0,


where

Ω =
m∑
j=1

Fj +
n∑
j=1

Ej ∈j −
q∑

j=m+1

Fj=j −
p∑

j=n+1

Ej

µ =
n∑
j=1

Ej ∈j +

p∑
j=n+1

Ej −
m∑
j=1

Fj −
q∑

j=m+1

Fj=j

10



1.1 SPECIAL FUNCTIONS

λ = R

(
m∑
j=1

fj +

q∑
j=m+1

fj=j −
n∑
j=1

ej ∈j −
p∑

j=n+1

ej

)

+
1

2

(
n∑
j=1

∈j −
q∑

j=m+1

=j + p−m− n

)
.

The following series representation for the H−Function given by Rathie [54] and

Saxena [56] has been used in the present work:

H
m,n

p,q

z
∣∣∣∣∣∣

(ej, Ej;∈j)1,n, (ej, Ej)n+1,p

(fj, Fj)1,m, (fj, Fj;=j)m+1,q

 =
∞∑
t=0

m∑
h=1

Θ(st,h)z
st,h , (1.1.17)

where,

Θ(st,h) =

m∏
j=1,j 6=h

Γ(fj − Fjst,h)
n∏
j=1

{Γ(1− ej + Ejst,h)}∈j

q∏
j=m+1

{Γ(1− fj + Fjst,h)}=j
p∏

j=n+1

Γ(ej − Ejst,h)

(−1)t

t!Fh
, st,h =

fh + t

Fh

(1.1.18)

In the Sequel, we shall also make use of the following behavior of the H
m,n

p,q [z]

function for small and large value of z as recorded by Saxena et al.

[57, p. 112, Eqs.(2.3) and (2.4)].

H
m,n

p,q [z] = O[|z|α], for small z, where α = min
1≤j≤m

R

(
fj
Fj

)
(1.1.19)

H
m,n

p,q [z] = O[|z|β], for large z, where β = max
1≤j≤n

R

(
∈j
(
ej − 1

Ej

))
, (1.1.20)

provided that either of the following conditions are satisfied:

(i) µ < 0 and 0 < |z| <∞

(ii) µ = 0 and 0 < |z| < δ−1

 (1.1.21)

11
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where

µ =
n∑
j=1

Ej ∈j +

p∑
j=n+1

Ej −
m∑
j=1

Fj −
q∑

j=m+1

Fj=j (1.1.22)

δ =
n∏
j=1

(Ej)
Ej∈j

p∏
j=n+1

(Ej)
Ej

m∏
j=1

(Fj)
−Fj

q∏
m+1

(Fj)
−Fj=j . (1.1.23)

SPECIAL CASES

The following special cases of the H−function have been made use in this thesis:

(I) The Polylogarithm of order p [8, p.30, §1.11, Eq. (14)] and

[10, p. 315, Eq. (1.9)]

F (z, p) =
∞∑
r=1

zr

rp
= zH

1,1

1,2

[
−z
∣∣∣∣ (0, 1; p+ 1)

(0, 1), (−1, 1; p)

]

= −H1,1

1,2

[
−z
∣∣∣∣ (1, 1; p+ 1)

(1, 1), (0, 1; p)

]
, (1.1.24)

Here, F (z, p) is the polylogarithm function of order p .

(II) The Generalized Wright Hypergeometric Function [18, p. 271,

Eq. (7)]

pΨq

 (ej, Ej;∈j)1,p;

(fj, Fj;=j)1,q;
z

 =
∞∑
r=0

p∏
j=1

{Γ(ej + Ejr)}∈j

q∏
j=1

{Γ(fj + Fjr)}=j
zr

r!

12
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= H
1,p

p,q+1

−z
∣∣∣∣∣∣

(1− ej, Ej;∈j)1,p

(0, 1), (1− fj, Fj;=j)1,q

 , (1.1.25)

pΨq reduces to pΨq, the familiar Wright’s Generalized hypergeometric func-

tion [68, p. 19, Eq. (2.6.11)], when all the exponents (∈j)1,n, (=j)m+1,q take

the value 1.

pΨq

 (ej, Ej)1,p;

(fj, Fj)1,q;
z

 =
∞∑
r=0

p∏
j=1

Γ(ej + Ejr)

q∏
j=1

Γ(fj + Fjr)

zr

r!

= H1,p
p,q+1

−z
∣∣∣∣∣∣

(1− ej, Ej)1,p

(0, 1), (1− fj, Fj)1,q

 . (1.1.26)

(III) The Generalized Riemann Zeta Function [8, p. 27, §1.11, Eq. (1)]

and [10, pp. 314–315, Eq. (1.6) and (1.7)]

φ(z, p, η) =
∞∑
r=0

zr

(η + r)p
= H

1,2

2,2

[
−z
∣∣∣∣ (0, 1; 1), (1− η, 1; p)

(0, 1), (−η, 1; p)

]
. (1.1.27)

(IV) Generalized Hurwitz Lerch Zeta Function [24, pp. 147 & 151, Eqs.(6.2.5)

and (6.4.2)]

φα,β,γ(z, p, η) =
∞∑
r=0

(α)r(β)r
(γ)rr!

zr

(η + r)p

=
Γ(γ)

Γ(α)Γ(β)
H

1,3

3,3

−z
∣∣∣∣∣∣

(1− η, 1; p), (1− α, 1; 1), (1− β, 1; 1)

(0, 1), (1− γ, 1; 1), (−η, 1; p)

 .
(1.1.28)
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(V) Generalized Wright Bessel Function [18, p. 271, Eq.(8)]

J
ν,µ

λ (z) =
∞∑
r=0

(−z)r

r!(Γ(1 + λ+ νr))µ

= H
1,0

0,2

z
∣∣∣∣∣∣ (0, 1), (−λ, ν;µ)

 . (1.1.29)

(VI) A Generalization of the Generalized Hypergeometric Function

[18, p. 271, Eq. (9)]

pF q

 (ej,∈j)1,p;

(fj,=j)1,q;
z



=
∞∑
r=0

p∏
j=1

{(ej)r}∈j

q∏
j=1

{(fj)r}=j

zr

r!
=

q∏
j=1

{Γ(fj)}=j

p∏
j=1

{Γ(ej)}∈j
H

1,p

p,q+1

−z
∣∣∣∣∣∣

(1− ej, 1;∈j)1,p

(0, 1), (1− fj, 1;=j)1,q



=

q∏
j=1

{Γ(fj)}=j

p∏
j=1

{Γ(ej)}∈j
pΨq

 (ej, 1;∈j)1,p;

(fj, 1;=j)1,q;
z

 .

The function pF q reduces to well known pFq for ∈j= 1(j = 1, · · · , p), =j = 1(j =

1, · · · , q) in it.

Naturally, all functions which are special cases of the H−function are also special

cases of the H−function.
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1.1 SPECIAL FUNCTIONS

1.1.3 H-FUNCTION OF TWO VARIABLES

The H-function of two variables is defined and represented in the following manner

[74, p. 82, Eqs. (6.1.1-6.1.4)]:

H0,B:A1,B1;A2,B2

C,D:C1,D1;C2,D2


z1

z2

∣∣∣∣∣∣∣∣
(aj;α

(1)
j , α

(2)
j )1,C : (c

(1)
j , γ

(1)
j )1,C1 ; (c

(2)
j , γ

(2)
j )1,C2

(bj; β
(1)
j , β

(2)
j )1,D : (d

(1)
j , δ

(1)
j )1,D1 ; (d

(2)
j , δ

(2)
j )1,D2



=
1

(2πω)2

∫
L1

∫
L2

ψ(ξ1, ξ2)
2∏
i=1

(φi(ξi)z
ξi
i )dξ1 dξ2 (i = 1, 2), (1.1.30)

where ω =
√
−1,

ψ(ξ1, ξ2) =

B∏
j=1

Γ(1− aj +
2∑
i=1

α
(i)
j ξi)

D∏
j=1

Γ(1− bj +
2∑
i=1

β
(i)
j ξi)

C∏
j=B+1

Γ(aj −
2∑
i=1

α
(i)
j ξi)

, (1.1.31)

φi(ξi) =

Ai∏
i=1

Γ(d
(i)
j − δ

(i)
j ξi)

Bi∏
j=1

Γ(1− c(i)j + γ
(i)
j ξi)

Di∏
j=Ai+1

Γ(1− d(i)j + δ
(i)
j ξi)

Ci∏
j=Bi+1

Γ(c
(i)
j − γ

(i)
j ξi)

(i = 1, 2). (1.1.32)

All the greek letters occuring on the left-hand side of (1.1.30) are assumed to be

positive real numbers for standardization purposes; the definition of the multi-

variable H−function will, however, be meaningful even if some of these quantities

are zero such that

Λi ≡
C∑
j=1

α
(i)
j +

Ci∑
j=Bi+1

γ
(i)
j −

D∑
j=1

β
(i)
j −

Di∑
j=1

δ
(i)
j > 0 (i = 1, 2), (1.1.33)
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Ωi ≡ −
C∑

j=B+1

α
(i)
j +

Bi∑
j=1

γ
(i)
j −

Ci∑
j=Bi+1

γ
(i)
j −

D∑
j=1

β
(i)
j +

Ai∑
j=1

δ
(i)
j −

Di∑
j=Ai+1

δ
(i)
j > 0 (i = 1, 2),

(1.1.34)

where B,C,D,Ai, Bi, Ci, Di are non negative integers such that 0 ≤ B ≤ C,

D ≥ 0, 0 ≤ Bi ≤ Ci and 1 ≤ Ai ≤ Di, (i = 1, 2).

The sequences of the parameters in (1.1.30) are such that none of the poles of

the integrand coincide i.e. the poles of the integrand in (1.1.30) are simple. The

contour Li in the complex ξi− plane is of the Mellin-Barnes type which runs from

−ω∞ to +ω∞ with indentations, if necessary, to ensure that all the poles of

Γ(d
(i)
j − δ

(i)
j ξi) (j = 1, · · · , Ai) are separated from those of Γ(1− c(i)j − γ

(i)
j ξi)

(j = 1, · · · , Bi) and Γ(1− aj +
r∑
i=1

α
(i)
j ξi) (i = 1, 2; j = 1, · · · , B).

It is known that multiple Mellin-Barnes contour integral representing the multi-

variable H− function (1.1.36) converges absolutely [73, p. 130, Eq. (1.4)] under

the condition (1.1.40) when

|arg(zi)| <
1

2
Ωiπ, (i = 1, 2). (1.1.35)

The point zi = 0(i = 1, 2) and various exceptional parameter values are excluded.

1.1.4 THE MULTIVARIABLE H−FUNCTION

The multivariable H−function occuring in the thesis was introduced and studied

by Srivastava and Panda [74, p. 130, Eq. (1.1)]. This function involves r complex

variables and will be defined and represented in the following contracted form
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[71, pp. 251–252, Eqs. (C.1–C.3)]

H0,B:A1,B1;··· ;Ar,Br
C,D:C1,D1;··· ;Cr,Dr


z1
.
.
.
zr

∣∣∣∣∣∣∣∣∣∣∣

(aj;α
(1)
j , · · · , α(r)

j )1,C : (c
(1)
j , γ

(1)
j )1,C1 ; · · · ; (c

(r)
j , γ

(r)
j )1,Cr

(bj; β
(1)
j , · · · , β(r)

j )1,D : (d
(1)
j , δ

(1)
j )1,D1 ; · · · ; (d

(r)
j , δ

(r)
j )1,Dr



=
1

(2πω)r

∫
L1

· · ·
∫
Lr

ψ(ξ1, · · · , ξr)
r∏
i=1

(φi(ξi)z
ξi
i )dξ1 · · · dξr (i = 1, · · · , r),

(1.1.36)

where ω =
√
−1,

ψ(ξ1, · · · , ξr) =

B∏
j=1

Γ(1− aj +
r∑
i=1

α
(i)
j ξi)

D∏
j=1

Γ(1− bj +
r∑
i=1

β
(i)
j ξi)

C∏
j=B+1

Γ(aj −
r∑
i=1

α
(i)
j ξi)

, (1.1.37)

φi(ξi) =

Ai∏
i=1

Γ(d
(i)
j − δ

(i)
j ξi)

Bi∏
j=1

Γ(1− c(i)j + γ
(i)
j ξi)

Di∏
j=Ai+1

Γ(1− d(i)j + δ
(i)
j ξi)

Ci∏
j=Bi+1

Γ(c
(i)
j − γ

(i)
j ξi)

(i = 1, · · · , r).

(1.1.38)

All the greek letters occuring on the left-hand side of (1.1.36) are assumed to be

positive real numbers for standardization purposes; the definition of the multi-

variable H−function will, however, be meaningful even if some of these quantities

are zero such that

Λi ≡
C∑
j=1

α
(i)
j +

Ci∑
j=Bi+1

γ
(i)
j −

D∑
j=1

β
(i)
j −

Di∑
j=1

δ
(i)
j > 0 (i = 1, 2, · · · , r), (1.1.39)
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Ωi ≡ −
C∑

j=B+1

α
(i)
j +

Bi∑
j=1

γ
(i)
j −

Ci∑
j=Bi+1

γ
(i)
j −

D∑
j=1

β
(i)
j +

Ai∑
j=1

δ
(i)
j −

Di∑
j=Ai+1

δ
(i)
j > 0

(i = 1, 2, · · · , r),
(1.1.40)

where B,C,D,Ai, Bi, Ci, Di are non negative integers such that 0 ≤ B ≤ C,

D ≥ 0, 0 ≤ Bi ≤ Ci and 1 ≤ Ai ≤ Di, (i = 1, · · · , r).

The sequences of the parameters in (1.1.36) are such that none of the poles of

the integrand coincide i.e. the poles of the integrand in (1.1.36) are simple. The

contour Li in the complex ξi− plane is of the Mellin-Barnes type which runs from

−ω∞ to +ω∞ with indentations, if necessary, to ensure that all the poles of

Γ(d
(i)
j − δ

(i)
j ξi) (j = 1, · · · , Ai) are separated from those of Γ(1− c(i)j − γ

(i)
j ξi)

(j = 1, · · · , Bi) and Γ(1− aj +
r∑
i=1

α
(i)
j ξi) (i = 1, · · · , r; j = 1, · · · , B).

It is known that multiple Mellin-Barnes contour integral representing the multi-

variable H− function (1.1.36) converges absolutely [73, p. 130, Eq. (1.4)] under

the condition (1.1.40) when

|arg(zi)| <
1

2
Ωiπ, (i = 1, · · · , r). (1.1.41)

The point zi = 0 (i = 1, · · · , r) and various exceptional parameter values are

excluded.

SPECIAL CASES

By suitably specializing the various parameters occuring in the multivariable

H−function defined by (1.1.36), it reduces to the simpler special functions of one
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and more variables.

Some of them which have been used in this thesis are given below:

(i) If we take α
(1)
j = α

(2)
j = ... = α

(r)
j (j = 1, ..., D) and β

(1)
j = β

(2)
j = ... =

β
(r)
j (j = 1, ..., D) in (1.1.36), it reduces to a special multivariable

H−function studied by Saxena [56].

(ii) If we take r = 2, in (1.1.36) , we get H−function of two variables defined

in [68, p.82, eq.(6.1.1)].

(iii) A relation between H−function of two variable and the Appell function [68,

p.89,Eq.(6.4.6)] is given as below:

H0,0:1,2;1,2
0,1:2,1;2,1

[
−x
−y

∣∣∣∣ − : (1− c, 1), (1− c′, 1); (1− e, 1), (1− e′, 1)
(1− b; 1, 1) : (0, 1); (0, 1)

]

=
Γ(c)Γ(c′)Γ(e)Γ(e′)

Γ(b)
F3(c, e, c

′, e′; b;x, y), |x| < 1, |y| < 1 (1.1.42)

(iv) if we reduce Multivariable H-function into generalized hypergeometric Func-

tion [25, p.xi,Eq.(A.18)] as given below:

H0,C:1,0;··· ;1,0
C,D:0,1;··· ;0,1


z1
.
.
.
zr

∣∣∣∣∣∣∣∣∣∣
(1− aj; 1, · · · , 1)1,C : −−; · · · ;−−

(1− bj; 1, · · · , 1)1,D : (0, 1); · · · ; (0, 1)


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=

C∏
j=1

Γ(aj)

D∏
j=1

Γ(bj)
CFD

 (aC);

(bD);
− (z1 + · · ·+ zr)

 (1.1.43)

1.1.5 SUV POLYNOMIAL

The SUV polynomial was introduced and investigated by Srivastava [61] and is

represented in the following manner :

SUV [x] =

[V/U ]∑
R=0

(−V )URAV,R
R!

xR, V = 0, 1, 2, .... (1.1.44)

where U is an arbitrary positive integer, the coefficients AV,R are constants, real

or complex.

1.1.6 GENERALIZED EXTENDED MITTAG-LEFFLER

FUNCTION

A special function of the form Eδ(z) was introduced by the Swedish mathemati-

cian Gosta Mittag-Leffler [43] in 1903 as

Eδ(z) =
∞∑
n=0

zn

Γ(δn+ 1)
(δ ∈ C, R(δ) > 0), (1.1.45)

which is direct generalization of the exponential function for δ = 1. In 1905,

Wiman [81] gave the generalization of Eδ(z) known as Wiman’s function or gen-

eralized Mittag-Leffler function defined as follows:

Eδ,κ(z) =
∞∑
n=0

zn

Γ(δn+ κ)
(δ, κ ∈ C, R(δ) > 0,R(κ) > 0). (1.1.46)
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Later on, Prabhakar [51] introduced a new generalization of Eδ,κ(z) as Eϑ
δ,κ(z),

Eϑ
δ,κ(z) =

∞∑
n=0

(ϑ)n
Γ(δn+ κ)

zn

n!
(1.1.47)

(κ, δ, ϑ ∈ C, R(δ) > 0,R(κ) > 0,R(ϑ) > 0),

where (ϑ)n denotes the Pochhammer symbol (see for details, [53], [66] and [67]):

(ϑ)0 = 1, (ϑ)n = ϑ(ϑ+ 1)(ϑ+ 2) · · · (ϑ+ n− 1). (1.1.48)

Moreover, generalization of Eϑ
δ,κ(z) was introduced and studied by Shukla and

Prajapati [59] defined as

Eϑ,r
δ,κ (z) =

∞∑
n=0

(ϑ)rn
Γ(δn+ κ)

zn

n!
(1.1.49)

(ϑ, δ, κ ∈ C, R(δ) > 0,R(κ) > 0,R(ϑ) > 0 and r ∈ (0, 1) ∪ N),

(1.1.49) was further investigated by Srivastava and Tomovski [78]

Eϑ,ξ
δ,κ (z) =

∞∑
n=0

(ϑ)ξn
Γ(δn+ κ)

zn

n!
(1.1.50)

(z, κ, ϑ ∈ C, R(δ) > max(0,R(ξ)− 1),R(ξ) > 0).

Lately, Özarslan and Yilmaz [46] studied extended Mittag-Leffler function and

defined it in the following manner:

E
(ϑ;d)
δ,κ (z; q) =

∞∑
n=0

Bq(ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)n
Γ(δn+ κ)

zn

n!
(q ≥ 0,R(d) > R(ϑ) > 0),

(1.1.51)
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where Bq(x, y) =

1∫
0

tx−1(1− t)y−1e
−q

t(1−t) dt (1.1.52)

(R(q) ≥ 0,R(x) > 0,R(y) > 0).

Now, we propose to introduce and investigate further generalization of extended

Mittag-Leffler function in (1.1.51) as Eϑ;d
δ,κ (z; q, ρ, ζ),

Eϑ;d
δ,κ (z; q, ρ, ζ) =

∞∑
n=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)n
Γ(δn+ κ)

zn

n!
(1.1.53)

(q ≥ 0, R(d) > R(ϑ) > 0, R(δ) > 0, R(κ) > 0),

where B
(ρ,ζ)
q (x, y) represents generalized Beta type function as follows(see, for

details, [65, p. 348, Eq.(1.2)]; see also [48, p. 32, Chapter 4]):

B(ρ,ζ)
q (x, y) =

1∫
0

tx−1(1− t)y−11F1(ρ; ζ;
−q

t(1− t)
) dt (1.1.54)

(R(q) ≥ 0,min(R(x),R(y),R(ζ),R(ρ)) > 0).

Further, we also present the contour representation of generalized extended Mittag-

Leffler function in the following manner:

Eϑ;d
δ,κ (z; q, ρ, ζ) =

1

(2πi)2
Γ(ζ)

Γ(ρ)Γ(ϑ)Γ(d− ϑ)

∫
L1

∫
L2

Γ(ρ− ξ1)
Γ(ζ − ξ1)

Γ(ϑ+ ξ1 + ξ2)Γ(d− ϑ+ ξ1)Γ(ξ1)

Γ(d+ ξ2 + 2ξ1)

· Γ(d+ ξ2)Γ(−ξ2)
Γ(κ+ δξ2)

(q)−ξ1(z)ξ2dξ1dξ2

(1.1.55)
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For, ρ = ζ generalization of extended Mittag-Leffler function in (1.1.53) reduces

to extended Mittag- Leffler function in (1.1.51).

In the sequel, we shall represent Lebesgue measurable real or complex valued

functions defined on a finite interval [a, b] of real line R(see, for details, [13] and

[27]; see also [55]) in the following manner:

L(a, b) =

{
f(x) : ‖f‖1 =

b∫
a

| f(x) | dx <∞

}
. (1.1.56)

1.1.7 S-GENERALIZED GAUSS HYPERGEOMETRIC

FUNCTION

The S-generalized Gauss hypergeometric function F
(α,β;τ,µ)
p (a, b; c; z) was

introduced and investigated by Srivastava et al. [65, p. 350, Eq. (1.12)]. It is

represented in the following manner:

F (α,β;τ,µ)
p (a, b; c; z) =

∞∑
n=0

(a)n
B

(α,β;τ,µ)
p (b+ n, c− b)

B(b, c− b)
zn

n!
(|z| < 1) (1.1.57)

(R(p) ≥ 0; min{R(α),R(β),R(τ),R(µ)} > 0; R(c) > R(b) > 0),

in terms of the classical Beta function B(λ, µ) and the S-generalized Beta function

B
(α,β;τ,µ)
p (x, y), which was also defined by Srivastava et al. [65, p. 350, Eq. (1.13)]

as follows:

B(α,β;τ,µ)
p (x, y) =

∫ 1

0

tx−1(1− t)y−11F1

(
α; β;− p

tτ (1− t)µ

)
dt (1.1.58)

(R(p) ≥ 0; min{R(x),R(y),R(α),R(β),R(τ),R(µ)} > 0).
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If we take p = 0 in (1.1.58), it reduces to classical Beta Function and (λ)n

denotes the Pochhammer symbol defined (for λ ∈ C) by (see [67, p. 2 and pp.

4-6]):

(λ)n =
Γ(λ+ n)

Γ(λ)

=

{
1, (n = 0)

λ(λ+ 1)...(λ+ n− 1), (n ∈ N := {1, 2, 3, · · · }),
(1.1.59)

provided that the Gamma quotient exists (see, for details,[71, p. 16 et seq.] and

[72, p. 22 et seq.]).

For τ = µ, the S-generalized Gauss hypergeometric function defined by (1.1.57)

reduces to the following generalized Gauss hypergeometric function F
(α,β;τ)
p (a, b; c; z)

studied earlier by Parmar [49, p. 44]:

F (α,β;τ)
p (a, b; c; z) =

∞∑
n=0

(a)n
B

(α,β;τ)
p (b+ n, c− b)

B(b, c− b)
zn

n!
(|z| < 1) (1.1.60)

(R(p) ≥ 0; min{R(α),R(β),R(τ)} > 0; R(c) > R(b) > 0).

which, in the further special case when τ = 1, reduces to the following extension

of the generalized Gauss hypergeometric function (see, e.g., [48, p. 4606, Section

3] ; see also [47, p. 39]):

F (α,β)
p (a, b; c; z) =

∞∑
n=0

(a)n
B

(α,β)
p (b+ n, c− b)
B(b, c− b)

zn

n!
(|z| < 1) (1.1.61)

(R(p) > 0; min{R(α),R(β)} > 0; R(c) > R(b) > 0).
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Upon setting α = β in (1.1.61), we arrive at the following Extended Gauss hy-

pergeometric function (see [5, p. 591, Eqs. (2.1) and (2.2)]:

Fp(a, b; c; z) =
∞∑
n=0

(a)n
Bp(b+ n, c− b)
B(b, c− b)

zn

n!
(|z| < 1) (1.1.62)

(R(p) > 0; R(c) > R(b) > 0).

1.1.8 EXTENDED HURWITZ-LERCH ZETA FUNCTION

The extended Hurwitz-Lerch Zeta function introduced by Srivastava et al. [77,

p. 503, Eq.(6.2)](see also [62] and [70]) is recalled here in slightly modified form:

Φ
(%1,...,%P ,υ1,...,υQ)
k1,...,kP ;l1,...,lQ

(z, s, a) = Φ
kj ;%jP
lj ;υjQ

(z, s, a) =
∞∑
m=0

P∏
j=1

(kj)m%j

m!
Q∏
j=1

(lj)mυj

zm

(m+ a)s
(1.1.63)

(P,Q ∈ N0; kj ∈ C(j = 1, · · · , P ); a, lj ∈ C \ Z−0 (j = 1, · · · , Q);

%j, υn ∈ R+(j = 1 · · ·P ;n = 1 · · · , Q);= > −1 when s, z ∈ C;

= = −1 and s ∈ C when |z| < f; = = −1 and R($) > 1
2

when |z| = f

where f := (
P∏
j=1

%
−%j
j )(

Q∏
j=1

υ
υj
j ) and = :=

Q∑
j=1

υj −
P∑
j=1

%j,

$ := s+
Q∑
j=1

lj −
P∑
j=1

kj + P−Q
2

),

the integral representation of extended Hurwitz-Lerch zeta function was also given

by Srivastava et al. ([77],Theorem 8)see also([63], Theorem 6).
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Φ
(λj ,ρj ;P )

(µj ,σj ;Q)(z, s, a) =
1

Γ(s)

∞∫
0

ts−1e−atPΨ∗Q

 (λ1, ρ1), · · · , (λP , ρP );

(µ1, σ1), · · · , (µQ, σQ);
ze−t

 dt
(1.1.64)

(min{R(a),R(s)} > 0),

where PΨ∗Q (P,Q ∈ N0) denotes the Fox-Wright function,which is generalization

of the familiar generalized hypergeometric function PFQ (P,Q ∈ N0)defined by

[8, p.183]

PΨ∗Q

 (λj, ρj)1,P ;

(µj, σj)1,Q;
z

 :=
∞∑
n=0

(λ1)ρ1n · · · (λP )ρPn
(µ1)σ1n · · · (µQ)σQn

zn

n!
=

Γ(µ1) · · ·Γ(µQ)

Γ(λ1) · · ·Γ(λP )
PΨQ

 (λj, ρj)1,P ;

(µj, σj)1,Q;
z

 .
(1.1.65)

In a subsequent work by Srivastava [64], this last integral representation formula

(1.1.64) was suitably modified in order to introduce and investigate the various

properties of a significantly more general class of the λ−extended Hurwitz-Lerch

zeta functions defined by

Φ
(λj ,ρj ;P )

(µj ,σj ;Q)(z, s, a; b, λ) = Φ
(ρ1,...,ρP ,σ1,...,σQ)
λ1,...,λP ;µ1,...,µQ

(z, s, a; b, λ)

:=
1

Γ(s)

∞∫
0

ts−1exp

(
−at− b

tλ

)
PΨ∗Q

 (λ1, ρ1), · · · , (λP , ρP );

(µ1, σ1), · · · , (µQ, σQ);
ze−t

 dt
(1.1.66)

(min{R(a),R(s)} > 0;R(b) ≥ 0;λ ≥ 0),

so that, obviously, we have the following relationship:

Φ
(ρ1,...,ρP ,σ1,...,σQ)
λ1,...,λP ;µ1,...,µQ

(z, s, a; 0, λ) = Φ
(ρ1,...,ρP ,σ1,...,σQ)
λ1,...,λP ;µ1,...,µQ

(z, s, a)

= ebΦ
(ρ1,...,ρP ,σ1,...,σQ)
λ1,...,λP ;µ1,...,µQ

(z, s, a; b, 0). (1.1.67)
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By using the following corrected version of an integral formula [38, p. 10, Eq.

(1.53)]:

∫ ∞
0

ta−1exp
(
−bt− c

tρ

)
dt =

1

ρba
H2,0

0,2

bc 1
ρ

∣∣∣∣∣∣
−

(a, 1), (0, 1
ρ
)

 (1.1.68)

(min{R(a),R(b),R(c)} > 0; ρ ≥ 0),

an explicit representation was proven by Srivastava [64, p. 1489, Eq. (2.1)]:

Φ
(ρ1,...,ρP ,σ1,...,σQ)
λ1,...,λP ;µ1,...,µQ

(z, s, a; b, λ) =
1

λΓ(s)

∞∑
n=0

P∏
j=1

(λj)nρj

(a+ n)s ·
Q∏
j=1

(µj)nσj

·H2,0
0,2

(a+ n)b
1
λ

∣∣∣∣∣∣
−

(s, 1), (0, 1
λ
)

 zn

n!

(1.1.69)

(λ > 0),

in terms of Fox’s H-function defined by (1.1.4), it being assumed that each mem-

ber of the assertion (1.1.69) exists. The following Mellin-Barnes type contour

integral representation was also presented by Srivastava [64, p. 1489, Eq. (2.2)]:

Φ
(ρ1,...,ρP ,σ1,...,σQ)
λ1,...,λP ;µ1,...,µQ

(z, s, a; b, λ) =

Q∏
j=1

Γ(µj)

2πiλΓ(s)
P∏
j=1

Γ(λj)

·
∫ i∞

−i∞

Γ(s)
P∏
j=1

Γ(λj − sρj)

(a− s)s
Q∏
j=1

Γ(µj − sσj)

·H2,0
0,2

(a− s)b
1
λ

∣∣∣∣∣∣
−

(s, 1), (0, 1
λ
)

 (−z)−s ds

(1.1.70)

(λ > 0),

provided that each member of the assertion (1.1.70) exists.
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SPECIAL CASES OF EXTENDED HURWITZ-LERCH

ZETA FUNCTION

(i) General Hurwitz-Lerch Zeta function : If we take Q = 0 and P = ρj =

kj = 1 in (1.1.63), we get

Φ1;P
− (z, s, a) = Φ(z, s, a) =

∞∑
m=0

zm

(m+ a)s
, (1.1.71)

where Φ(z, s, a) is defined in [8, p.27, Eq.(1.11)].

(ii) Riemann Zeta function : Again, if we take Q = 0 and P = ρj = kj = z =

a = 1 in (1.1.63), we get

Φ1;P
− (1, s, 1) = ζ(s) =

∞∑
m=0

1

(m+ 1)s
, (1.1.72)

where ζ(s) is defined in [8, Chapter 1](see, for details, [66, Chapter 2]).

(iii) Hurwitz (or generalized) Zeta function : Further, if we take Q = 0 and

P = ρj = kj = z = 1 in (1.1.63), we get

Φ1;P
− (1, s, a) = ζ(s, a) =

∞∑
m=0

1

(m+ a)s
, (1.1.73)

where ζ(s, a) is defined in [8, Chapter 1]( see also, [66, Chapter 2]).

(iv) Lerch Zeta function : If we take Q = 0, P = ρj = kj = a = 1 and z = e2πiξ

in (1.1.63), we get

Φ1;P
− (e2πiξ, s, 1) = `s(ξ) =

∞∑
m=0

e2mπiξ

(m+ 1)s
, (1.1.74)
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where `s(ξ) is defined in [8, Chapter 1](see, for details, [66, Chapter 2]).

(v) Lipschitz-Lerch Zeta function : If we take Q = 0, P = ρj = kj = 1 and

z = e2πiξ in (1.1.63), we get

Φ1;P
− (e2πiξ, s, a) = φ(ξ, s, a) =

∞∑
m=0

e2mπiξ

(m+ a)s
, (1.1.75)

where φ(ξ, s, a) is defined in [66, p. 122, Eq. (2.5)](see, for details, [80, p. 280,

Example 8]).

1.2 INTEGRAL TRANSFORMS

If f(x) denotes of a prescribed class of functions defined on a given interval [a, b]

and K(x, s) denotes a definite function of x in that interval for each value of

s, a parameter whose domain is prescribed, then the linear integral transform

T [f(x); s] of the function f(x) is defined in the following manner:

T [f(x); s] =

b∫
a

K(x, s)f(x)dx (1.2.1)

wherein the class of functions and the domain of parameter s are so prescribed

that the above integral exists. In (1.2.1), K(x, s) is known as the kernel of the

transform, T [f(x); s] is the image of f(x) in the said transform; and f(x) is the

original of T [f(x); s].

Inversion formula for the transform

If an integral equation can be determined that
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f(x) =

β∫
α

φ(s, x)T [f(x); s]ds (1.2.2)

then (1.2.2) is termed as the inversion formula of (1.2.1).

1.2.1 LAPLACE TRANSFORM

One of the simplest and most important integral transform is the well known

Laplace Transform. It has been a subject of wide and extensive study on account

of its applications in applied mathematics and physics.

The Laplace Transform of a function is defined as follows:

L {f(x); s} =

∞∫
0

e−sxf(x)dx (R(s) > 0), (1.2.3)

provided that the integral (1.2.3) exists and and the inversion formula is given

by:

f(x) =
1

2πi

c+i∞∫
c−i∞

esxL {f(x); s} ds (1.2.4)

provided that the above integral exists.

The standard works of Doestch [7] in three volumes give the detailed and complete

account of Laplace Transform.
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1.2.2 MELLIN TRANSFORM

The well known Mellin Transform is defined by:

M {f(x); s} =

∞∫
0

xs−1f(x)dx (1.2.5)

and the inversion formula is given by:

f(x) =
1

2πi

c+i∞∫
c−i∞

x−sM {f(x); s} ds (1.2.6)

provided that the above integral exists.

1.2.3 THE EXTENDED HURWITZ-LERCH ZETA

TRANSFORM OR THE E−TRANSFORM

We define the E−transform, that is, the extended Hurwitz-Lerch zeta transform

as follows:

E
(λj ,ρj ;P )

(µj ,σj ;Q)(z, s, a)[f(t)](s) :=

∞∫
0

Φ
(λj ,ρj ;P )

(µj ,σj ;Q)(st, s, a)f(t)dt =: ϕ(s) (f(t) ∈ Λ),

(1.2.7)

in the neighbourhood of t = z, where Λ denotes the class of admissible functions

f(t), which are integrable in every finite interval in (0,∞) with the following order

estimates:

f(t) =

{
O(tω) (t→ 0)

O(tκe−µt) (|t| → ∞)
(1.2.8)
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provided that the existence conditions given with (1.1.64) for the extended Hurwitz-

Lerch zeta function are satisfied, R(ω) > −1 and

R(µ) > 0 or R(µ) = 0 and max
1≤j≤p

{
R
(
κ+

λj−1
ρj

+ 1
)}

< 0.

If we reduce the extended Hurwitz-Lerch zeta function to general Fox-Wright

function of the type PΨ∗Q defined by (1.1.65)[18, p.271, Eqs. (7) and (9)], we are

led to the known integral transfroms studied earlier in [1, p. 44, Eqs. (1.3.5) and

(1.3.6)].

1.3 INTEGRAL OPERATORS

In this section, Λ will denote the class of function f(t) for which

f(t) =


O{|t|ζ}; max{|t|} → 0

O{|t|w1e−w2|t|}; min{|t|} → ∞
(1.3.1)

In our present investigation we make use of an integral operator with H-function

in its kernel defined as follows:

(
H
w;m,n;γ

a+;p,q;β ϕ
)

(x) :=

∫ x

a

(x− t)β−1 Hm,n

p,q [w(x− t)γ]ϕ(t)dt (1.3.2)

(
R(β) > 0; w ∈ C\{0}; 1 5 m 5 q; 0 5 n 5 p; R(β)+ min

15j5m

{
R
(
γfj
Fj

)}
> 0

)
.

If we take w = 1,m = 1 and a = 0 in (1.3.2), we obtain an integral operator

introduced by Harjule(see for details [19, p.80, Eq.(5.1.10)]).

Next, if we reduce H-function to the polylogarithm function of order η [8, p.30]
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in (1.3.2), we obtain the following

(
F
w;1,1;γ
a+;1,2;β ϕ

)
(x) :=

∫ x

a

(x− t)β−1 F [w(x− t)γ, η]ϕ(t)dt (1.3.3)

(
R(β) > 0; w ∈ C \ {0}

)
,

provided that the integral exists.

Further, if we reduce H-function to the generalized Wright hypergeometric func-

tion [18, p.271, Eq.(7)] in (1.3.2), we get

(
ψ
w;p;γ

a+;q;β ϕ
)

(x) :=

∫ x

a

(x− t)β−1 pψq

 (ej, Ej;∈j)1,p

(fj, Fj;=j)1,q
;w(x− t)γ

ϕ(t)dt (1.3.4)

(
R(β) > 0; w ∈ C \ {0}; p 5 q + 1

)
,

provided that the integral exists.

Next, if we reduce H-function to the generalized Riemann zeta function [8, p.27,

section 1.11, Eq.(1)] in (1.3.2), we obtain

(
φw;1,2;γ0+;2,2;β ϕ

)
(x) :=

∫ x

0

(x− t)β−1 φ(w(x− t)γ, %, η)ϕ(t)dt (1.3.5)

(
R(β) > 0; w ∈ C \ {0}

)
,

provided that the integral exist.

Again, if we reduce H-function to the generalized Wright Bessel function [18,

p.271, Eq.(8)] in (1.3.2), we obtain
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(
J
w;1,0;γ

0+;0,2;β ϕ
)

(x) :=

∫ x

0

(x− t)β−1 Jζ,εϑ (w(x− t)γ)ϕ(t)dt (1.3.6)(
R(β) > 0; w ∈ C \ {0}

)
,

provided that the integral exist.

1.3.1 AN INTEGRAL OPERATOR INVOLVING THE

GENERALIZED EXTENDED MITTAG-LEFFLER

FUNCTION AS IT’S KERNEL

An integral operator with GEML function given by (1.1.53) as it’s kernel and

x > a (a ∈ R+ = [0,∞)) is defined as follows:

(εω;ϑ;d;ρa+;δ,κ;ζf)(x) =

x∫
a

(x− z)κ−1Eϑ;d
δ,κ (ω(x− z)δ; q, ρ, ζ)f(z) dz, (1.3.7)

(ϑ, ω ∈ C,R(δ) > 0,R(κ) > 0)

provided that conditions of GEML function in (1.1.53) are satisfied.

SPECIAL CASES

(i) Considering ρ = ζ in (1.3.7), we obtain an integral operator introduced by

Rahman et al. [52] as

(εω;ϑ;da+;δ,κf)(x) =

x∫
a

(x− z)κ−1Eϑ;d
δ,κ (ω(x− z)δ; q)f(z) dz. (1.3.8)
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(ii) Next, on taking q = 0 in (1.3.8) we get an integral operator given by Srivastava

and Tomovski [78]:

(εω;ϑa+;δ,κf)(x) =

x∫
a

(x− z)κ−1Eϑ;d
δ,κ (ω(x− z)δ)f(z) dz. (1.3.9)

(iii) Further, if we take ω = 0, the integral operator in (1.3.9) reduces to Riemann-

Liouville fractional integral operator as defined in (1.4.1).

1.4 FRACTIONAL CALCULUS

The term Fractional calculus has its origin to the letter written by L’hospital in

1695 to Leibniz, wherein he enquired whether a meaning could be ascribed to

dnf(x)
dxn

if n were a fraction. Because the answer to the questions was affirmative,

various authors started working on the subject. In the initial stage of devel-

opment, the order n was taken to be fraction. Although now n is taken as an

arbitrary number, the subject is still known as fractional calculus. The works of

Caputo [4], Gorenflo and Vessela [12], Kiryakova [30], McBridge [39], Miller and

Ross [42], Nishimoto [44], Oldham and Spanier [45], Podlubny [50] and Samko,

Kilbas and Marichev [55], provide a comprehensive account of the development

and applications in the field of fractional calculus.

The following well known Fractional integral operator has been widely studied.
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The Riemann-Liouville fractional integral and derivative operator Ipa+ and Dp
a+,

which are defined by (see, for details, [29], [42] and [55])

(Iµa+f)(x) =
1

Γ(µ)

∫ x

a

f(t)

(x− t)1−µ
dt

(
R(µ) > 0

)
(1.4.1)

and

(Dµ
a+f)(x) =

(
d

dx

)n
(In−µa+ f)(x)

(
R(µ) > 0; n = [R(µ)] + 1), (1.4.2)

([x] denotes the greatest integer in the real number x)

will be required during the course of our study.

Hilfer [20] generalized the operator in (1.4.2) and defined a general fractional

derivative operator Dµ,ν
a+ of order 0 < µ < 1 and type 0 5 ν 5 1 with respect to

x as follows:

(Dµ,ν
a+ f)(x) =

(
I
ν(1−µ)
a+

d

dx

(
I
(1−ν)(1−µ)
a+ f

))
(x). (1.4.3)

Eq.(1.4.3) yields the classical Riemann-Liouville fractional derivative operator

Dµ
a+ when ν = 0 and for ν = 1 it reduces to the fractional derivative operator

introduced by Joseph Liouville (1809-1882) in 1832, which is called the Liouville-

Caputo fractional derivative operator (see [13], [29] and [79]).

In the present work we have introduced and developed a pair of unified Fractional

Integral Operators whose kernels involve the product SUV polynomial, generalized

extended Mittag-Leffler function and extended Hurwitz-Lerch Zeta function and

defined by (1.1.44), (1.1.53) and (1.1.63) respectively.
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1.4 FRACTIONAL CALCULUS

Iη,ρx {f(t)} = x−η−ρ−1
x∫

0

tη(x− t)ρSUV
[
y1

(
t

x

)η1 (
1− t

x

)ρ1]
Eϑ;d
δ,κ

(
w

(
1− t

x

)ρ0
; q, σ, ζ

)

∗ Φ
λj ;ρjP
µj ;σjQ

(
y2

(
t

x

)η2 (
1− t

x

)ρ2
, s, a

)
f(t)dt (1.4.4)

where f(t) ∈ Λ,

min{R (η + ς + 1, ρ+ 1)} > 0 and min(ρ0, η1, ρ1) > 0 and

Jη
′,ρ′

t {f(z)} =tη
′

∞∫
t

z−η
′−ρ′−1(z − t)ρ′SU ′V ′

[
y′1

(
t

z

)η′1 (
1− t

z

)ρ′1]
Eϑ′;d′

δ′,κ′

(
w′
(

1− t

z

)ρ′0
; q′, σ′, ζ ′

)

∗ Φ
λ′j ;ρ

′
jP
′

µ′j ;σ
′
jQ
′

(
y′2

(
t

z

)η′2 (
1− t

z

)ρ′2
, s′, a′

)
f(z)dz (1.4.5)

provided that

R(w2) > 0 or R(w2) = 0 and min{R (η′ − w1)} > 0;

R(ρ′ + 1) > 0, min(ρ′0, η
′
1, ρ
′
1) ≥ 0

On suitably specializing the parameters involved in the functions SUV [z], Eϑ;d
δ,κ (z; q, σ, ζ)

and Φ
λj ;ρjP
µj ;σjQ

(z, s, a) our fractional integral operators can be easily reduced to left-

and right-sided generalized fractional integral operators involving the Gauss hy-

pergeometric function and classical Riemann-Liouville left- and right-sided frac-

tional integral operators.
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1.5 FRACTIONAL DIFFERENTIAL EQUATIONS

Fractional differential equations have gained considerable importance due to their

application in various disciplines, such as physics, mechanics, chemistry, engineer-

ing, etc. In recent years, there has been a significant development in ordinary and

partial differential equations involving fractional derivatives (see the monographs

of Kilbas et al. [29], Miller and Ross [42], Oldham and Spanier [45], Podlubny

[50] and Samko et al.[55]). Numerous problems in these areas are modeled math-

ematically by systems of fractional differential equations.

A growing number of works in science and engineering deal with dynamical

systems described by fractional order equations that involve derivatives and in-

tegrals of non-integer order [Benson et al. [2], Metzler & Klafter [41], Zaslavasky

[82]]. These new models are more adequate than the previously used integer order

models, because fractional order derivatives and integrals describe the memory

and hereditary properties of different substances [50]. This is the most significant

advantage of the fractional order models in comparison with integer order mod-

els, in which such effects are neglected. In the context of flow in porous media,

fractional space derivatives exhibit large motions through highly conductive lay-

ers or fractures, while fractional time derivatives describe particles that remain

motionless for extended period of time [40].

Recent applications of fractional differential equations to a number of systems

have given opportunity for physicists to study even more complicated systems.
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1.5 FRACTIONAL DIFFERENTIAL EQUATIONS

For example, the fractional diffusion equation allow describing complex systems

with anomalous behavior in much the same way as simpler systems.

1.5.1 A GENERAL FAMILY OF FRACTIONAL

DIFFERENTIAL EQUATIONS

The following family of fractional differential equations [79, p.803, Eq.(3.7)] was

introduced and studied by several authors [18, 22] on account of their importance

in dielectric relaxation in glasses.

a
(
Dα1,β1

0+ y
)

(x) + b
(
Dα2,β2

0+ y
)

(x) + cy(x) = g(x) (1.5.1)

where (
0 < α1 5 α2 < 1; 0 5 β1, β2 5 1 and a, b, c ∈ R

)

in the space of Lebesgue integrable functions ( see [13, 78]) y ∈ L(0,∞) with the

initial conditions:

(
I
(1−βi)(1−αi)
0+ y

)
(0+) = Ci (i = 1, 2), (1.5.2)

where, without loss of generality, we assume that

(1− β1)(1− α1) 5 (1− β2)(1− α2).

if C1 <∞, then C2 = 0 unless (1− β1)(1− α1) = (1− β2)(1− α2).

In the thesis, we shall study a generalized form of fractional differential equation

(1.5.1) and aim at finding it’s solution by using Laplace Transfrom method.
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1.6 BRIEF CHAPTER BY CHAPTER

SUMMARY OF THE THESIS

Now we present a brief summary of the work carried out in Chapter 2 to 6.

In Chapter–2, we first give a brief survey of Mittag-Leffler function and it’s

various generalizations introduced from time to time. Next, we introduce our

function of study and call it generalized extended Mittag-Leffler (GEML) func-

tion and present some basic properties of the function of our study. Further, we

obtain some integral representations of generalized extended Mittag-Leffler func-

tion. Later on, we obtain Laplace transform, Mellin transform and Inverse Mellin

transfrom of function of our study. Finally, in this chapter we obtain right-sided

Riemann- Liouville fractional integral operator Iγa+ , right-sided Riemann- Liou-

ville fractional derivative operator Dγ
a+ and Hilfer derivative operator Dγ,η

a+ of our

function of study GEML. The results established in this chapter generalize the

findings of Shukla and Prajapati [59] and Özarslan and Yilmaz [46].

In Chapter–3, Firstly, we give an introduction to all the functions and integral

operator which will be required in the sequel. Next, we introduce and study an

integral operator whose kernel is generalized extended Mittag-Leffler (GEML)

function and point out it’s known special cases. Then we derive boundedness

property of aforementioned integral operator. Further, we obtain image of some

useful functions under the integral operator of our study along with some of it’s

special cases. Finally, we establish composition relationship of integral operator

of our study with right-sided Riemann- Liouville fractional integral operator Iγa+

40
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and an integral operator Hw;M,N ;α
a+;P,Q;β involving the Fox H-function . The results

stated in this chapter generalize the findings of Kilbas et al. [28] and Srivastava

and Tomovski [78].

In Chapter–4, we first define extended Hurwitz-Lerch zeta function and give it’s

integral representation. Next, we define a new integral transform whose kernel

is extended Hurwitz-Lerch zeta function and name it as the E−transform. The

transform of our study yields known integral transforms [1, p. 44, Eqs. (1.3.5)

and (1.3.6)]. Further, we evaluate the Mellin transform of extended Hurwitz-

Lerch Zeta function and Inversion formula for E−transform. Next, we present

some basic properties and prove the Uniqueness theorem for E−transform. Fi-

nally, we obtain E−transform of Derivatives and Integrals.

In Chapter–5, we study a pair of class of fractional integral operators whose ker-

nel involve the product of SUV [z], Eϑ;d
δ,κ (z; q, σ, ζ) and Φ

λj ;ρjP
µj ;σjQ

(z, s, a) which stand

for SUV polynomial, generalized extended Mittag-Leffler function and extended

Hurwitz-Lerch Zeta function. Next, we derive three new and interesting com-

position formulae for the operators of our study. The operators of our study

are quite general in nature and may be considered as extensions of a number

of simpler fractional integral operators studied from time to time by several au-

thors. Later on, by suitably specializing the coefficients and the parameters of

functions involved in our fractional integral operators we can get a large number

of expressions for the composition of fractional integral operators. Finally, as an

application of our main findings we obtain three interesting integrals which are

believed to be new.
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In Chapter–6, we define the H-function, the Mittag-Leffler function, it’s vari-

ous generalizations and certain fractional integral operators that we will be using

in our study. Further, we define Laplace transform and provide some necessary

results required in finding solutions of fractional differential equations involving

Hilfer derivative operator and an integral operator involving H-function.

Furthermore, we consider a generalized form of General Family of fractional dif-

ferential equations and find it’s solution. On account of general nature of our

findings we can obtain a number of special cases by taking particular values of

the parameters involved therein. We mention here two new and three known

special cases.

Next, we study some interesting two new and three known special cases of our

main findings involving H-function. Later on, by giving numerical values to the

parameters in the functions and the operators involved therein we have plotted

some graphs with the help of MATLAB SOFTWARE.

Futher, we obtain solution of another fractional differential equation involving

Dα,β1
0+ and H

w;m,n;γ

0+;p,q,β. Finally, by specializing the parameters occuring therein we

can obtain a number of special cases of this result. However, we give here only

two known and two new special cases.
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2
GENERALIZED EXTENDED

MITTAG-LEFFLER FUNCTION AND

ASSOCIATED FRACTIONAL CALCULUS

The main findings of this chapter have bearing on the following paper as detailed

below:

1. N. JOLLY and R. JAIN (2017). STUDY OF GENERALIZED EX-

TENDED MITTAG-LEFFLER FUNCTION AND IT’S PROPERTIES,

South East Asian J. of Math. & Math. Sci., 14(1), 47-58 .
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In this chapter, we first give a brief survey of Mittag-Leffler function and

it’s various generalizations introduced from time to time. Next, we introduce

our function of study and call it generalized extended Mittag-Leffler (GEML)

function and present some basic properties of the function of our study. Further,

we obtain some integral representations of generalized extended Mittag-Leffler

function. Later on, we obtain Laplace transform, Mellin transform and Inverse

Mellin transfrom of function of our study. Finally, in this chapter we obtain right-

sided Riemann- Liouville fractional integral operator Iγa+ , right-sided Riemann-

Liouville fractional derivative operator Dγ
a+ and Hilfer derivative operator Dγ,η

a+

of our function of study GEML. The results established in this chapter generalize

the findings of Shukla and Prajapati [59] and Özarslan and Yilmaz [46].
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AND ASSOCIATED FRACTIONAL CALCULUS

2.1 INTRODUCTION

GENERALIZED EXTENDED MITTAG-LEFFLER

FUNCTION

A special function of the form Eδ(z) was introduced by the Swedish mathemati-

cian Gosta Mittag-Leffler [43] in 1903 as

Eδ(z) =
∞∑
n=0

zn

Γ(δn+ 1)
(δ ∈ C, R(δ) > 0), (2.1.1)

which is direct generalization of the exponential function for δ = 1. In 1905,

Wiman [81] gave the generalization of Eδ(z) known as Wiman’s function or gen-

eralized Mittag-Leffler function defined as follows

Eδ,κ(z) =
∞∑
n=0

zn

Γ(δn+ κ)
(δ, κ ∈ C, R(δ) > 0,R(κ) > 0). (2.1.2)

Later on, Prabhakar [51] introduced a new generalization of Eδ,κ(z) as Eϑ
δ,κ(z),

Eϑ
δ,κ(z) =

∞∑
n=0

(ϑ)n
Γ(δn+ κ)

zn

n!
(2.1.3)

(κ, δ, ϑ ∈ C, R(δ) > 0,R(κ) > 0,R(ϑ) > 0),

where (ϑ)n denotes the Pochhammer symbol (see for details, [53], [66] and [67]):

(ϑ)0 = 1, (ϑ)n = ϑ(ϑ+ 1)(ϑ+ 2) · · · (ϑ+ n− 1). (2.1.4)

Moreover, generalization of Eϑ
δ,κ(z) was introduced and studied by Shukla and

Prajapati [59] defined as
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2.1 INTRODUCTION

Eϑ,r
δ,κ (z) =

∞∑
n=0

(ϑ)rn
Γ(δn+ κ)

zn

n!
(2.1.5)

(ϑ, δ, κ ∈ C, R(δ) > 0,R(κ) > 0,R(ϑ) > 0 and r ∈ (0, 1) ∪ N),

(2.1.5) was further investigated by Srivastava and Tomovski [78]

Eϑ,ξ
δ,κ (z) =

∞∑
n=0

(ϑ)ξn
Γ(δn+ κ)

zn

n!
(2.1.6)

(z, κ, ϑ ∈ C, R(δ) > max(0,R(ξ)− 1),R(ξ) > 0).

Lately, Özarslan and Yilmaz [46] studied extended Mittag-Leffler function and

defined it in the following manner:

E
(ϑ;d)
δ,κ (z; q) =

∞∑
n=0

Bq(ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)n
Γ(δn+ κ)

zn

n!
(q ≥ 0,R(d) > R(ϑ) > 0),

(2.1.7)

where Bq(x, y) =

1∫
0

tx−1(1− t)y−1e
−q

t(1−t) dt (2.1.8)

(R(q) ≥ 0,R(x) > 0,R(y) > 0).

Now, in this chapter, we propose to introduce and investigate further generaliza-

tion of extended Mittag-Leffler function in (2.1.7) as Eϑ;d
δ,κ (z; q, ρ, ζ),

Eϑ;d
δ,κ (z; q, ρ, ζ) =

∞∑
n=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)n
Γ(δn+ κ)

zn

n!
(2.1.9)

(q ≥ 0, R(d) > R(ϑ) > 0, R(δ) > 0, R(κ) > 0),
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where B
(ρ,ζ)
q (x, y) represents generalized Beta type function as follows(see, for

details, [65, p. 348, Eq.(1.2)]; see also [48, p. 32, Chapter 4]):

B(ρ,ζ)
q (x, y) =

1∫
0

tx−1(1− t)y−11F1(ρ; ζ;
−q

t(1− t)
) dt (2.1.10)

(R(q) ≥ 0,min(R(x),R(y),R(ζ),R(ρ)) > 0).

Further, we also present the contour representation of generalized extended Mittag-

Leffler function in the following manner:

Eϑ;d
δ,κ (z; q, ρ, ζ) =

1

(2πi)2
Γ(ζ)

Γ(ρ)Γ(ϑ)Γ(d− ϑ)

∫
L1

∫
L2

Γ(ρ− ξ1)
Γ(ζ − ξ1)

Γ(ϑ+ ξ1 + ξ2)Γ(d− ϑ+ ξ1)Γ(ξ1)

Γ(d+ ξ2 + 2ξ1)

· Γ(d+ ξ2)Γ(−ξ2)
Γ(κ+ δξ2)

(q)−ξ1(z)ξ2dξ1dξ2

(2.1.11)

For, ρ = ζ generalization of extended Mittag-Leffler function in (2.1.9) reduces

to extended Mittag- Leffler function in (2.1.7).

In the sequel, we shall represent Lebesgue measurable real or complex valued

functions defined on a finite interval [a, b] of real line R(see, for details, [13] and

[27]; see also [55]) in the following manner:

L(a, b) =

{
f(x) : ‖f‖1 =

b∫
a

| f(x) | dx <∞

}
. (2.1.12)
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2.2 BASIC PROPERTIES OF GENERALIZED

EXTENDED MITTAG-LEFFLER FUNC-

TION

Theorem 2.2.1. For d, ϑ, κ, δ ∈ C, R(d) > R(ϑ) > 0, R(δ) > 0,

R(κ) > 0 and q ≥ 0, we have

Eϑ;d
δ,κ (z; q, ρ, ζ) = κEϑ;d

δ,κ+1(z; q, ρ, ζ) + δz
d

dz
Eϑ;d
δ,κ+1(z; q, ρ, ζ), (2.2.1)

provided that the conditions of generalized extended Mittag-Leffler function in

(2.1.9) are satisfied.

Proof. Using (2.1.9) in the right hand side of (2.2.1), we obtain

κEϑ;d
δ,κ+1(z; q, ρ, ζ) + δz

d

dz
Eϑ;d
δ,κ+1(z; q, ρ, ζ)

= κEϑ;d
δ,κ+1(z; q, ρ, ζ) + δz

d

dz

∞∑
n=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)n
Γ(δn+ κ+ 1)

zn

n!

= κEϑ;d
δ,κ+1(z; q, ρ, ζ) +

∞∑
n=0

δnB
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)n
Γ(δn+ κ+ 1)

zn

n!

=
∞∑
n=0

(δn+ κ)B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)n
Γ(δn+ κ+ 1)

zn

n!

=
∞∑
n=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)n
Γ(δn+ κ)

zn

n!
. (2.2.2)

Again, applying (2.1.9) in (2.2.2) we get the desired result.

Theorem 2.2.2. If d, ϑ, κ, δ ∈ C, R(d) > R(ϑ) > 0, R(δ) > 0, R(κ) > 0 and

q ≥ 0 then for m ∈ N,(
d

dz

)m
Eϑ;d
δ,κ (z; q, ρ, ζ) = (d)mE

ϑ+m;d+m
δm+κ,κ (z; q, ρ, ζ), (2.2.3)
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(
d

dz

)m
[zκ−1Eϑ;d

δ,κ (ωzδ; q, ρ, ζ)] = zκ−m−1Eϑ;d
δ,κ−m(ωzδ; q, ρ, ζ), Re(κ−m) > 0,

(2.2.4)

provided that the conditions of generalized extended Mittag-Leffler function in

(2.1.9) are satisfied.

Proof. Applying (2.1.9) in the left hand side of (2.2.3) and differentiating m times,

we get(
d

dz

)m
Eϑ;d
δ,κ (z; q, ρ, ζ) =

∞∑
n=m

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)n
Γ(δn+ κ)

zn−m

(n−m)!

=
∞∑
n=0

B
(ρ,ζ)
q (ϑ+ n+m, d− ϑ)

B(ϑ, d− ϑ)

(d)n+m
Γ(δ(n+m) + κ)

zn

n!

= (d)m

∞∑
n=0

B
(ρ,ζ)
q (ϑ+ n+m, d− ϑ)

B(ϑ, d− ϑ)

(d+m)n
Γ(δ(n+m) + κ)

zn

n!
.

(2.2.5)

Now, reinterpreting (2.2.5) in the form of generalized extended Mittag-Leffler

function, we obtain right hand side of (2.2.3).

Next, Considering left hand side of (2.2.4) and applying (2.1.9), we obtain(
d

dz

)m
[zκ−1Eϑ;d

δ,κ (ωzδ; q, ρ, ζ)]

=

(
d

dz

)m ∞∑
n=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)n
Γ(δn+ κ)

ωnzδn+κ−1

n!
, (2.2.6)

= zκ−m−1
∞∑
n=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)n
Γ(δn+ κ−m)

ωnzδn

n!
. (2.2.7)

Reinterpreting (2.2.7) in the form of generalized extended Mittag-Leffler function,

we obtain right hand side of (2.2.4).

Remark 2.2.1. On taking ρ = ζ, q = 0 andϑ = 1 in (2.2.4), we obtain the result

given by Shukla and Prajapati [59, p. 801,theorem 2.2, Eq.(2.2.3)].

Theorem 2.2.3. If ϑ, κ, δ ∈ C,R(d) > R(ϑ) > 0, R(δ) > 0,R(α) > 0,
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R(κ) > 0,min(R(ϑ+ n),R(d− ϑ),R(ζ),R(ρ)) > 0 and R(q) > 0 then

1

Γ(α)

1∫
0

uκ−1(1− u)α−1Eϑ;d
δ,κ (zuδ; q, ρ, ζ)du = Eϑ;d

δ,κ+α(z; q, ρ, ζ). (2.2.8)

If ϑ, κ, δ, α ∈ C,R(d) > R(ϑ) > 0, R(δ) > 0,R(α) > 0,R(κ) > 0,

min(R(ϑ+ n),R(d− ϑ),R(ζ),R(ρ)) > 0 and R(q) > 0 then

z∫
0

tκ−1Eϑ;d
δ,κ (ωtδ; q, ρ, ζ)dt = zκEϑ;d

δ,κ+1(ωz
δ; q, ρ, ζ). (2.2.9)

In particular,

z∫
0

tκ−1Eϑ;d
δ,κ (ωtδ; q, ρ, ζ)dt = zκE

(ϑ;d)
δ,κ+1(ωz

δ; q). (2.2.10)

Proof. Applying (2.1.9) in left hand side of (2.2.8) and using definition of Beta

function, we obtain the desired result after a little simplification.

Next, for the proof of assertion (2.2.9), we proceed by using the definition of

generalized extended Mittag-Leffler function given by (2.1.9), evaluating the in-

tergral obtained and reinterpreting it in the form of (2.1.9), gives us the desired

result.

Substituting ϑ = d in equation (2.2.9), we obtain the result (2.2.10) after some

simplification.

Remark 2.2.2. If we reduce generalized extended Mittag-Leffler function to two

parametric Mittag-Leffler function in (2.2.9), we get the result obtained by Shukla

and Prajapati [59, p. 803,theorem 2.4, Eq.(2.4.5)].
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2.3 INTEGRAL REPRESENTATION OF THE

GENERALIZED EXTENDED MITTAG-

LEFFLER FUNCTION

Theorem 2.3.1. For the GEML function, we have

Eϑ;d
δ,κ (z; q, ρ, ζ) =

1

B(ϑ, d− ϑ)

1∫
0

tϑ−1(1− t)d−ϑ−11F1

(
ρ; ζ;

−q
t(1− t)

)
Ed
δ,κ(tz)dt,

(2.3.1)

where R(q) ≥ 0, R(d) > R(ϑ) > 0, R(δ) > 0, R(κ) > 0, provided that conditions

of GEML function in (2.1.9) are satisfied.

Proof. To prove the above result, we proceed by using (2.1.10) in the left hand

side of (2.3.1)

Eϑ;d
δ,κ (z; q, ρ, ζ)

=
∞∑
n=0

1

B(ϑ, d− ϑ)


1∫

0

tϑ+n−1(1− t)d−ϑ−11F1

(
ρ; ζ;

−q
t(1− t)

)
dt

 (d)n
Γ(δn+ κ)

zn

n!
.

(2.3.2)

Interchaging the order of summation and integration in (2.3.2)(which is permis-

sible under the assumptions stated in the above theorem), we get

Eϑ;d
δ,κ (z; q, ρ, ζ)

=

1∫
0

tϑ−1(1− t)d−ϑ−11F1

(
ρ; ζ;

−q
t(1− t)

) ∞∑
n=0

(d)n
B(ϑ, d− ϑ)

(tz)n

Γ(δn+ κ)n!
dt.

(2.3.3)

Finally, applying (2.1.3) in (2.3.3), we get the desired result.
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Corollary 2.3.1. If we take t = u
1+u

in (2.3.1), we get

Eϑ;d
δ,κ (z; q, ρ, ζ) =

1

B(ϑ, d− ϑ)

∞∫
0

uϑ−1

(1− u)d
1F1

(
δ;σ;

−q(1 + u)2

u

)
Ed
δ,κ

(
uz

1 + u

)
du.

(2.3.4)

Corollary 2.3.2. Taking t = sin2θ in (2.3.1), we obtain the following integral

representation:

Eϑ;d
δ,κ (z; q, ρ, ζ)

=
2

B(ϑ, d− ϑ)

π
2∫

0

(sinθ)2ϑ−1(cosθ)2d−2ϑ−1 1F1

(
ρ; ζ;

−q
sin2θcos2θ

)
Ed
δ,κ

(
zsin2θ

)
dθ.

(2.3.5)

2.4 INTEGRAL TRANSFORMS OF THE

FUNCTION OF OUR STUDY

LAPLACE TRANSFORM

Theorem 2.4.1. The Laplace transform of generalized extended Mittag-Leffler

function is defined as

∞∫
0

za−1e−szEϑ;d
δ,κ (xzσ; q, ρ, ζ)dz =

s−aΓ(ζ)

Γ(ρ)Γ(ϑ)Γ(d− ϑ)
H0,1:2,1;1,2

1,1:1,3;2,2


q

−x
sσ

∣∣∣∣∣∣∣∣
A∗

B∗

 ,
(2.4.1)

where

A∗ = (1− ϑ; 1, 1) : (1− ρ, 1); (1− a, σ), (1− d, 1)

B∗ = (1− d; 1, 2) : (0, 1), (d− ϑ, 1), (1− ζ, 1); (0, 1)(1− κ, δ),
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and ϑ, κ, δ, a, σ ∈ C,R(d) > R(ϑ) > 0,R(δ) > 0,R(α) > 0,R(κ) > 0,

R(a) > 0,R(σ) > 0 and R(q) > 0, provided that the conditions of generalized

extended Mittag-Leffler function mentioned in (2.1.9) are satisfied.

where the H-function of two variables occurring in the right hand side of (2.4.1)

is defined in chapter zero by (1.1.30).

Proof. To prove (2.4.1), we first apply (2.1.9) in left hand side of (2.4.1), and

obtain

∞∫
0

za−1e−szEϑ;d
δ,κ (xzσ; q, ρ, ζ)dz

=
∞∑
n=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)n
Γ(δn+ κ)

xn

n!

∞∫
0

znσ+a−1e−szdz

= s−a
∞∑
n=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

Γ(a+ nσ)(d)n
Γ(δn+ κ)n!

( x
sσ

)n
. (2.4.2)

Further, evaluating the function B
(ρ,ζ)
q (ϑ + n, d − ϑ) in the right hand side of

(2.4.2) with the help of (2.1.10) in series form, we get

∞∫
0

za−1e−szEϑ;d
δ,κ (xzσ; q, ρ, ζ)dz

=
s−aΓ(ζ)

Γ(ρ)Γ(ϑ)Γ(d− ϑ)

∞∑
n=0

∞∑
r=0

Γ(ρ+ r)Γ(ϑ+ n− r)Γ(d− ϑ− r)
Γ(ζ + r)Γ(d+ n− 2r)

· Γ(a+ nσ)Γ(d+ n)

Γ(δn+ κ)

(−q)r

r!

( x
sσ

)n
. (2.4.3)

Finally, applying definition of H-function of two variables (1.1.30) for r = 2 in

(2.4.3), we get the desired result.

Remark 2.4.1. On taking, σ = δ and κ = a in (2.4.1), we obtain the result

given by (2.2.8).
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MELLIN TRANSFORM

Theorem 2.4.2. The Mellin transform of the generalized extended Mittag-Leffler

function is as follows:

M(Eϑ;d
δ,κ (ωzδ; q, ρ, ζ); s) =

Γ(s)(ρ)−s(d− ϑ)s
Γ(ϑ)(ζ)−s

2Ψ2


(ϑ+ s, 1), (d, 1);

(κ, s), (d+ 2s, 1);

z

 ,
(2.4.4)

(R(q) ≥ 0, R(d) > R(ϑ) > 0, R(δ) > 0,R(κ) > 0,

min(R(ϑ+ n),R(d− ϑ),R(ζ),R(ρ)) > 0),

where 2Ψ2 denotes a special case of the Generalized Hypergeometric function

defined by (1.1.26).

Proof. In order to prove (2.4.4), we proceed by obtaining the Mellin transform of

the generalized extended Mittag-Leffler function

M(Eϑ;d
δ,κ (ωzδ; q, ρ, ζ); s) =

∞∫
0

qs−1Eϑ;d
δ,κ+1(ωz

δ; q, ρ, ζ)dq. (2.4.5)

Now,using equation (2.1.9) in (2.4.5) and interchanging the order of integration

(which is permissible under the conditions stated in the theorem), we get

M(Eϑ;d
δ,κ (ωzδ; q, ρ, ζ); s)

=
1

B(ϑ, d− ϑ)

1∫
0

tϑ−1(1− t)d−ϑ−1Ed
δ,κ(tz)

 ∞∫
0

qs−11F1

(
ρ; ζ;

−q
t(1− t)

)
dq

 dt.
(2.4.6)
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Substituting u = q
t(1−t) in equation (2.4.6), we get

M(Eϑ;d
δ,κ (ωzδ; q, ρ, ζ); s)

=
1

B(ϑ, d− ϑ)

1∫
0

tϑ+s−1(1− t)d+s−ϑ−1Ed
δ,κ(tz)

 ∞∫
0

us−11F1 (ρ; ζ;−u) du

 dt
=

Γ(s)Γ(ρ− s)Γ(ζ)

B(ϑ, d− ϑ)Γ(ρ)Γ(ζ − s)

1∫
0

tϑ+s−1(1− t)d+s−ϑ−1Ed
δ,κ(tz) dt. (2.4.7)

Further, using (2.1.3) in (2.4.7) and evaluating the integral obtained by using

definition of Beta function, we obtain

M(Eϑ;d
δ,κ (ωzδ; q, ρ, ζ); s) =

Γ(s)Γ(ρ− s)Γ(ζ)Γ(d+ s− ϑ)

B(ϑ, d− ϑ)Γ(ρ)Γ(ζ − s)Γ(d)

∞∑
r=0

Γ(ϑ+ r + s)Γ(d+ r)

Γ(δr + κ)Γ(d+ r + 2s)

zr

r!
.

(2.4.8)

Reinterpreting the summation r over gamma’s in (2.4.8) as Wright Generalized

Hypergeometric function (1.1.27), we get the desired result.

INVERSE MELLIN TRANSFORM

Taking inverse Mellin transform on both sides of (2.4.4), we have

Eϑ;d
δ,κ (z; q, ρ, ζ) =

1

2πiΓ(ϑ)

ν+i∞∫
ν−i∞

Γ(s)(ρ)−s(d− ϑ)s
(ζ)−s

2Ψ2

 (ϑ+ s, 1), (d, 1);

(κ, s), (d+ 2s, 1);
z

 q−sds,
(2.4.9)

where ν > 0.

Remark 2.4.2. If we consider, ρ = ζ in (2.4.4), we obtain the result given by

Özarslan and Yilmaz [46, p.4, Theorem 5].
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Right-sided Riemann- Liouville fractional integral operator Iγa+ and right-sided

Riemann- Liouville fractional derivative operator Dγ
a+ studied earlier by Samko

et al.[55] will be defined and represented in the present chapter in the following

manner:

(Iγa+f)(x) =
1

Γ(γ)

x∫
a

f(t)

(x− t)1−γ
dt (γ ∈ C,R(γ) > 0), (2.4.10)

and

(Dγ
a+f)(x) =

(
d

dx

)n
(In−γa+ f)(x) (γ ∈ C,R(γ) > 0, n = [R(γ)] + 1),

(2.4.11)

respectively. Hilfer (see [20, 21])generalized the Riemann-Liouville fraction deriva-

tive operator in (2.4.11) as Dγ,η
a+ with order 0 < γ < 1 and 0 ≤ η ≤ 1 by

(Dγ,η
a+f)(x) = (I

η(1−γ)
a+

d

dx
(I

(1−η)(1−γ)
a+ f))(x). (2.4.12)

The following result on right-sided Riemann- Liouville fractional integral operator

Iγa+ was given by Mathai and Haubold [36] as

Iγa+(τ − a)µ−1 =
Γ(µ)

Γ(γ + µ)
(x− a)γ+µ−1, (2.4.13)

where γ, µ ∈ C,R(γ) > 0 and R(µ) > 0. Another result of our interest was

established by Srivastava and Tomovski [78] as

Dγ,η
a+ [(τ − a)β−1](x) =

Γ(β)

Γ(β − γ)
(x− a)β−γ−1, (2.4.14)
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where x > a, 0 < γ < 1, 0 ≤ η ≤ 1, R(γ) > 0 and R(β) > 0.

2.5 RIGHT-SIDED RIEMANN-LIOUVILLE

FRACTIONAL INTEGRAL OPERATOR

Iγa+ AND DERIVATIVE OPERATOR Dγ
a+

AND HILFER DERIVATIVE OPERATOR

Dγ,η
a+ OF THE FUNCTION OF OUR STUDY

Theorem 2.5.1. If x > a (a ∈ R+ = [0,∞)), ϑ, γ, κ, ω ∈ C, R(κ) > 0,

R(δ) > 0 and R(γ) > 0 then

Iγa+[(τ − a)κ−1Eϑ;d
δ,κ (ω(τ − a)δ; q, ρ, ζ)](x) = (x− a)γ+κ−1Eϑ;d

δ,κ+γ(ω(x− a)δ; q, ρ, ζ),

(2.5.1)

Dγ
a+[(τ − a)κ−1Eϑ;d

δ,κ (ω(τ − a)δ; q, ρ, ζ)](x) = (x− a)κ−γ−1Eϑ;d
δ,κ−γ(ω(x− a)δ; q, ρ, ζ)

(2.5.2)

and

Dγ,η
a+ [(τ − a)κ−1Eϑ;d

δ,κ (ω(τ − a)δ; q, ρ, ζ)](x) = (x− a)κ−γ−1Eϑ;d
δ,κ−γ(ω(x− a)δ; q, ρ, ζ),

(2.5.3)

provided that conditions of GEML function in (2.1.9) are satisfied.

Proof. In order to prove result (2.5.1), we proceed by using (2.4.10) and (2.1.9)

in the left hand side of (2.5.1) and upon interchanging the order of summation

and integration (which is permissible under the assumptions stated in the above

theorem), we obtain
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Iγa+[(τ − a)κ−1Eϑ;d
δ,κ (ω(τ − a)δ; q, ρ, ζ)](x)

=
1

Γ(γ)B(ϑ, d− ϑ)

∞∑
n=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

Γ(δn+ κ)

(d)nω
n

n!
·

x∫
a

(τ − a)κ+δn−1(x− τ)γ−1dτ.

(2.5.4)

Again, applying (2.4.10) to (2.5.4) and using the result (2.4.13), we get

Iγa+[(τ − a)κ−1Eϑ;d
δ,κ (ω(τ − a)δ; q, ρ, ζ)](x)

= (x− a)γ+κ−1
∞∑
n=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)Γ(δn+ κ+ γ)

(d)n(w(x− a)δ)n

n!
. (2.5.5)

reinterpreting the above expression in terms of GEML function given by (2.1.9)

we arrive at assertion (2.5.1).

Further, in order to the prove (2.5.2), we use (2.4.11) and previously proved result

(2.5.1) in the left hand side of (2.5.2)

Dγ
a+[(τ − a)κ−1Eϑ;d

δ,κ (ω(τ − a)δ; q, ρ, ζ)](x)

=

(
d

dx

)n [
(x− a)n−γ+κ−1Eϑ;d

δ,κ−γ+n(ω(x− a)δ; q, ρ, ζ)
]

= (x− a)κ−γ−1Eϑ;d
δ,κ−γ(ω(x− a)δ; q, ρ, ζ), (2.5.6)

from (2.5.6) we get the desired result.

Finally, for the proof of assertion (2.5.3), we use (2.1.9) in the left hand side of

(2.5.3)

Dγ,η
a+ [(τ − a)κ−1Eϑ;d

δ,κ (ω(τ − a)δ; q, ρ, ζ)](x)

= Dγ,η
a+

[
∞∑
n=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)Γ(δn+ κ)

(d)nw
n

n!
(τ − a)δn+κ−1

]
,

(2.5.7)
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and obtain (2.5.7) to which we apply (2.4.14) to get the required result.
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3
AN INTEGRAL OPERATOR INVOLVING

GENERALIZED EXTENDED

MITTAG-LEFFLER FUNCTION

The main findings of this chapter have bearing on the following paper as detailed

below:

1. M. K. BANSAL, N. JOLLY, R. JAIN and D. KUMAR (2018). AN

INTEGRAL OPERATOR INVOLVING GENERALIZED EXTENDED MITTAG-

LEFFLER FUNCTION AND ASSOCIATED FRACTIONAL CALCULUS,

The Journal of Analysis, https://doi.org/10.1007/s41478-018-0119-0 .
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In this chapter, we first give a brief introduction to all the functions and inte-

gral operator which will be required in the sequel. Next, we introduce and study

an integral operator whose kernel is generalized extended Mittag-Leffler (GEML)

function and point out it’s known special cases. Then we derive boundedness

property of aforementioned integral operator. Next, we obtain image of some use-

ful functions namely extended Hurwitz-Lerch Zeta function, S-generalized Gauss

hypergeometric function and Fox H-function under the integral operator of our

study along with some of it’s special cases. Finally, we establish composition

relationship of integral operator of our study with right-sided Riemann- Liou-

ville fractional integral operator Iγa+ and an integral operator Hw;M,N ;α
a+;P,Q;β involving

the Fox H-function. The results stated in this chapter generalize the findings of

Kilbas et al. [28] and Srivastava and Tomovski [78].
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3.1 INTRODUCTION

S-GENERALIZED GAUSS HYPERGEOMETRIC

FUNCTION

The S-generalized Gauss hypergeometric function F
(α,β;τ,µ)
p (a, b; c; z) was

introduced and investigated by Srivastava et al. [65, p. 350, Eq. (1.12)]. It is

represented in the following manner:

F (α,β;τ,µ)
p (a, b; c; z) =

∞∑
n=0

(a)n
B

(α,β;τ,µ)
p (b+ n, c− b)

B(b, c− b)
zn

n!
(|z| < 1) (3.1.1)

(R(p) ≥ 0; minR(α),R(β),R(τ),R(µ)} > 0; R(c) > R(b) > 0),

in terms of the classical Beta function B(λ, µ) and the S-generalized Beta function

B
(α,β;τ,µ)
p (x, y), which was also defined by Srivastava et al. [65, p. 350, Eq.(1.13)]

as follows:

B(α,β;τ,µ)
p (x, y) =

∫ 1

0

tx−1(1− t)y−11F1

(
α; β;− p

tτ (1− t)µ

)
dt (3.1.2)

(R(p) ≥ 0; min{R(x),R(y),R(α),R(β),R(τ),R(µ)} > 0)

For τ = µ, the S-generalized Gauss hypergeometric function defined by (3.1.1)

reduces to the following generalized Gauss hypergeometric function F
(α,β;τ)
p (a, b; c; z)

studied earlier by Parmar [49, p.44]

F (α,β;τ)
p (a, b; c; z) =

∞∑
n=0

(a)n
B

(α,β;τ)
p (b+ n, c− b)

B(b, c− b)
zn

n!
(|z| < 1) (3.1.3)
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(R(p) ≥ 0; min{R(α),R(β),R(τ)} > 0; R(c) > R(b) > 0).

EXTENDED HURWITZ-LERCH ZETA FUNCTION

The extended Hurwitz-Lerch Zeta function introduced by Srivastava et al. [77,

p. 503, Eq.(6.2)](see also [70] and [62]) is recalled here in slightly modified form:

Φ
(%1,...,%P ,υ1,...,υQ)
k1,...,kP ;l1,...,lQ

(z, s, a) = Φ
kj ;%jP
lj ;υjQ

(z, s, a) =
∞∑
m=0

P∏
j=1

(kj)m%j

m!
Q∏
j=1

(lj)mυj

zm

(m+ a)s
(3.1.4)

(P,Q ∈ N0; kj ∈ C(j = 1, · · · , P ); a, lj ∈ C \ Z−0 (j = 1, · · · , Q);

%j, υn ∈ R+(j = 1 · · ·P ;n = 1 · · · , Q);= > −1 when s, z ∈ C;

= = −1 and s ∈ C when |z| < f; = = −1 and R($) > 1
2

when |z| = f

where f := (
P∏
j=1

%
−%j
j )(

Q∏
j=1

υ
υj
j ) and = :=

Q∑
j=1

υj −
P∑
j=1

%j,

$ := s+
Q∑
j=1

lj −
P∑
j=1

kj + P−Q
2

).

SPECIAL CASES OF EXTENDED HURWITZ-LERCH

ZETA FUNCTION

(i) General Hurwitz-Lerch Zeta function : If we take Q = 0 and P = ρj =

kj = 1 in (1.1.63), we get

Φ1;P
− (z, s, a) = Φ(z, s, a) =

∞∑
m=0

zm

(m+ a)s
, (3.1.5)

where Φ(z, s, a) is defined in [8, p.27, Eq.(1.11)].

(ii) Riemann Zeta function : Again, if we take Q = 0 and P = ρj = kj = z =
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a = 1 in (1.1.63), we get

Φ1;P
− (1, s, 1) = ζ(s) =

∞∑
m=0

1

(m+ 1)s
, (3.1.6)

where ζ(s) is defined in [8, Chapter 1](see, for details, [66, Chapter 2]).

(iii) Hurwitz (or generalized) Zeta function : Further, if we take Q = 0 and

P = ρj = kj = z = 1 in (1.1.63), we get

Φ1;P
− (1, s, a) = ζ(s, a) =

∞∑
m=0

1

(m+ a)s
, (3.1.7)

where ζ(s, a) is defined in [8, Chapter 1]( see also, [66, Chapter 2]).

(iv) Lerch Zeta function : If we take Q = 0, P = ρj = kj = a = 1 and z = e2πiξ

in (1.1.63), we get

Φ1;P
− (e2πiξ, s, 1) = `s(ξ) =

∞∑
m=0

e2mπiξ

(m+ 1)s
, (3.1.8)

where `s(ξ) is defined in [8, Chapter 1](see, for details, [66, Chapter 2]).

(v) Lipschitz-Lerch Zeta function : If we take Q = 0, P = ρj = kj = 1 and

z = e2πiξ in (1.1.63), we get

Φ1;P
− (e2πiξ, s, a) = φ(ξ, s, a) =

∞∑
m=0

e2mπiξ

(m+ a)s
, (3.1.9)

where φ(ξ, s, a) is defined in [66, p. 122, Eq. (2.5)](see, for details, [80, p. 280,

Example 8]).
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3.2 AN INTEGRAL OPERATOR INVOLVING

THE GENERALIZED EXTENDED MITTAG-

LEFFLER FUNCTION AS IT’S KERNEL

AND IT’S PROPERTIES

An integral operator with GEML function given by (2.1.9) as it’s kernel and

x > a (a ∈ R+ = [0,∞)) is defined as follows

(εω;ϑ;d;ρa+;δ,κ;ζf)(x) =

x∫
a

(x− z)κ−1Eϑ;d
δ,κ (ω(x− z)δ; q, ρ, ζ)f(z) dz (3.2.1)

(ϑ, ω ∈ C,R(δ) > 0,R(κ) > 0),

provided that conditions of GEML function in (2.1.9) are satisfied.

SPECIAL CASES

(i) Considering ρ = ζ in (3.2.1), we obtain an integral operator introduced by

Rahman et al. [52] as

(εω;ϑ;da+;δ,κf)(x) =

x∫
a

(x− z)κ−1Eϑ;d
δ,κ (ω(x− z)δ; q)f(z) dz. (3.2.2)

(ii) Next, on taking q = 0 in (3.2.2) we get an integral operator given by Srivastava
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and Tomovski [78]:

(εω;ϑa+;δ,κf)(x) =

x∫
a

(x− z)κ−1Eϑ;d
δ,κ (ω(x− z)δ)f(z) dz. (3.2.3)

(iii) Further, if we take ω = 0, the integral operator in (3.2.3) reduces to Riemann-

Liouville fractional integral operator as defined in (2.4.10).

Theorem 3.2.1. Under the various parametric constraints stated already with the

definition (3.2.1), let the function ϕ be in the space L(a, b) of Lebesgue measurable

functions on a finite interval [a, b](b > a) of the real line R given by

L(a, b) =

f : ||f||1 =

b∫
a

|f(x)|dx <∞

 . (3.2.4)

Then the integral operator εω;ϑ;d;ρa+;δ,κ;ζ is bounded on L(a, b) and

||εω;ϑ;d;ρa+;δ,κ;ζϕ||1 5 m.||ϕ||1, (3.2.5)

where the constant m(0 < m <∞) is given by

m =

(
(b− a)Re(κ)

∞∑
n=0

|B(ρ,ζ)
q (ϑ+ n, d− ϑ)|
B(ϑ, d− ϑ)

|(d)n|
Γ(δn+ κ)

|ω(b− a)R(δ)|n

n!

)
. (3.2.6)

Proof. It is sufficient to prove that

||εω;ϑ;d;ρa+;δ,κ;ζϕ||1 =
b∫
a

∣∣∣∣ x∫
a

(x− t)κ−1Eϑ;d
δ,κ [ω(x− t)δ; q, ρ, ζ]ϕ(t)dt

∣∣∣∣ dx <∞
(q ≥ 0, R(d) > R(ϑ) > 0, R(δ) > 0, R(κ) > 0),

We apply the definitions (3.2.1) and (3.2.4) in conjuction with the definition

(2.1.9) of the GEML function. Upon interchanging the order of integration by
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means of the Dirichlet formula[42, p.56], we thus find that

||εω;ϑ;d;ρa+;δ,κ;ζϕ||1 5
b∫

a

|ϕ(t)|

 b∫
t

(x− t)R(κ)−1
∣∣∣Eϑ;d

δ,κ [ω(x− t)δ; q, ρ, ζ]
∣∣∣ dx
 dt

=

b∫
a

|ϕ(t)|

 b−t∫
0

τR(κ)−1|Eϑ;d
δ,κ [ω(τ)δ; q, ρ, ζ]|dτ

 dt

5

b∫
a

|ϕ(t)|

 b−a∫
0

τR(κ)−1|Eϑ;d
δ,κ [ω(τ)δ; q, ρ, ζ]|dτ

 dt

5

 ∞∑
n=0

|B(ρ,ζ)
q (ϑ+ n, d− ϑ)|
B(ϑ, d− ϑ)

|(d)n|
Γ(δn+ κ)

|ω|n

n!
.

b−a∫
0

τnR(δ)+R(κ)−1dτ

 .||ϕ||1

= m.||ϕ||1 (R(κ) > 0). (3.2.7)

This completes the proof of the boundedness property of the integral operator

εω;ϑ;d;ρa+;δ,κ;ζ as asserted by Theorem 3.2.1.

Remark 3.2.1. Throughout the present investigation, it is tactily assumed that,

in such situations as those occurring in the definitions (2.4.10), (2.4.11) and

(3.2.1), the number a in the function space L(a, b) coincides precisely with the

lower terminal a in the integrals involved in the definitions (2.4.10), (2.4.11) and

(3.2.1).

Remark 3.2.2. The results obtained by Kilbas et al. [28] and Srivastava and

Tomovski [78] can be deduced as special cases of Theorem 3.2.1.
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3.3 IMAGES

In this section, we will find images of some useful functions under our operator

defined by (3.2.1)

(I) (εω;ϑ;d;ρa+;δ,κ;ζ [(z − a)α−1Φ
kj ;%jP
lj ;υjQ

(βz, s, a)])(x)

=
Γ(ζ)Γ(α)

Γ(ρ)Γ(d)

(x− a)κ+α−1

B(ϑ, d− ϑ)

∞∑
m=0

P∏
j=1

(kj)m%j

m!
Q∏
j=1

(lj)mυj

(βx)m

(m+ a)sm!Γ(−m)

·H0,2:1,1;1,1;1,2
2,2:1,2;1,3;3,1

 ω(x− a)δ

q−1
a
x
− 1

∣∣∣∣∣∣∣∣
A∗ : C∗

B∗ : D∗

 , (3.3.1)

where

A∗ = (1− ϑ; 1, 1, 0), (1− κ; δ, 0, 1)

C∗ = (1− d, 1); (1− d+ ϑ, 1), (ζ, 1), (1, 1); (1 +m, 1)

B∗ = (1− d; 1, 2, 0), (1− α− κ; δ, 0, 1)

D∗ = (1− κ, δ), (0, 1); (ρ, 1); (0, 1),

provided that conditions given by (3.2.1) are satisfied.

where the multivariable H-function for r = 3 occurring in the right hand side of

(3.3.1) is defined in chapter zero by (1.1.36).

Proof. By defination (3.2.1), we have

(εω;ϑ;d;ρa+;δ,κ;ζ [(z − a)α−1Φ
kj ;%jP
lj ;υjQ

(βz, s, a)])(x)

=

x∫
a

(x− z)κ−1(z − a)α−1Eϑ;d
δ,κ (ω(x− z)δ; q, ρ, ζ) Φ

kj ;%jP
lj ;υjQ

(βz, s, a)) dz

(3.3.2)
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Next, using (2.1.9) and (3.1.4) and interchanging the order of summation

and integration (which is permissible under the assumptions stated in the above

theorem), we get the following expression after a little simplification

(εω;ϑ;d;ρa+;δ,κ;ζ [(z − a)α−1Φ
kj ;%jP
lj ;υjQ

(βz, s, a)])(x)

=
∞∑
n=0

∞∑
m=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)nω
n

Γ(δn+ κ)n!

P∏
j=1

(kj)m%j

m!
Q∏
j=1

(lj)mυj

βm

(m+ a)s

·
x∫
a

(x− z)δn+κ−1(z − a)α−1zmdz (3.3.3)

Further, substituting u = x−z
x−a in the right hand side of (3.3.3) and evaluating

the u-integral with the help of [53, p. 47, Theorem 16], we obtain the following

expression:

(εω;ϑ;d;ρa+;δ,κ;ζ [(z − a)α−1Φ
kj ;%jP
lj ;υjQ

(βz, s, a)])(x)

=
∞∑
n=0

∞∑
m=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)nω
n

n!

P∏
j=1

(kj)m%j

m!
Q∏
j=1

(lj)mυj

βm

(m+ a)s
(x− a)δn+κ+α−1xm

· Γ(α)

Γ(α + δn+ κ)
2F1


−m, δn+ κ;

α + δn+ κ;

x− a
x

 .

(3.3.4)

Interpreting the functions present in (3.3.4) in form of multivariable H-function

(1.1.36) for r = 3, we obtain the desired result.
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(II) (εω;ϑ;d;ρa+;δ,κ;ζ [(z − a)σ−1F
(α,β;τ,µ)
P (a, b; c;λz)])(x)

=
∞∑
n=0

∞∑
m=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

B
(α,β;τ,µ)
P (b+ n, c− b)

B(b, c− b)
(d)n(a)mω

nλm

Γ(δn+ κ)n!m!
(x− a)δn+κ+λ−1xm

· Γ(σ)

Γ(σ + δn+ κ)
2F1

 −m, δn+ κ;

σ + δn+ κ;

x− a
x

 ,

(3.3.5)

provided that conditions given by (3.2.1) are satisfied.

The proof of (3.3.5) will follow on similar lines as those given in the

proof of (3.3.1).

(III)

εω;ϑ;d;ρa+;δ,κ;ζ

τβHM,N
P,Q

Aτσ
∣∣∣∣∣∣

(aj, αj)1,P

(bj, βj)1,Q

 (x)

= xβ(x− a)κ
Γ(ζ)

Γ(ρ)Γ(d− ϑ)Γ(ϑ)
H0,3:N,M ;1,0;1,2;1,1

3,2:Q,P+1;0,1;3,1;2,1



1
Axσ

−(x−a)
x

1
q

ω(x− a)δ

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

A∗ : C∗

B∗ : D∗


,

(3.3.6)

where

A∗ = (1 + β;σ, η, 0, 0), (1− ϑ; 0, 0, 1, 1), (1− κ; 0, 1, 0, δ)

C∗ = (1− bj, βj)1,Q;−; (1, 1), (1− d+ ϑ, 1), (ζ, 1); (1− d, 1)

B∗ = (−κ; 0, 1, 0, δ), (1− d; 0, 0, 2, 1)

D∗ = (1− aj, αj)1,P , (1 + β, σ); (0, 1); (ρ, 1); (0, 1)(1− κ, δ),
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provided that conditions given by (3.2.1) are satisfied. where the multivariable

H-function for r = 4 occurring in the right hand side of (3.3.1) is defined in

chapter zero by (1.1.36).

The proof of (3.3.5) will follow on similar lines as those given in the

proof of (3.3.1).

SPECIAL CASES OF THE MAIN FINDINGS

(i) In image (I), if we reduce extended Hurwitz-Lerch Zeta function in (3.3.1) to

general Hurwitz-Lerch Zeta function (3.1.5),by taking Q = 0 and P = ρj = κj =

1, we can easily obtain the following interesting result after a little simplification:

(εω;ϑ;d;ρa+;δ,κ;ζ [(z − a)α−1Φ(βz, s, a)](x)

=
∞∑
n=0

∞∑
m=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)nω
n

n!

βm

(m+ a)s
(x− a)δn+κ+α−1xm

· Γ(α)

Γ(α + δn+ κ)
2F1

 −m, δn+ κ;

α + δn+ κ;

x− a
x

 .

(3.3.7)

(ii) Next, in image (I) if we reduce extended Hurwitz-Lerch Zeta function in

(3.3.1) to general Riemann Zeta function (3.1.6) by taking Q = 0, P = ρj = κj =

1 and βz = a = 1, we can easily obtain the following interesting result after a

little simplification:
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(εω;ϑ;d;ρa+;δ,κ;ζ [(z − a)α−1ζ(s)])(x)

=
∞∑
n=0

∞∑
m=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)nω
n

Γ(δn+ κ)n!

1

(m+ 1)s
(x− 1)δn+κ+α−1β(δn+ κ, α).

(3.3.8)

(iii) Again, in image (I) if we reduce extended Hurwitz-Lerch Zeta function in

(3.3.1) to Hurwitz (or generalized) Zeta function (3.1.7) by taking Q = 0, P =

ρj = κj = 1 and βz = 1, we can easily obtain the following interesting result

after a little simplification:

(εω;ϑ;d;ρa+;δ,κ;ζ [(z − a)α−1ζ(s, a)])(x)

=
∞∑
n=0

∞∑
m=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)nω
n

n!

1

(m+ a)s
(x− a)δn+κ+α−1β(δn+ κ, α).

(3.3.9)

(iv) Further, in image (I) if we reduce extended Hurwitz-Lerch Zeta function in

(3.3.1) to Lerch Zeta function (3.1.8) by taking Q = 0, P = ρj = κj = a = 1

and βz = e2πiξ, we can easily obtain the following interesting result after a little

simplification:

(εω;ϑ;d;ρa+;δ,κ;ζ [(z − a)α−1`s(ξ)])(x)

=
∞∑
n=0

∞∑
m=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)nω
n

n!

e2πimξ

(m+ 1)s
(x− 1)δn+κ+α−1β(δn+ κ, α).

(3.3.10)
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(v) In image (I), if we reduce extended Hurwitz-Lerch Zeta function in (3.3.1)

to Lerch Zeta function (3.1.9) by taking Q = 0, P = ρj = κj = 1 and βz = e2πiξ,

we can easily obtain the following interesting result after a little simplification:

(εω;ϑ;d;ρa+;δ,κ;ζ [(z − a)α−1`s(ξ)])(x)

=
∞∑
n=0

∞∑
m=0

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)nω
n

n!

e2πimξ

(m+ a)s
(x− a)δn+κ+α−1β(δn+ κ, α).

(3.3.11)

COMPOSITION RELATIONSHIP

Theorem 3.3.1. If ϑ, γ, δ, κ, ω ∈ C, R(κ) > 0,R(γ) > 0, R(δ) > 0, then

(Iγa+[εω;ϑ;d;ρa+;δ,κ;ζf ])(x) = (εω;ϑ;d;ρa+;δ,κ+γ;ζf)(x) = (εω;ϑ;d;ρa+;δ,κ;ζ [I
γ
a+f ])(x), (3.3.12)

where f ∈ L(a, b).

Proof. In order to prove the left hand side of above mentioned assertion, we

proceed by using (3.2.1) in (2.4.10)

(Iγa+[εω;ϑ;d;ρa+;δ,κ;ζf ])(x) =
1

Γ(γ)

x∫
a

(εω;ϑ;d;ρa+;δ,κ;ζf)(z)

(x− z)1−γ
dz (3.3.13)

=
1

Γ(γ)

x∫
a

(x− z)γ−1

 z∫
a

(z − u)κ−1Eϑ;d
δ,κ (ω(z − u)δ; q, ρ, ζ)f(u)du

 dz.
(3.3.14)

Now, by interchanging the order of integration (which is permissible under the

assumptions stated in the above theorem), we obtain

(Iγa+[εω;ϑ;d;ρa+;δ,κ;ζf ])(x) =

x∫
a

 1

Γ(γ)

x∫
u

(x− z)γ−1(z − u)κ−1Eϑ;d
δ,κ (ω(z − u)δ; q, ρ, ζ)dz

 f(u)du.

(3.3.15)
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Substituting (z − u) = σ in the above equation, we have

(Iγa+[εω;ϑ;d;ρa+;δ,κ;ζf ])(x) =

x∫
a

 1

Γ(γ)

x−u∫
0

(x− u− σ)γ−1(σ)κ−1Eϑ;d
δ,κ (ωσδ; q, ρ, ζ)dσ

 f(u)du.

=

x∫
a

(Ix−u0+ σκ−1Eϑ;d
δ,κ (ωσδ; q, ρ, ζ))(x− u)f(u)du (3.3.16)

Further, applying (2.5.1) in (3.3.16), we have

(Iγa+[εω;ϑ;d;ρa+;δ,κ;ζf ])(x) =

x∫
a

(x− u)γ+κ−1Eϑ;d
δ,κ+γ(ω(x− u)δ; q, ρ, ζ)f(u)du

= (εω;ϑ;d;ρa+;δ,κ+γ;ζf)(x). (3.3.17)

this proves the first part of (3.3.12).

In order to prove the second part, we proceed by using (3.2.1) in the right hand

side of (3.3.12)

(εω;ϑ;d;ρa+;δ,κ;ζ [I
γ
a+f ])(x) =

x∫
a

(x− z)κ−1Eϑ;d
δ,κ (ω(x− z)δ; q, ρ, ζ)[Iγa+f ](z)dz

=

x∫
a

(x− z)κ−1Eϑ;d
δ,κ (ω(x− z)δ; q, ρ, ζ)

 1

Γ(γ)

z∫
a

f(u)

(z − u)1−γ
du

 dz.

(3.3.18)

Next, interchanging the order of integration (which is permissible under the as-

sumptions stated in the above theorem), we have

(εω;ϑ;d;ρa+;δ,κ;ζ [I
γ
a+f ])(x) =

x∫
a

 1

Γ(γ)

x∫
u

(x− z)κ−1(z − u)γ−1Eϑ;d
δ,κ (ω(x− z)δ; q, ρ, ζ)dz

 f(u)du.

(3.3.19)
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Substituting (x− τ) = ε, we obtain

(εω;ϑ;d;ρa+;δ,κ;ζ [I
γ
a+f ])(x) =

x∫
a

 1

Γ(γ)

x−u∫
0

(ε)κ−1(x− ε− u)γ−1Eϑ;d
δ,κ (ωεδ; q, ρ, ζ)dε

 f(u)du.

(3.3.20)

Again, by using (2.4.10) and (2.5.1), we get

(εω;ϑ;d;ρa+;δ,κ;ζ [I
γ
a+f ])(x) = (εω;ϑ;d;ρa+;δ,κ+γ;ζf)(x), (3.3.21)

from (3.3.17) and (3.3.21) we get the desired proof.

Remark 3.3.1. The above theorem generalizes the results obtained by Kilbas et

al. [28] and Srivastava and Tomovski [78].

AN INTEGRAL OPERATOR Hw;M,N ;α
a+;P,Q;β INVOLVING THE

FOX H-FUNCTION

In our present investigation, we make use of a special case of general families of

fractional integral operators having Fox-H function in their kernels (see [75, p.

15, Eq. (6.3)]), defined and represented in the following manner:

(Hw;M,N ;α
a+;P,Q;βϕ)(x) =

x∫
a

(x− t)β−1HM,N
P,Q [ω(x− t)α]ϕ(t)dt (3.3.22)

(
R(β) > 0; w ∈ C \ {0}; 1 5M 5 Q; 0 5 N 5 P ;R(β) + min

15j5M

{
R

(
αbj
βj

)}
> 0

)
.

Theorem 3.3.2. If ϑ, κ, δ, β ∈ C, w ∈ C \ {0},R(β) > 0,R(δ) > 0,R(κ) >
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0 and R(β) + min
15j5M

{
R
(
αbj
βj

)}
> 0 then

(Hω2;M,N ;α
a+;P.Q;β [εω1;ϑ;d;ρ

a+;δ,κ;ζf ])(x)

=
Γ(ζ)

Γ(ρ)Γ(d− ϑ)Γ(ϑ)

x∫
a

(x− τ)β+κ−1H0,1:1,2;1,1;M,N+1
1,2:3,1;1,1;P,Q


q−1

ω1(x− τ)δ

ω2(x− τ)α

∣∣∣∣∣∣∣∣∣∣
A∗ : C∗

B∗ : D∗

 f(τ)dτ

= (εω1;ϑ;d;ρ
a+;δ,κ;ζ [H

ω2;M,N ;α
a+;P,Q;β f ])(x), (3.3.23)

where f ∈ L(a, b) and

A∗ = (1− ϑ; 1, 1, 0)

C∗ = (1, 1), (1− d+ ϑ, 1), (ζ, 1); (1− d, 1); (aj, αj)1,P , (1− β, α)

B∗ = (1− κ− β; 0, δ, α), (1− d; 2, 1, 0)

D∗ = (ρ, 1); (0, 1); (bj, βj)1,Q,

where the multivariable H-function for r = 3 occurring in the right hand side of

(3.3.23) is defined in chapter zero by (1.1.36).

Proof. In order to prove the left hand side of above mentioned assertion, we

proceed by using (3.3.22) in (3.3.23)

(Hω2;M,N ;α
a+;P.Q;β [εω1;ϑ;d;ρ

a+;δ,κ;ζf ])(x)

=

x∫
a

(x− t)β−1HM,N
P,Q [ω2(x− t)α](εω1;ϑ;d;ρ

a+;δ,κ;ζf)(t)dt

=

x∫
a

(x− t)β−1HM,N
P,Q [ω2(x− t)α]

 t∫
a

(t− τ)κ−1Eϑ;d
δ,κ (ω1(t− τ)δ; q, ρ, ζ)f(τ)dτ

 dt.
(3.3.24)

Now, by interchanging the order of integration (which is permissible under the

assumptions stated in the above theorem), we obtain
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(Hω2;M,N ;α
a+;P.Q;β [εω1;ϑ;d;ρ

a+;δ,κ;ζf ])(x)

=

x∫
a

 x∫
τ

(x− t)β−1(t− τ)κ−1HM,N
P,Q [ω2(x− t)α]Eϑ;d

δ,κ (ω1(t− τ)δ; q, ρ, ζ)dt

 f(τ)dτ.

(3.3.25)

Using (2.1.9) and (1.1.4) in the right hand side of the above equation and changing

the order of summation and integration (which is permissible under the assump-

tions stated in the above theorem) and then substituting (t− τ) = σ, we have

(Hω2;M,N ;α
a+;P.Q;β [εω1;ϑ;d;ρ

a+;δ,κ;ζf ])(x) =
1

2πi

∞∑
n=0

x∫
a

B
(ρ,ζ)
q (ϑ+ n, d− ϑ)

B(ϑ, d− ϑ)

(d)n
Γ(δn+ κ)

ωn1
n!

∫
L

Θ(s)ωs
2

·
x−τ∫
0

(x− σ − τ)β+αs−1σκ+δn−1dσdsdτ.

(3.3.26)

Further, substituting σ
x−τ = z, using beta function and contour representation of

generalized extended Mittag-Leffler function (2.1.11), we have

(Hω2;M,N ;α
a+;P.Q;β [εω1;ϑ;d;ρ

a+;δ,κ;ζf ])(x)

=
1

(2πi)3
Γ(ζ)

Γ(ρ)Γ(d− ϑ)Γ(ϑ)

x∫
a

(x− τ)β+κ−1f(τ)

∫
L

∫
L1

∫
L2

Θ(s)(ω2(x− τ)α)s(ω1(x− τ)δ))ξ2(q1)
−ξ1

· Γ(β + αs)

Γ(κ+ β + δξ2 + αs)

Γ(−ξ2)Γ(ξ1)Γ(ρ− ξ1)
Γ(ζ − ξ1)

Γ(ϑ+ ξ2 + ξ1)Γ(d− ϑ+ ξ1)Γ(d+ ξ2)

Γ(d+ ξ2 + 2ξ1)
ds dξ1dξ2dτ,

(3.3.27)

reinterpreting the right hand side of (3.3.27) in the form of multivariable

H-function (1.1.36) for r = 3, we obtain the desired result.
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4
A NEW INTEGRAL TRANSFORM

ASSOCIATED WITH THE EXTENDED

HURWITZ-LERCH ZETA FUNCTION

The main findings of this chapter have bearing on the following paper detailed

below:

1. H.M. SRIVASTAVA, N. JOLLY, M.K. BANSAL and R. JAIN

(2018). A STUDY OF NEW INTEGRAL TRANSFORM ASSOCIATED

WITH λ−EXTENDED HURWITZ-LERCH ZETA FUNCTION, Revista

de la Real Academia de Ciencias Exactas, F́ısicas y Naturales,

https://doi.org/10.1007/s13398-018-0570-4.
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In this chapter, we first define extended Hurwitz-Lerch zeta function and give

it’s integral representation. Next, we define a new integral transform whose kernel

is extended Hurwitz-Lerch zeta function and name it as the E−transform. The

transform of our study yield known integral transforms [1, p. 44, Eqs. (1.3.5) and

(1.3.6)]. Further, we evaluate the Mellin transform of extended Hurwitz-Lerch

Zeta function and Inversion formula for E−transform. Next, we present some

basic properties and prove the Uniqueness theorem for E−transform. Finally, we

obtain E−transform of Derivatives and Integrals.
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4. A NEW INTEGRAL TRANSFORM ASSOCIATED WITH THE
EXTENDED HURWITZ-LERCH ZETA FUNCTION

4.1 INTRODUCTION

The extended Hurwitz-Lerch zeta function introduced by Srivastava et al. [77, p.

503, Eq.(6.2)](see also [62] and [70]) is recalled here in slightly modified form:

Φ
(ρ1,...,ρp,σ1,...,σq)
λ1,...,λp;µ1,...,µq

(z, s, a) = Φ
(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a) =

∞∑
n=0

p∏
j=1

(λj)nρj

n!
q∏
j=1

(µj)nσj

zn

(n+ a)s
(4.1.1)

(p, q ∈ N0;λj ∈ C(j = 1, · · · , p); a, µj ∈ C \ Z−0 (j = 1, · · · , q);

ρj, σk ∈ R+(j = 1 · · · p; k = 1 · · · , q); ∆ > −1 when s, z ∈ C;

∆ = −1 and s ∈ C when |z| < 5∗; ∆ = −1 and R(Ξ) > 1
2

when |z| = 5∗

where 5∗ := (
p∏
j=1

ρ
−ρj
j )(

q∏
j=1

σ
σj
j ) and ∆ :=

q∑
j=1

σj −
p∑
j=1

ρj,

Ξ := s+
q∑
j=1

µj −
p∑
j=1

λj + p−q
2

),

the integral representation of extended Hurwitz-Lerch zeta function was also given

by Srivastava et al. ([77],Theorem 8)see also([63], Theorem 6).

Φ
(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a) =

1

Γ(s)

∞∫
0

ts−1e−atpΨ
∗
q

 (λ1, ρ1), · · · , (λp, ρp);

(µ1, σ1), · · · , (µq, σq);
ze−t

 dt
(4.1.2)

(min{R(a),R(s)} > 0),

where pΨ
∗
q (p, q ∈ N0) denotes the Fox-Wright function,which is generalization

of the familiar generalized hypergeometric function pFq (p, q ∈ N0)defined by [8,
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p.183]

pΨ
∗
q

 (λj, ρj)1,p;

(µj, σj)1,q;
z

 :=
∞∑
n=0

(λ1)ρ1n · · · (λp)ρpn
(µ1)σ1n · · · (µq)σqn

zn

n!
=

Γ(µ1) · · ·Γ(µq)

Γ(λ1) · · ·Γ(λp)
pΨq

 (λj, ρj)1,p;

(µj, σj)1,q;
z

 .
(4.1.3)

4.2 A SET OF MAIN RESULTS

In this section, we first introduce the new integral transform of our study whose

kernel involves the extended Hurwitz-Lerch zeta function defined by (4.1.2).

4.2.1 THE EXTENDED HURWITZ-LERCH ZETA

TRANSFORM OR THE E−TRANSFORM

The extended Hurwitz-Lerch zeta transform studied in this chapter will be defined

and represented in the following manner:

E
(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a)[f(t)](s) :=

∞∫
0

Φ
(λj ,ρj ;p)

(µj ,σj ;q)
(st, s, a)f(t)dt =: ϕ(s) (f(t) ∈ Λ),

(4.2.1)

in the neighbourhood of t = z, where Λ denotes the class of admissible functions

f(t), which are integrable in every finite interval in (0,∞) with the following order

estimates:

f(t) =

{
O(tω) (t→ 0)

O(tκe−µt) (|t| → ∞),
(4.2.2)

provided that the existence conditions given with (4.1.2) for the extended Hurwitz-

Lerch zeta function are satisfied, R(ω) > −1 and
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R(µ) > 0 or R(µ) = 0 and max
1≤j≤p

{
R
(
κ+

λj−1
ρj

+ 1
)}

< 0.

We shall refer this transform as E−transform.

If we reduce the extended Hurwitz-Lerch zeta function to general Fox-Wright

function of the type pΨ
∗
q defined by (4.1.3)[18, p.271, Eqs. (7) and (9)], we are

led to the known integral transfroms studied earlier in [1, p. 44, Eqs. (1.3.5) and

(1.3.6)].

4.2.2 THE MELLIN TRANSFORM OF THE EXTENDED

HURWITZ-LERCH ZETA FUNCTION

The Mellin transform of a suitably constrained function f(t) is defined by (see,

for example, [6, p.340, Eq.(8.2.5)]):

M[f(t)](s) :=

∞∫
0

ts−1f(t)dt =: FM(s) (R(s) > 0), (4.2.3)

provided that the improper integral in (4.2.3) exists.

If

∞∫
0

t`−1|f(t)|dt <∞,

for some ` > 0, then the Mellin Inversion Formula reads as follows [14, p.1194]:

f(z) = M−1[f(s)](z) =
1

2πi

c+i∞∫
c−i∞

z−sFM(s)ds (c > `), (4.2.4)

where FM(s) is given by Eq. (4.2.3), provided that the above integral exists.
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Theorem 4.2.1. If R(s) < min
1≤j≤p

{
R
(
λj
ρj

+ a
)}

and R(a−s) > 0, then

M[Φ
(λj ,ρj ;p)

(µj ,σj ;q)
(zt, s, a)](s) =

(−z)−sΓ(s)
q∏
j=1

Γ(µj)
p∏
j=1

Γ(λj − sρj)

P∏
j=1

Γ(λj)
q∏
j=1

Γ(µj − sσj)

(
Γ(a− s)

Γ(a− s + 1)

)s

,

(4.2.5)

provided that each member of the assertions (4.2.5) exists.

Proof. Our demonstration of the assertion (4.2.5) of Theorem 4.2.1 is based upon

the Mellin Inversion Formula (4.2.3) in conjunction with the integral representa-

tion (4.1.2) for the extended Hurwitz-Lerch zeta function.

For direct derivation of the assertion (4.2.5) of Theorem 4.2.1, we can apply the

representations (4.1.2) together with the following familiar Eulerian integral:∫ ∞
0

tρ−1e−σt =
Γ(ρ)

σρ
( min{R(ρ),R(σ)} > 0 ), (4.2.6)

The details involved are fairly straightforward and are, therefore, being omitted

here.

4.3 INVERSION FORMULA FOR E−TRANSFORM

Theorem 4.3.1. If t`−1f(t) ∈ L(0,∞), the function f(t) is of bounded variation

in the neighbourhood of the point t = z and

ϕ(s) = E
(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a)[f(t)](s) :=

∞∫
0

Φ
(λj ,ρj ;p)

(µj ,σj ;q)
(st, s, a)f(t)dt (f(t) ∈ Λ),

(4.3.1)
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then

1

2
[f(z + 0) + f(z − 0)] =

1

2πi

∫
L

(−1)`−1

p∏
j=1

Γ(λj)
q∏
j=1

Γ(µj − σj + `σj)

Γ(1− `)
q∏
j=1

Γ(µj)
p∏
j=1

Γ(λj − ρj + `ρj)

·

(
Γ(a+ `)

Γ(a+ `− 1)

)s

z−`Ω(`)d`, (4.3.2)

where

Ω(`) =

∞∫
0

s−`ϕ(s)ds, (4.3.3)

provided that existence conditions for the extended Hurwitz-Lerch zeta function

given by (4.1.2) are satisfied, the extended Hurwitz-Lerch zeta function transform

of |f(z)| exists, and min{1− `,R(`+ a− 1),R(s)} > 0.

Proof. In order to prove the inversion formula (4.3.2), we substitute the value of

ϕ(s) from (4.3.1) into the right-hand side of (4.3.3), we get

Ω(`) :=

∞∫
0

s−`ϕ(s)ds =

∞∫
0

s−`
∞∫
0

Φ
aj ;αjp
bj ;βjq

(st, s, a)f(t)dtds. (4.3.4)

Upon interchanging the order of the t-integral and the s-integrals in (4.3.4), which

is permissible under the conditions stated above, if we evaluate the s-integral by

using (4.2.5), we obtain

Ω(`) :=

∞∫
0

Γ(1− `)
q∏
j=1

Γ(µj)
p∏
j=1

Γ(λj − ρj + `ρj)

p∏
j=1

Γ(λj)
q∏
j=1

Γ(µj − σj + `σj)

(
Γ(a+ `− 1)

Γ(a+ `)

)s

(−t)`−1f(t)dt.

(4.3.5)

Finally, by applying the Mellin Inversion formula (4.2.4) to this last t−integral

(4.3.5), we get the desired result (4.3.2) after a little simplification.
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4.4 BASIC PROPERTIES OF THE E-TRANSFORM

In this section, we present linearity property and scaling property of the

E-transform.

4.4.1 LINEARITY PROPERTY

We state the following linearity property.

Theorem 4.4.1. Let E
(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a)[fk(t)](s) (k = 1, · · · , n) denote the E−transform

of the functions fk(t) (k = 1, · · · , n). Then

E
(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a)[c1f1(t) + · · ·+ ckfk(t)](s)

= c1E
(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a)[f1(t)](s) + · · ·+ cnE

(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a)[fn(t)](s), (4.4.1)

for any constants c1, · · · , cn.

Proof. The proof of the linearity property (4.4.1) asserted by Theorem 4.4.1 fol-

lows readily from the definition (4.2.1) of the E−transform.

4.4.2 SCALING PROPERTY

Now, we state the following scaling property of the E−transform which is deriv-

able in a straight forward manner from it’s definition (4.2.1).

Theorem 4.4.2. Let E
(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a; b, λ)[f(t)](s) denote the E−transform (4.2.1)

of the function f(t). Then

E
(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a; b, λ)[ξf(t)](s) =

1

ξ
E
(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a; b, λ)[f(t)]

(
s

ξ

)
(ξ > 0).

(4.4.2)

Now we shall define an important function that will be required in the proof

of uniqueness theorem.
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4.5 THE H−FUNCTION

We recall here that, in the course of evaluation (in two different ways) of some

Feynman integrals which are known to arise naturally in perturbation calculations

of the equilibrium properties of a magnetic field of phase transitions, Inayat-

Hussain [23] was led eventually to a further generalization of Fox’s H−function

defined by (1.1.4). Inayat-Hussain’s general H−function is known to contain such

special cases as (for example) the polylogarithm function of complex order and

the exact partition function of the Gaussian model in statistical mechanics. In

terms of a suitable Mellin-Barnes contour integral of the type L, which we have

already encountered in our present investigation, it is defined as follows (see, for

details, the subsequent systematic investigation of this general H−function by

Buschman [3]; see also [76]):

H
m,n

p,q

z
∣∣∣∣∣∣

(ej, Ej;∈j)1,n, (ej, Ej)n+1,p

(fj, Fj)1,m, (fj, Fj;=j)m+1,q

 =
1

2πω

∫
L

Θ(ξ)zξdξ (4.5.1)

where, ω =
√
−1, z ∈ C \ {0}, C being the set of complex numbers,

Θ(ξ) =

m∏
j=1

Γ(fj − Fjξ)
n∏
j=1

{Γ(1− ej + Ejξ)}∈j

q∏
j=m+1

{Γ(1− fj + Fjξ)}=j
p∏

j=n+1

Γ(ej − Ejξ)
, (4.5.2)

and which obviously contains fractional powers of some of the Γ−functions. Here,

and in what follows, ej (j = 1, · · · , p) and fj (j = 1, · · · , q),

min{Ej, Fj} > 0 (j = 1, · · · , p; k = 1, · · · , q)
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and the exponents (or powers)

εj (j = 1, · · · , n) and =j (j = m+ 1, · · · , q)

can take on non-integers values. Clearly, when all of the exponents (or powers)

εj (j = 1, · · · , n) and =j (j = m+ 1, · · · , q)

take on integer values, the H−function defined by (4.5.1) would reduce to the

relatively more familiar H−function defined by (1.1.4), which has indeed been

investigated and applied in the mathematical, physical, engineering and statistical

sciences rather extensively.

Now, we state and prove an important lemma that will be required to establish

our Uniqueness theorem.

4.6 THE UNIQUENESS THEOREM

Lemma 4.6.1. If

∞∫
0

Φ
(λj ,ρj ;p)

(µj ,σj ;q)
(−ηt, s, a)f(t)dt = 0, (4.6.1)

then

f(t) ≡ 0 (t ∈ (0,∞)),

provided that f(t) is continuous in (0,∞), f(t) ∈ Λ and the existence conditions

for the extended Hurwitz-Lerch zeta function:

Φ
(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a) (4.6.2)
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are satisfied.

Proof. We first multiply the left-hand side of (4.6.1) by

η%−1H
1,q+1

q+2,p+2

yση
∣∣∣∣∣∣∣∣

(−a+ %, 1; s), (1− µj + σj%, σj)1,q, (%, 1)

(0, σ), (1− a+ %, 1; s), (1− λj + ρj%, ρj)1,p


and then integrate with respect to η from η = 0 to η = ∞ under the following

parametric constraints:

min
1≤j≤q+1

{
R

(
µj
σj
, a+ 1

)}
> 0 and max

1≤j≤p

{
R

(
%+

λj
ρj

)}
< 0,

the H−function being defined above by (4.5.1). We thus have

∞∫
0

η%−1H
1,q+1

q+2,p+2

yση
∣∣∣∣∣∣∣∣
C∗

D∗


∞∫
0

Φ
(λj ,ρj ;p)

(µj ,σj ;q)
(−ηt, s, a)f(t)dtdη = 0, (4.6.3)

where, for convenience,

C∗ = (−a+ %, 1; s), (1− µj + σj%, σj)1,q, (%, 1)

and

D∗ = (0, σ), (1− a+ %, 1; s), (1− λj + ρj%, ρj)1,p.

Now, if we interchange the order of integration in the left-hand side of (4.6.3), we

get

∞∫
0

f(t)dt

∞∫
0

η%−1H
1,q+1

q+2,p+2

yση
∣∣∣∣∣∣∣∣
C∗

D∗

 Φ
(λj ,ρj ;p)

(µj ,σj ;q)
(−ηt, s, a)dη = 0, (4.6.4)

Expressing the H−function in the form of its Mellin-Barnes contour integral

representation given by (4.5.1) and changing the order of the resulting s−integral,
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we obtain

∞∫
0

f(t)
1

2πi

∫
L

Γ(−σs){Γ(1 + a− %+ s)}s
q∏
j=1

Γ(µj − σj%+ σjs)

{Γ(a− %+ s)}s
p∏
j=1

Γ(λj − ρj%+ ρjs)Γ(%− s)

yσs

·
∞∫
0

η%−s+1Φ
(λj ,ρj ;p)

(µj ,σj ;q)
(−ηt, s, a)dη ds dt = 0.

We now evaluate the η−integral with the help of (4.2.5). We thus obtain the

following result after a little simplification:

∞∫
0

t−%σ+σ−1e−ytf(tσ)dt = 0, (4.6.5)

which, by applying Lerch’s Theorem [32, p. 339], immediately yields the following

result:

f(tσ) ≡ 0. (4.6.6)

This evidently leads us to the assertion of the above Lemma.

Theorem 4.6.1. (Uniqueness theorem) If the functions f1(t) and f2(t) are con-

tinuous in the semi-closed interval [0,∞), η > 0 and

∞∫
0

Φ
(λj ,ρj ;p)

(µj ,σj ;q)
(−ηt, s, a)f1(t)dt =

∞∫
0

Φ
(λj ,ρj ;p)

(µj ,σj ;q)
(−ηt, s, a)f2(t)dt, (4.6.7)

in which both integrals are convergent, then

f1(t) = f2(t) (0 5 t <∞). (4.6.8)

Proof. Theorem 4.6.1 follows as a direct consequence of the Lemma. We choose

to omit the details involved.
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4.7 E−TRANSFORM OF DERIVATIVES AND

INTEGRALS

By using integration by parts and the principle of mathematical induction on m,

we can easily derive the following result.

Theorem 4.7.1. If f (m)(z) is the derivative of the function f(z) of order m with

respect to z, then

E
(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a)[f (m)(t)](s) = (−s)m

q∏
j=1

Γ(µj)
p∏
j=1

Γ(λj +mρj)

p∏
j=1

Γ(λj)
q∏
j=1

Γ(µj +mσj)

E
(λj+mρj ,ρj ;p)

(µj+mσj ,σj ;q)
(z, s, a+m)[f(t)](s),

(4.7.1)

provided that there exists ε1 and ε2 such that

lim
t→0

Φ
(λj ,ρj ;p)

(µj ,σj ;q)
(st, s, a)fm(t)dt = 0, lim

t→∞
Φ

(λj ,ρj ;p)

(µj ,σj ;q)
(st, s, a+ 1)fm(t)dt = 0

and E
(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a+ 1)[f (m)(t)](s),

exists when ε1 < R(s) < ε2.

Proof. We will be omitting the details of the proof as it is fairly simple.

Finally, we state the following easily derivable result.

Theorem 4.7.2. If

F (z) =

z∫
0

f(t)dt, (4.7.2)

so that

F (0) = 0 and F (1)(z) = f(z), (4.7.3)
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then

E
(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a+ 1)

 t∫
0

f(u)du

 (s) = −1

s

p∏
j=1

Γ(λj)
q∏
j=1

Γ(µj + σj)

q∏
j=1

Γ(µj)
p∏
j=1

Γ(λj + ρj)

E
(λj ,ρj ;p)

(µj ,σj ;q)
(z, s, a)[f(t)](s),

(4.7.4)

Proof. Our demonstration of the assertion (4.7.4) of Theorem 4.7.2 is fairly

straightforward. We, therefore, skip the details involved.
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EXTENDED HURWITZ-LERCH ZETA FUNCTION
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5
A STUDY OF COMPOSITION FORMULAE

FOR FRACTIONAL INTEGRAL OPERATORS

INVOLVING THE PRODUCT OF

FUNCTIONS Eϑ;d
δ,κ (z; q, σ, ζ), Φ

λj ;ρjP

µj ;σjQ
(z, s, a) and

SUV [z]

The main findings of this chapter have bearing on the following paper detailed

below:

1. N. Jolly and R. JAIN (2016). AN INVESTIGATION OF COMPO-

SITION FORMULAE FOR FRACTIONAL INTEGRAL OPERATORS,

Palestine Journal of Mathematics, (Accepted).
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In this chapter, we study a pair of class of fractional integral operators whose

kernel involve the product of SUV [z], Eϑ;d
δ,κ (z; q, σ, ζ) and Φ

λj ;ρjP
µj ;σjQ

(z, s, a) which

stand for SUV polynomial, generalized extended Mittag-Leffler function and ex-

tended Hurwitz-Lerch Zeta function. Next, we derive three new and interesting

composition formulae for the operators of our study. The operators of our study

are quite general in nature and may be considered as extensions of a number of

simpler fractional integral operators studied from time to time by several authors.

By suitably specializing the coefficients and the parameters of functions involved

in our fractional integral operators we can get a large number of expressions for

the composition of fractional integral operators. Finally, as an application of our

main findings we obtain three interesting integrals which are believed to be new.
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5. A STUDY OF COMPOSITION FORMULAE FOR
FRACTIONAL INTEGRAL OPERATORS INVOLVING THE
PRODUCT OF FUNCTIONS Eϑ;D

δ,κ (Z;Q, σ, ζ), ΦλJ ;ρJP
µJ ;σJQ

(Z, S,A) AND

SUV [Z]

5.1 INTRODUCTION

In this chapter, Λ will denote the class of function f(t) for which

f(t) =


O{|t|ζ}; max{|t|} → 0

O{|t|w1e−w2|t|}; min{|t|} → ∞.
(5.1.1)

The fractional integral operators studied herein will be defined and represented

in the following manner:

Iη,ρx {f(t)} = x−η−ρ−1
x∫

0

tη(x− t)ρSUV
[
y1

(
t

x

)η1 (
1− t

x

)ρ1]
Eϑ;d
δ,κ

(
w

(
1− t

x

)ρ0
; q, σ, ζ

)

∗ Φ
λj ;ρjP
µj ;σjQ

(
y2

(
t

x

)η2 (
1− t

x

)ρ2
, s, a

)
f(t)dt, (5.1.2)

where f(t) ∈ Λ,

min{R (η + ς + 1, ρ+ 1)} > 0 and min(ρ0, η1, ρ1) > 0 and

SUV [z], Eϑ;d
δ,κ (z; q, σ, ζ) and Φ

λj ;ρjP
µj ;σjQ

(z, s, a) occurring in (5.1.2) stand for SUV poly-

nomial, generalized extended Mittag-Leffler function and extended Hurwitz-Lerch

Zeta function and defined by (1.1.44) in chapter 1, (2.1.9) chapter 2 and (3.1.4)

chapter 3 respectively.

Jη
′,ρ′

t {f(z)} =tη
′

∞∫
t

z−η
′−ρ′−1(z − t)ρ′SU ′V ′

[
y′1

(
t

z

)η′1 (
1− t

z

)ρ′1]
Eϑ′;d′

δ′,κ′

(
w′
(

1− t

z

)ρ′0
; q′, σ′, ζ ′

)

∗ Φ
λ′j ;ρ

′
jP
′

µ′j ;σ
′
jQ
′

(
y′2

(
t

z

)η′2 (
1− t

z

)ρ′2
, s′, a′

)
f(z)dz, (5.1.3)

provided that
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R(w2) > 0 or R(w2) = 0 and min{R (η′ − w1)} > 0;

R(ρ′ + 1) > 0, min(ρ′0, η
′
1, ρ
′
1) ≥ 0.

On suitably specializing the parameters involved in the functions SUV [z], Eϑ;d
δ,κ (z; q, σ, ζ)

and Φ
λj ;ρjP
µj ;σjQ

(z, s, a) our fractional integral operators can be easily reduced to left-

and right-sided generalized fractional integral operators involving the Gauss hy-

pergeometric function and classical Riemann-Liouville left- and right-sided frac-

tional integral operators.

2. MAIN RESULTS

Result 1

Iη
′,ρ′

x [Jη,ρt {f(z)}] =
1

x

x∫
0

F
(z
x

)
f(z)dz +

∞∫
x

1

z
F ∗
(x
z

)
f(z)dz, (5.1.4)

where

F (t) =
Γ(ζ)Γ(ζ ′)Γ(η + η′ + η1R + η′1R

′ + η2n+ η′2m+ 1)

Γ(σ)Γ(σ′)Γ(d− ϑ)Γ(d′ − ϑ′)Γ(ϑ)Γ(ϑ′)

∞∑
n=0

∞∑
m=0

[V/U ]∑
R=0

[V ′/U ′]∑
R′=0

(−V )UR(−V ′)U ′R′AV,RAV ′,R′
R!R′!

P∏
j=1

(λj)nρj
P ′∏
j=1

(λ′j)mρ′j

n!m!
Q∏
j=1

(µj)nσj
Q′∏
j=1

(µ′j)mσ′j

1

(n+ a)s
1

(m+ a′)s′
yR1 (y′1)

R′
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FRACTIONAL INTEGRAL OPERATORS INVOLVING THE
PRODUCT OF FUNCTIONS Eϑ;D

δ,κ (Z;Q, σ, ζ), ΦλJ ;ρJP
µJ ;σJQ

(Z, S,A) AND

SUV [Z]

(y2)
n(y′2)

mtη+η1R+η2n(1− t)ρ+ρ′+ρ1R+ρ′1R
′+nρ2+mρ′2+1

·H0,4:1,0;1,1;1,1;1,2;1,2
4,4:0,1;1,2;1,2;3,1;3,1



−t
−w(1− t)ρ0
−w′(1− t)ρ′0

1
q
1
q′

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

A∗ : C∗

B∗ : D∗


, (5.1.5)

where

A∗ = (1− η − η′ − ρ− ρ′ − (ρ′1 + η′1)R
′ − (ρ1 + η1)R + (ρ2 + η2)n− (ρ′2 + η′2)m; 1, ρ0, ρ

′
0, 0, 0),

(−ρ′ − ρ′1R′ − ρ′0m; 1, 0, ρ′0, 0, 0), (1− ϑ; 0, 1, 0, 1, 0), (1− ϑ′; 0, 0, 1, 0, 1)

B∗ = (1− η − η′ − ρ− ρ′ − (ρ′1 + η′1)R
′ − (ρ1 + η1)R + (ρ2 + η2)n− (η′2 + ρ′2)m; 0, ρ0, ρ

′
0, 1, 0),

(−1− η − η′ − ρ′ − η1R− (ρ′1 + η′1)R
′ − η2n− η′2m; 1, 0, ρ′0, 0, 0), (1− d; 0, 1, 0, 2, 0),

(1− d′; 0, 0, 1, 0, 2)

C∗ = −; (1− d, 1); (1− d′, 1); (1, 1), (1− d+ ϑ, 1), (ζ, 1); (1, 1), (1− d′ + ϑ′, 1), (ζ ′, 1)

D∗ = (0, 1); (0, 1), (1− κ, δ); (0, 1), (1− κ′, δ′); (ρ, 1); (ρ′, 1),

and F ∗(t) can be obtained from F(t) by interchanging the parameters with dashes

with those without dashes and following conditions are satisfied

where f(t) ∈ Λ

R(η′ + η + ς) > −2,R(ρ+ ρ′ + ρ′0 + ρ0) > −2

R(w2) > 0 or R(w2) = 0 and R (η′ − w1) > 0


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Result 2

Iη
′,ρ′

x [Iη,ρt {f(z)}] =
1

x

x∫
0

G
(z
x

)
f(z)dz, (5.1.6)

where

G(X) =
Γ(ζ)Γ(ζ ′)

Γ(σ)Γ(σ′)Γ(d− ϑ)Γ(d′ − ϑ′)Γ(ϑ)Γ(ϑ′)

∞∑
n=0

∞∑
m=0

[V/U ]∑
R=0

[V ′/U ′]∑
R′=0

(−V )UR(−V ′)U ′R′AV,RAV ′,R′
R!R′!

·

P∏
j=1

(λj)nρj
P ′∏
j=1

(λ′j)mρ′j

n!m!
Q∏
j=1

(µj)nσj
Q′∏
j=1

(µ′j)mσ′j

1

(n+ a)s
1

(m+ a′)s′
yR1 (y′1)

R′(y2)
n(y′2)

mXη′+η′1R
′+η′2m

·(1−X)ρ+ρ
′+ρ1R+ρ′1R

′+nρ2+mρ′2+1H0,4:1,0;1,1;1,2;1,2;1,2
4,3:0,1;1,2;2,3;3,1;3,1



X
w(1−X)ρ0

w′(1−X)ρ
′
0

1
q
1
q′

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

A∗∗ : C∗∗

B∗∗ : D∗∗


,

(5.1.7)

where

A∗∗ = (η − η′ − ρ′ − ρ′1R′ − ρ′2m+ η2n+ η1R− η′1R′ − η′2m; 1, 0, ρ′0, 0, 0),

(−ρ− ρ1R− ρ2n; 1, ρ0, 0, 0, 0), (1− ϑ; 0, 1, 0, 1, 0), (1− ϑ′; 0, 0, 1, 0, 1)

B∗∗ = (−2− ρ− ρ′ − ρ1R− ρ2n− ρ′1R′ − ρ′2m; 1, ρ0, ρ
′
0, 0, 0),

(1− d; 0, 1, 0, 2, 0), (1− d′; 0, 0, 1, 0, 2)

C∗∗ = −; (1− d, 1); (1− d′, 1), (−ρ− ρ′1R− ρ′2m, ρ′0);

(1, 1), (1− d+ ϑ, 1), (ζ, 1); (1, 1), (1− d′ + ϑ′, 1), (ζ ′, 1)


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D∗∗ = (0, 1); (0, 1), (1− κ, δ);

(0, 1), (1− κ′, δ′), (η − η′ − ρ′ − ρ′1R′ − ρ′2m+ η2n+ η1R− η′1R′ − η′2m; ρ′0);

(σ, 1); (σ′, 1)


and following conditions are satisfied

where f(t) ∈ Λ

R(η′ + η + ς) > −2,R(ρ+ ρ′ + ρ′0 + ρ0) > −2

min{η1, η′1, ρ1, ρ′1} ≥ 0


Result 3

Jη,ρx [Jη
′,ρ′

t {f(z)}] =

∞∫
x

1

z
G∗
(x
z

)
f(z)dz, (5.1.8)

where G(x) is given by (5.2.2), f(t) ∈ Λ exists and following conditions are

satisfied

R(w2) > 0 or R(w2) = 0 and R (η + η′ − w1) > 0;

R (ρ+ ρ′ + ρ′0 + ρ0) > −2, min{η1, η′1, ρ1, ρ′1} ≥ 0


Proof of (5.1.4),(5.1.8) & (5.1.6): In order to prove Result 1, we proceed

by expressing I- and J-operators in the left hand side of (5.1.4) in their integral

forms with the help of (5.1.2) and (5.1.3), we obtain
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Iη
′,ρ′

x [Jη,ρt {f(z)}] = xη−ρ−1
x∫

0

tη(x− t)ρSUV
[
y

(
t

x

)η1 (
1− t

x

)ρ1]
Eϑ;d
δ,κ

(
w

(
1− t

x

)ρ0
; q, σ, ζ

)

· Φλj ;ρjP
µj ;σjQ

(
y2

(
t

x

)η2 (
1− t

x

)ρ2
, s, a

)
tη
′

∞∫
t

z−η
′−ρ′−1(z − t)ρ′SU ′V ′

[
y′
(
t

z

)η′1 (
1− t

z

)ρ′1]

· Eϑ′;d′

δ′,κ′

(
w′
(

1− t

z

)ρ′0
; q′, σ′, ζ ′

)
Φ
λ′j ;ρ

′
jP
′

µ′j ;σ
′
jQ
′

(
y′2

(
t

z

)η′2 (
1− t

z

)ρ′2
, s′, a′

)
f(z)dzdt

(5.1.9)

Next, we interchange the order of t- and z- integrals (which is permissible under

the conditions stated) and obtain the following after a little simplification:

Iη
′,ρ′

x [Jη,ρt {f(z)}] =

x∫
0

f(z)

z∫
0

g(x, z, t)dtdz +

∞∫
x

f(z)

x∫
0

g(x, z, t)dtdz

=

x∫
0

f(z)I1dz +

∞∫
x

f(z)I2dz (say) (5.1.10)

where

g(x, z, t) = x−η−ρ−1tη+η
′
(x− t)ρ(z − t)ρ′z−η′−ρ′−1SUV

[
y

(
t

x

)η1 (
1− t

x

)ρ1]
· Eϑ;d

δ,κ

(
w

(
1− t

x

)ρ0
; q, σ, ζ

)
Φ
λj ;ρjP
µj ;σjQ

(
y2

(
t

x

)η2 (
1− t

x

)ρ2
, s, a

)
· SU ′V ′

[
y′
(
t

z

)η′1 (
1− t

z

)ρ′1]
Eϑ′;d′

δ′,κ′

(
w′
(

1− t

z

)ρ′0
; q′, σ′, ζ ′

)

· Φλ′j ;ρ
′
jP
′

µ′j ;σ
′
jQ
′

(
y′2

(
t

z

)η′2 (
1− t

z

)ρ′2
, s′, a′

)
(5.1.11)
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and

I1 =

z∫
0

g(x, z, t)dt and I2 =

x∫
0

g(x, z, t)dt.

To evaluate I1, we first express both the generalised extended Mittag-Leffler func-

tions in terms of their respective contour integral forms using (2.1.9). Next, ex-

press both the SVU polynomials and extended Hurwitz-Lerch Zeta functions in

terms of their respective series with the help of (1.1.44) and (1.1.63). Further, on

interchanging the order of summations and contour integral, we get

I1 =

(
1

2πω

)4
Γ(ζ)Γ(ζ ′)

Γ(σ)Γ(σ′)Γ(d− ϑ)Γ(d′ − ϑ′)Γ(ϑ)Γ(ϑ′)

∞∑
n=0

∞∑
m=0

[V/U ]∑
R=0

[V ′/U ′]∑
R′=0

(−V )UR(−V ′)U ′R′AV,RAV ′,R′
R!R′!

P∏
j=1

(λj)nρj
P ′∏
j=1

(λ′j)mρ′j

n!m!
Q∏
j=1

(µj)nσj
Q′∏
j=1

(µ′j)nσ′j

1

(n+ a)s
1

(m+ a′)s′
yR1 (y′1)

R′(y2)
n(y′2)

m

∫
L1

...

∫
L4

z∫
0

tη+η
′+η1R+η′1R

′+η2n+η′2mx−η−ρ−(η1+ρ1)R−ρ0ξ2−(η2+ρ2)n−1(x− t)ρ+ρ1R+ρ0ξ2+ρ2n

(z − t)ρ′+ρ′1R′+ρ′0ξ4+ρ′2mz−η′−ρ′−(η′2+ρ′2)m−(η′1+ρ′1)R′−ρ′0ξ4−1Γ(−ξ1)Γ(ξ2)Γ(σ − ξ2)
Γ(ζ − ξ2)

Γ(ϑ+ ξ1 + ξ2)Γ(d− ϑ+ ξ2)Γ(d+ ξ1)

Γ(d+ ξ1 + 2ξ2)Γ(κ+ δξ1)
q−ξ2(−ω)ξ1

Γ(−ξ3)Γ(ξ4)Γ(σ′ − ξ4)
Γ(ζ ′ − ξ4)

Γ(ϑ′ + ξ4 + ξ3)Γ(d′ − ϑ′ + ξ4)Γ(d′ + ξ3)

Γ(d′ + ξ3 + 2ξ4)Γ(κ′ + δ′ξ3)
(q′)−ξ4(−ω′)ξ3dtdξ1 · · · dξ4 (5.1.12)

Now, we substitute t = uz in (5.1.12) and evaluate the u-integral using the known

result[53, p. 47, Eq.(16)]. Finally, re-interpreting the result in terms of the Mul-

tivariable H-function we obtain I1.

In order to evaluate I2, we proceed on similar lines as mentioned above substi-
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tuting t = ux. On substituting the values of I1 and I2 in (5.1.10), we get the

required result.

Similarly, we can prove the results (5.1.6) and (5.1.8) with the help of

the results given by [53, p.60, Eq.(5)], so we omit the details.

5.2 APPLICATIONS

In this section we first give the application of result 1. Thus, on taking both SVU

polynomials and extended Hurwitz-Lerch Zeta functions equal to unity and taking

f(z) = (1− γz)l therein, we arrive at the following after a little simplification:

x−η−1
x∫

0

tη+l
(

1− t

x

)ρ(
1− 1

γt

)ρ′+l+1

H0,4:1,1;1,1;1,0;1,2;1,2
4,3:1,2;3,1;0,1;3,1;3,1



−w
(
1− t

x

)ρ0
−w′

(
1− 1

γt

)ρ′0
−1
γt
1
q
1
q′

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

I∗ : K∗

J∗ : L∗


dt

= (1− γx)ρ+ρ
′+l+2

{
H0,6:1,1;1,1;1,1;1,0;1,2;1,2

6,6:1,1;1,2;1,2;0,1;3,1;3,1



−1
−w(1− γx)ρ0

−w′(1− γx)ρ
′
0

−γx
1
q
1
q′

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

P ∗ : R∗

Q∗ : S∗


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+

(
−1

γx

)ρ′+ρ+2

H0,6:1,1;1,1;1,1;1,0;1,2;1,2
6,6:1,1;1,2;1,2;0,1;3,1;3,1



−1

−w
(

1− 1
γx

)ρ0
−w′

(
1− 1

γx

)ρ′0
− 1
γx
1
q
1
q′

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

E∗ : G∗

F ∗ : H∗


}
, (5.2.1)

where

I∗ = (1− ϑ; 1, 0, 0, 1, 0), (1− ϑ′; 0, 1, 0, 0, 1),

(−ρ′; 0, ρ′0, 1, 0, 0), (−ρ′ − η′; 0, ρ′0, 1, 0, 0)

J∗ = (1− d; 1, 0, 0, 2, 0), (1− d′; 0, 1, 2, 0, 0), (l − η′ − ρ′; 0, ρ′0, 1, 0, 0)

K∗ = (1− d, 1); (1− d′, 1);−;

(1, 1), (1− d+ ϑ, 1), (ζ, 1); (1, 1), (1− d′ + ϑ′, 1), (ζ ′, 1)

L∗ = (0, 1), (1− κ, δ); (0, 1), (1− κ′, δ′), (1− ρ− η′ − l, ρ′0); (0, 1); (σ, 1); (σ′, 1)


P ∗ = (−1− η − η′ − ρ− ρ′; 1, ρ0, ρ

′
0, 0, 0, 0), (−ρ′; 1, 0, ρ′0, 0, 0, 0),

(1− ϑ; 0, 1, 0, 0, 1, 0), (1− ϑ′; 0, 0, 1, 0, 0, 1),

(1− ρ− ρ′ − η − l; 1, ρ0, ρ
′
0, 0, 0, 0), (−1− ρ− ρ′; 0, ρ0, ρ

′
0, 1, 0, 0)

Q∗ = (−1− η − η′ − ρ− ρ′; 0, ρ0, ρ
′
0, 0, 0, 0), (−1− η − η′ − ρ′; 1, 0, ρ′0, 0, 0, 0),

(1− d; 0, 1, 0, 0, 2, 0), (1− d′; 0, 0, 1, 0, 0, 2),

(−1− ρ− ρ′ − η − l; 1, ρ0, ρ
′
0, 0, 0, 0), (−1− η − ρ− ρ′; 1, ρ0, ρ

′
0, 0, 0, 0)


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R∗ = (1− η, 1); (1− d, 1); (1− d′, 1);−;

(1, 1), (1− d+ ϑ, 1), (ζ, 1); (1, 1), (1− d′ + ϑ′, 1), (ζ ′, 1)

S∗ = (0, 1); (0, 1), (1− κ, δ); (0, 1), (1− κ′, δ′); (0, 1); (σ, 1); (σ′, 1)


E∗ = (−1− η − η′ − ρ− ρ′; 1, 0, ρ0, ρ

′
0, 0, 0), (−ρ; 1, 0, ρ0, 0, 0, 0),

(1− ϑ; 0, 0, 1, 0, 0, 1), (1− ϑ′; 0, 1, 0, 0, 1, 0), (−1− ρ− ρ′ − η′; 1, 0, ρ0, ρ
′
0, 0, 0),

(−1− ρ− ρ′; 0, 1, ρ0, ρ
′
0, 0, 0)

F ∗ = (−1− η − η′ − ρ− ρ′; 0, 0, ρ0, ρ
′
0, 0, 0), (−1− η − η′ − ρ; 1, 0, ρ0, 0, 0, 0),

(1− d; 0, 0, 1, 0, 0, 2),

(1− d′; 0, 0, 0, 1, 2, 0), (−1− ρ− ρ′ − η′; 1, 0, ρ0, ρ
′
0, 0, 0),

(−1− η′ − ρ− ρ′ − l; 1, 0, ρ0, ρ
′
0, 0, 0)

G∗ = (1− η′ − l, 1); (1− d, 1); (1− d′, 1);−;

(1, 1), (1− d+ ϑ, 1), (ζ, 1); (1, 1), (1− d′ + ϑ′, 1), (ζ ′, 1)

H∗ = (0, 1); (0, 1), (1− κ, δ); (0, 1), (1− κ′, δ′); (0, 1); (σ, 1); (σ′, 1)


provided the conditions obtainable from result 1 are satisfied. Again, on taking

f(z) = ez and considering Φ
λj ;ρjP
µj ;σjQ

(z, s, a) and SUV [z] equal to unity in result 2,

we arrive at the following result after a little simplification:

1

x

x∫
0

(z
x

)n
ez
(

1− z

x

)ρ′+ρ+1

H0,4:1,2;1,1;1,0;1,2;1,2
4,3:2,3;1,2;0,1;3,1;3,1



w′(1− z
x
)ρ
′
0

w(1− z
x
)ρ0

−(1− z
x
)

1
q
1
q′

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

A∗∗ : C∗∗

B∗∗ : D∗∗


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FRACTIONAL INTEGRAL OPERATORS INVOLVING THE
PRODUCT OF FUNCTIONS Eϑ;D

δ,κ (Z;Q, σ, ζ), ΦλJ ;ρJP
µJ ;σJQ

(Z, S,A) AND

SUV [Z]

= H0,2:1,2;1,2;1,2;1,2;1,2
2,4:2,2;2,2;2,1;3,1;3,1



w′

w
−x
1
q
1
q′

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

E∗∗ : G∗∗

F ∗∗ : H∗∗


(5.2.2)

where

A∗∗ = (1− ϑ′; 1, 0, 0, 1, 0), (1− ϑ; 0, 1, 0, 0, 1), (−ρ; 0, ρ0, 1, 0, 0), (η − η′ − ρ′; ρ′0, 0, 1, 0, 0)

B∗∗ = (1− d′; 2, 0, 0, 1, 0), (1− d; 0, 2, 0, 0, 1), (−1− ρ− ρ′; ρ′0, ρ0, 1, 0, 0)

C∗∗ = (1− d′, 1), (−ρ′, ρ′0); (1− d, 1);−; (1, 1), (1− d′ + ϑ′), (ζ ′, 1);

(1, 1), (1− d+ ϑ), (ζ, 1)

D∗∗ = (0, 1), (1− κ′, δ′), (η − η′ − ρ′, ρ′0); (0, 1), (1− κ, δ); (0, 1); (ρ′, 1); (ρ, 1)


E∗∗ = (1− ϑ′; 1, 0, 0, 1, 0), (1− ϑ; 0, 1, 0, 0, 1)

F ∗∗ = (1− d′; 2, 0, 0, 1, 0), (1− d; 0, 2, 0, 0, 1), (−1− η′ − ρ′; ρ′0, 0, 1, 0, 0),

(−1− η − ρ; 0, ρ0, 1, 0, 0)

G∗∗ = (1− d′, 1), (−ρ′, ρ′0); (1− d, 1), (−ρ, ρ0); (−η′, 1), (−η, 1);

(1, 1), (1− d′ + ϑ′), (ζ ′, 1); (1, 1), (1− d+ ϑ), (ζ, 1)

H∗∗ = (0, 1), (1− κ′, δ′); (0, 1), (1− κ, δ); (0, 1); (ρ′, 1); (ρ, 1)

provided the conditions obtainable from result 2 are satisfied.

Finally, in result 2 if we take f(z) = 2F1

(
a, b; c;

(
α− z

x

)m)
and consider both

extended Hurwitz-Lerch Zeta functions equal to unity we obtain the following

after a little simplification:
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x−η
′−ρ′−1

x∫
0

t∫
0

tη
′−η−ρ−1(x− t)ρ′(t− z)ρzηEϑ;d

δ,κ

(
w
(

1− z

t

)ρ0
; q, σ, ζ

)
SUV

[
y
(z
t

)η1 (
1− z

t

)ρ1]

· Eϑ′;d′

δ′,κ′

(
w′
(

1− t

x

)ρ′0
; q′, σ′, ζ ′

)
SU
′

V ′

[
y′
(
t

x

)η′1 (
1− t

x

)ρ′1]
2F1

(
a, b; c;

(
α− z

x

)m)
dzdt

=
Γ(ζ)Γ(ζ ′)Γ(η + η1R + 1)Γ(c)

Γ(σ)Γ(σ′)Γ(d− ϑ)Γ(d′ − ϑ′)Γ(ϑ)Γ(ϑ′)Γ(a)Γ(b)

[V/U ]∑
R=0

[V ′/U ′]∑
R′=0

(−V )UR(−V ′)U ′R′AV,RAV ′,R′
R!R′!

·yR(y′)R
′
(

1− 1

α

)ρ+ρ′+η1R+η′1R
′+2

H0,7:1,0;1,1;1,1;1,2;1,2;1,2;1,0
7,6:0,1;1,2;1,2;3,1;3,1;2,2;0,1



−(1− x)
(
1− 1

α

)
−w(1− x)ρ0

(
1− 1

α

)ρ0
−w′(1− x)ρ

′
0

(
1− 1

α

)ρ′0
1
q
1
q′

−(α− 1)m
1
α

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

M∗ : O∗

N∗ : P ∗


(5.2.3)

where

M∗ = (−η + η′ − ρ− (ρ1 + η1)R + η′1R
′; 1, ρ0, 0, 0, 0, 0, 0), (−ρ− η1R; 0, ρ0, 0, 0, 0, 0, 0),

(−ρ′ − η′1R′; 1, 0, 0, 0, , ρ′0, 0, 0), (1− ϑ; 0, 1, 0, 1, 0, 0, 0),

(1− ϑ′; 0, 0, 1, 0, 1, 0, 0), (−2− ρ− ρ′ − η − 2η1R− η′1R′; 1, ρ0, ρ
′
0, 0, 0,m, 1),

(−1− ρ− ρ′ − η1R− η′1R′; 1, ρ0, ρ
′
0, 0, 0, 0, 1)

N∗ = (1− ρ− ρ′ − ρ′0R′ − ρ0R; 1, ρ0, ρ
′
0, 0, 0, 0, 0),

(−η − η′ − ρ− η′1R′ − (ρ1 + η1)R; 0, ρ, 0, 0, 0, 0, 0),

(1− d; 0, 2, 0, 1, 0, 0, 0), (1− d′; 0, 0, 2, 0, 1, 0, 0),

(−1− ρ− ρ′ − η − 2η1R− η′1R′; 1, ρ0, ρ
′
0, 0, 0, 0, 0),

(−2− ρ− ρ′ − η − 2η1R− η′1R′; 1, ρ0, ρ
′
0, 0, 0, 0, 1)


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δ,κ (Z;Q, σ, ζ), ΦλJ ;ρJP
µJ ;σJQ

(Z, S,A) AND

SUV [Z]

O∗ = −; (1− d, 1); (1− d′, 1); (1, 1), (1− d+ ϑ, 1), (ζ, 1); (1, 1), (1− d′ + ϑ′, 1), (ζ ′, 1);

(1− a, 1), (1− b, 1), (0, 1);−

P ∗ = (0, 1); (0, 1), (1− κ, δ); (0, 1), (1− κ′, δ′); (σ, 1); (σ′, 1); (1− c, 1); (0, 1)


provided the conditions obtainable from result 2 are satisfied.
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6
SOLUTIONS OF FRACTIONAL

DIFFERENTIAL EQUATIONS INVOLVING

HILFER DERIVATIVE OPERATORS AND AN

INTEGRAL OPERATOR INVOLVING

H-FUNCTION

The main findings of this chapter have been published as detailed below:

1. N. JOLLY, P. HARJULE and R. JAIN (2017). FRACTIONAL DIF-

FERENTIAL EQUATION ASSOCIATED WITH AN INTEGRAL OPERATOR

WITH THE H-FUNCTION IN THE KERNEL, Global Journal of Pure and Ap-

plied Mathematics, 13(7), 3505–3517.

2. N. JOLLY, P. HARJULE and R. JAIN (2018). ON THE SOLUTION

OF GENERAL FAMILY OF FRACTIONAL DIFFERENTIAL EQUATION IN-

VOLVING HILFER DERIVATIVE OPERATOR AND H-FUNCTION, Int. J.

Math. And Appl., 6(1-A), 155–162.

3. P. HARJULE, N. JOLLY and R. JAIN (2017). A SOLUTION OF
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FRACTIONAL DIFFERENTIAL EQUATION INVOLVING HILFER DERIVA-

TIVE OPERATOR, Journal of Indian Acad. Math., 39(2), 255–263.

114



In this chapter, first we define the H-function, the Mittag-Leffler function, it’s

various generalizations and certain fractional integral operators that we will be

using in our study. Next, we define Laplace transform and provide some necessary

results required in finding solutions of fractional differential equations involving

Hilfer derivative operator and an integral operator involving H-function.

Further, we define a General Family of fractional differential equations. Then

we consider generalized form of aforementioned equations and find it’s solution

in form of theorem 1. On account of general nature of theorem 1 we can obtain

a number of special cases by taking special values of the parameters involved

therein. We mention here two believed to be new and three known special cases.

Next, we formulate theorem 2 by considering α1 = α2 = α and c = 0 in theorem

1. Furthermore, we obtain two unknown and three known special cases by spe-

cializing parameters of H-function and various other parameters involved therein.

By giving numerical values to the parameters in the functions and the operators

involved in theorem 2 we have plotted some graphs with the help of MATLAB

SOFTWARE.

Next, we obtain solution of another fractional differential equation and present it

in form of theorem 3. Finally, by specializing the parameters occuring therein we

can obtain a number of special cases of our theorem. However, here we mention

only two known and two unknown special cases.
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6. SOLUTIONS OF FRACTIONAL DIFFERENTIAL EQUATIONS
INVOLVING HILFER DERIVATIVE OPERATORS AND AN
INTEGRAL OPERATOR INVOLVING H-FUNCTION

6.1 INTRODUCTION

6.1.1 THE H-FUNCTION

The H-function was introduced by Inayat Hussain [23] and studied by Bushman

and Srivastava [3]. It is defined and represented in the following manner:

H
m,n

p,q

z
∣∣∣∣∣∣

(ej, Ej;∈j)1,n, (ej, Ej)n+1,p

(fj, Fj)1,m, (fj, Fj;=j)m+1,q

 =
1

2πω

∫
L

Θ(ξ)zξdξ, (6.1.1)

where, ω =
√
−1, z ∈ C \ {0}, C being the set of complex numbers,

Θ(ξ) =

m∏
j=1

Γ(fj − Fjξ)
n∏
j=1

{Γ(1− ej + Ejξ)}∈j

q∏
j=m+1

{Γ(1− fj + Fjξ)}=j
p∏

j=n+1

Γ(ej − Ejξ)
, (6.1.2)

and

1 5 m 5 q and 0 5 n 5 p (m, q ∈ N = {1, 2, 3, · · · }; n, p ∈ N0 = N∪{0}),

(6.1.3)

The nature of contour L in (6.1.1) and various conditions on its parameters can

be seen in the paper by Gupta, Jain and Agarwal [17].

6.1.2 THE MITTAG-LEFFLER FUNCTION AND IT’S

GENERALIZATIONS

The familiar Mittag-Leffler function Eδ(z) [43] is defined by the following series:

Eδ(z) :=
∞∑
n=0

zn

Γ(δn+ 1)
=: Eδ,1(Z) (δ ∈ C; R(δ) > 0). (6.1.4)
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It’s first generalization Eδ,κ(z) was introduced by Wiman [81] , defined and

represented in the following manner:

Eδ,κ(z) :=
∞∑
n=0

zn

Γ(δn+ κ)
(δ, κ ∈ C; R(δ) > 0, R(κ) > 0). (6.1.5)

A further generalization of Eδ,κ(z) was given by Prabhakar [51] as follows:

Eϑ
δ,κ(z) :=

∞∑
n=0

(ϑ)n
Γ(δn+ κ)

zn

n!
(κ, δ, ϑ ∈ C; R(δ) > 0,R(κ) > 0,R(ϑ) > 0).

(6.1.6)

6.1.3 THE LAPLACE TRANSFORM

The Laplace transform L[f(x)](s) of the function f(x) is defined as follows:

L[f(x)](s) =

∫ ∞
0

e−sx f(x)dx
(
R(s) > 0

)
, (6.1.7)

provided that the integral exists.

The following Laplace transform formula for the generalized Mittag-Leffler func-

tion Eϑ
δ,κ(z) was given by Prabhakar [51]:

L[xκ−1Eϑ
δ,κ(ωx

δ)](s) =
sϑδ−κ

(sδ − ω)ϑ
(6.1.8)

(δ, ω, ϑ ∈ C;R(κ) > 0;R(s) > 0; | ω
sδ
| < 1).

6.1.4 FRACTIONAL INTEGRAL OPERATORS

The Riemann-Liouville fractional integral and derivative operator Iµa+ and Dµ
a+,

which are defined by (see, for details, [29], [42] and [55])
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(Iµa+f)(x) =
1

Γ(µ)

∫ x

a

f(t)

(x− t)1−µ
dt

(
R(µ) > 0

)
(6.1.9)

and

(Dµ
a+f)(x) =

(
d

dx

)n
(In−µa+ f)(x)

(
R(µ) > 0; n = [R(µ)] + 1), (6.1.10)

([x] denotes the greatest integer in the real number x)

will be required during the course of our study in this chapter.

Hilfer [20] generalized the operator in (6.1.10) and defined a general fractional

derivative operator Dµ,ν
a+ of order 0 < µ < 1 and type 0 5 ν 5 1 with respect to

x as follows:

(Dµ,ν
a+ f)(x) =

(
I
ν(1−µ)
a+

d

dx

(
I
(1−ν)(1−µ)
a+ f

))
(x). (6.1.11)

Eq.(6.1.11) yields the classical Riemann-Liouville fractional derivative operator

Dµ
a+ when ν = 0 and for ν = 1 it reduces to the fractional derivative operator

introduced by Joseph Liouville (1809-1882) in 1832, which is called the Liouville-

Caputo fractional derivative operator (see [13], [29] and [79]).

In our present investigation we make use of an integral operator with H-function

in its kernel defined as follows:

(
H
w;m,n;γ

a+;p,q;β ϕ
)

(x) :=

∫ x

a

(x− t)β−1 Hm,n

p,q [w(x− t)γ]ϕ(t)dt (6.1.12)

(
R(β) > 0; w ∈ C\{0}; 1 5 m 5 q; 0 5 n 5 p; R(β)+ min

15j5m

{
R
(
γfj
Fj

)}
> 0

)
.

If we take w = 1,m = 1 and a = 0 in (6.1.12), we obtain an integral operator

introduced by Harjule(see for details [19, p.80, Eq.(5.1.10)]). Next, if we reduce
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H-function to the polylogarithm function of order η [8, p.30] in (6.1.12), we obtain

the following

(
F
w;1,1;γ
a+;1,2;β ϕ

)
(x) :=

∫ x

a

(x− t)β−1 F [w(x− t)γ, η]ϕ(t)dt (6.1.13)

(
R(β) > 0; w ∈ C \ {0}

)
,

provided that the integral exists.

Further, if we reduce H-function to the generalized Wright hypergeometric func-

tion [18, p.271, Eq.(7)] in (6.1.12), we get

(
ψ
w;p;γ

a+;q;β ϕ
)

(x) :=

∫ x

a

(x− t)β−1 pψq

 (ej, Ej;∈j)1,p

(fj, Fj;=j)1,q
;w(x− t)γ

ϕ(t)dt

(6.1.14)(
R(β) > 0; w ∈ C \ {0}; p 5 q + 1

)
,

provided that the integral exists then the Theorem can be specialized to the

following form.

Next, if we reduce H-function to the generalized Riemann zeta function [17, p.27,

section 1.11, Eq.(1)] in (6.1.12), we obtain

(
φw;1,2;γ0+;2,2;β ϕ

)
(x) :=

∫ x

0

(x− t)β−1 φ(w(x− t)γ, %, η)ϕ(t)dt (6.1.15)

(
R(β) > 0; w ∈ C \ {0}

)
,

provided that the integral exist.

Again, if we reduce H-function to the generalized Wright Bessel function [18,
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p.271, Eq.(8)] in (6.1.12), we obtain

(
J
w;1,0;γ

0+;0,2;β ϕ
)

(x) :=

∫ x

0

(x− t)β−1 Jζ,εϑ (w(x− t)γ)ϕ(t)dt (6.1.16)

(
R(β) > 0; w ∈ C \ {0}

)
,

provided that the integral exist.

6.1.5 REQUIRED RESULTS

First, we recall the following known result (see, for details, [78] and [79]):

L[(Dµ,ν
0+ f)(x)](s) = sµL[f(x)](s)−s−ν(1−µ)

(
I
(1−ν)(1−µ)
0+ f

)
(0+)

(
R(s) > 0; 0 < µ < 1

)
,

(6.1.17)

where the initial-value term:

(
I
(1−ν)(1−µ)
0+ f

)
(0+),

involves the Riemann-Liouville fractional integral (6.1.9) (with a = 0) of the

function f(t) of order

µ 7→ (1− ν)(1− µ), (6.1.18)

evaluated in the limit as x→ 0+.

Next, for a = 0, by using the Convolution Theorem for the Laplace Transform in

(6.1.7), we find from the definition (6.1.12) that
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L
[(

H
w;m,n;γ

0+;p,q;β ϕ
)

(x)
]

(s)

= L
[
xβ−1 H

m,n

p,q [wxγ]
]

(s) · L[ϕ(x)](s)

= s−βH
m,n+1

p+1,q

ws−γ
∣∣∣∣∣∣

(1− β, γ; 1), (ej, Ej;∈j)1,n, (ej, Ej)n+1,p

(fj, Fj)1,m, (fj, Fj;=j)m+1,q

Φ(s)

(6.1.19)(
R(s) > 0; γ > 0; R(β) + min

15j5m

{
R

(
γfj
Fj

)}
> 0

)
,

where,

Φ(s) := L[ϕ(x)](s)
(
R(s) > 0

)
.

In its special case when ϕ(x) ≡ 1, (6.1.19) immediately yields

L
[(

H
w;m,n;γ

0+;p,q;β 1
)

(x)
]

(s)

= s−β−1H
m,n+1

p+1,q

ws−γ
∣∣∣∣∣∣

(1− β, γ; 1), (ej, Ej;∈j)1,n, (ej, Ej)n+1,p

(fj, Fj)1,m, (fj, Fj;=j)m+1,q

 (6.1.20)

(
R(s) > 0; γ > 0; R(β) + min

15j5m

{
R

(
γfj
Fj

)}
> 0

)
.

Further, we state the following formulae [79] that will be used in the proof of

theorem 1:
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sβi(αi−1)

asα1 + bsα2 + c
=

1

b

(
sβi(αi−1)

sα2 + c
b

)(
1

1 + a
b
( sα1
sα2+ c

b
)

)
=

1

b

∞∑
r=0

(
− a

b

)r
sα1r+βiαi−βi

(sα2 + c
b
)r+1

= L

[
1

b

∞∑
r=0

(
− a

b

)r
x(α2−α1)r+α2+βi(1−αi)−1

· Er+1
α2,(α2−α1)r+α2+βi(1−αi)

(
− c

b
xα2

)]
(s) (i = 1, 2) (6.1.21)

and

F (s)

asα1 + bsα2 + c
=

1

b

∞∑
r=0

(
− a

b

)r(
sα1r

(sα2 + c
b
)r+1

F (s)

)
= L

[
1

b

∞∑
r=0

(
− a

b

)r
·
(
x(α2−α1)r+α2−1Er+1

α2,(α2−α1)r+α2

(
− c

b
xα2

)
∗ f(x)

)]
(s)

= L

[
1

b

∞∑
r=0

(
− a

b

)r(
Er+1
α2,(α2−α1)r+α2,− cb ;0+

f

)
(x)

]
(s). (6.1.22)

Now, we shall evaluate an important result which will be required in obtaining

our solution of fractional differential equation given by theorem 1. This result is

believed to be new and of importance by itself.

λ

(asα1 + bsα2 + c)
s−β−1 H

m,n+1

p+1,q

ws−γ
∣∣∣∣∣∣

(1− β, γ; 1), (ej, Ej;∈j)1,n, (ej, Ej)n+1,p

(fj, Fj)1,m, (fj, Fj;=j)m+1,q


= L

[
λ

b

∞∑
r=0

∞∑
j=0

(
− a

b

)r
(r + 1)j x

(α2−α1)r+α2(j+1)+β 1

j!

(
− c

b

)j

·Hm,n+1

p+1,q+1

wxγ
∣∣∣∣∣∣

(1− β, γ; 1), (ej, Ej;∈j)1,n, (ej, Ej)n+1,p

(fj, Fj)1,m, (fj, Fj;=j)m+1,q, (−α2j − (α2 − α1)r − α2 − β, γ; 1)

 ]
(6.1.23)

provided that the conditions stated in (6.1.1) and (6.1.7) are satisfied.
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Proof. We first express H-function in the form of contour integral and then in-

terchange the order of summation and integration(which is permissible under the

conditions stated) in the left hand side of (6.1.23)

=
λ

2πib

∫
L

∞∑
r=0

(
− a

b

)r
sα1r−γξ−β−1

(sα2 + c
b
)r+1

wξ Γ(β + γξ) Θ(ξ) dξ (6.1.24)

using (6.1.21) we get

=
λ

2πib

∫
L

L

[ ∞∑
r=0

(
− a

b

)r(
x(α2−α1)r+α2+γξ+β Er+1

α2,(α2−α1)r+α2+γξ+β+1

(
− c

b
xα2

)]
(s)

(6.1.25)

· Γ(β + γξ)Θ(ξ) dξ

Further, we express generalization of the Mittag-Leffler function in the series form

and reinterpret H-function in order to obtain the right hand side of (6.1.23).

6.2 A GENERAL FAMILY OF FRACTIONAL

DIFFERENTIAL EQUATIONS

The following family of fractional differential equations [79, p.803, Eq.(3.7)] was

introduced and studied by several authors [18, 22] on account of their importance

in dielectric relaxation in glasses.

a
(
Dα1,β1

0+ y
)

(x) + b
(
Dα2,β2

0+ y
)

(x) + cy(x) = g(x), (6.2.1)

where (
0 < α1 5 α2 < 1; 0 5 β1, β2 5 1 and a, b, c ∈ R

)
,
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in the space of Lebesgue integrable functions ( see [13, 78]) y ∈ L(0,∞) with

the initial conditions:

(
I
(1−βi)(1−αi)
0+ y

)
(0+) = Ci (i = 1, 2), (6.2.2)

where, without loss of generality, we assume that

(1− β1)(1− α1) 5 (1− β2)(1− α2).

If C1 <∞, then C2 = 0 unless (1− β1)(1− α1) = (1− β2)(1− α2).

In the present chapter, we shall study the following generalized form of fractional

differential equation given by (6.2.1) by establishing the following theorem.

THEOREM 1

The following fractional differential equation:

a
(
Dα1,β1

0+ y
)

(x) + b
(
Dα2,β2

0+ y
)

(x) + cy(x) = λ
(
H
w;m,n;γ

0+;p,q;β 1
)

(x) + f(x) (6.2.3)

(
0 < α1 5 α2 < 1; 0 5 β1 5 1; 0 5 β2 5 1; R(β) > 0; w ∈ C \ {0}; 1 5 m 5 q;

0 5 n 5 p; R(β) + min
15j5m

{
R

(
γfj
Fj

)}
> 0

)
,

with the initial condition:(
I
(1−βi)(1−αi)
0+ y

)
(0+) = Ci (i = 1, 2), (6.2.4)
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has its solution in the space L(0,∞) given by

y(x) =
1

b

∞∑
r=0

(−1)r
(
a

b

)r[
aC1x

(α2−α1)r+α2+β1(1−α1)−1Er+1
α2,(α2−α1)r+α2+β1(1−α1)

(
− c

b
xα2

)
+ bC2x

(α2−α1)r+α2+β2(1−α2)−1Er+1
α2,(α2−α1)r+α2+β2(1−α2)

(
− c

b
xα2

)
+ Er+1

α2,(α2−α1)r+α2,− cb ;0+
f(x)

+ λ
∞∑
j=0

(r + 1)j x
(α2−α1)r+α2(j+1)+β 1

j!

(
− c

b

)j

·Hm,n+1

p+1,q+1

wxγ
∣∣∣∣∣∣

(1− β, γ; 1), (ej, Ej;∈j)1,n, (ej, Ej)n+1,p

(fj, Fj)1,m, (fj, Fj;=j)m+1,q, (−α2j − (α2 − α1)r − α2 − β, γ; 1)

 ],
(6.2.5)

where C1, C2 and λ are arbitrary constants and the function f is suitably pre-

scribed.

Proof. We denote by Y (s) the Laplace transform of the function y(x), which

is given as in (6.1.7). Then, by applying the Laplace transform operator L to

each side of (6.2.3), and using the formulas (6.1.17) and (6.1.20) and the initial

condition (6.2.4), we find that

a(sα1Y (s)−C1 s
β1(α1−1)) + b(sα2Y (s)− C2 s

β2(α2−1)) + c Y (s)

= F (s) + λs−β−1H
m,n+1

p+1,q

ws−γ
∣∣∣∣∣∣∣∣

(1− β, γ; 1), (ej, Ej;∈j)1,n, (ej, Ej)n+1,p

(fj, Fj)1,m, (fj, Fj;=j)m+1,q


(6.2.6)

which readily yields

Y (s) =
aC1

(asα1 + bsα2 + c)
sβ1(α1−1) +

bC2

(asα1 + bsα2 + c)
sβ2(α2−1) +

F (s)

(asα1 + bsα2 + c)
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+
λ

(asα1 + bsα2 + c)
s−β−1 H

m,n+1

p+1,q

ws−γ
∣∣∣∣∣∣∣∣

(1− β, γ; 1), (ej, Ej;∈j)1,n, (ej, Ej)n+1,p

(fj, Fj)1,m, (fj, Fj;=j)m+1,q

 .
(6.2.7)

Using (6.1.21), (6.1.22) and (6.1.23) we obtain

Y (s) =L

[
1

b

∞∑
r=0

(
− a

b

)r[
aC1 x

(α2−α1)r+α2+β1(1−α1)−1Er+1
α2,(α2−α1)r+α2+β1(1−α1)

(
− c

b
xα2

)
+ bC2 x

(α2−α1)r+α2+β2(1−α2)−1Er+1
α2,(α2−α1)r+α2+β2(1−α2)

(
− c

b
xα2

)
+

(
Er+1
α2,(α2−α1)r+α2,− cb ;0+

f

)
(x)

+ λ
∞∑
j=0

(r + 1)j x
(α2−α1)r+α2(j+1)+β 1

j!

(
− c

b

)j

··Hm,n+1

p+1,q+1

wxγ
∣∣∣∣∣∣∣∣

(1− β, γ; 1), (ej, Ej;∈j)1,n, (ej, Ej)n+1,p

(fj, Fj)1,m, (fj, Fj;=j)m+1,q, (−α2j − (α2 − α1)r − α2 − β, γ; 1)

 ]](s).
(6.2.8)

Finally, by applying the inverse of Laplace transform, we get the solution (6.2.5)

asserted by the main theorem.

Corollary 1. If we reduce H-function occurring in the integral operator on

the right hand side of (6.2.3) to the function associated with Gaussian Model free

energy([1, p.4126, 4127, Eq.(23),(28)] and [23, p.98, Eq.(1.4)]), we observe that

the following fractional differential equation:

a
(
Dα1,β1

0+ y
)

(x) + b
(
Dα2,β2

0+ y
)

(x) = λ
(
F
w;1,1;γ
0+;1,2;β 1

)
(x) + f(x) (6.2.9)

(
0 < α1 5 α2 < 1; 0 5 β1 5 1; 0 5 β2 5 1; R(β) > 0; w ∈ C \ {0}

)
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with the initial condition (6.2.4) has its solution in the space L(0,∞) given by

y(x) =
1

b

∞∑
r=0

(−1)r
(
a

b

)r[
aC1x

(α2−α1)r+α2+β1(1−α1)−1Er+1
α2,(α2−α1)r+α2+β1(1−α1)

(
− c

b
xα2

)
+ bC2x

(α2−α1)r+α2+β2(1−α2)−1Er+1
α2,(α2−α1)r+α2+β2(1−α2)

(
− c

b
xα2

)
+ Er+1

α2,(α2−α1)r+α2,− cb ;0+
f(x)− λ

4π
d
2

∞∑
j=0

(r + 1)j x
(α2−α1)r+α2(j+1)+β 1

j!

(
− c

b

)j

·H1,3

3,3

−xγ
∣∣∣∣∣∣∣∣

(1− β − γ, γ; 1), (0, 1; 2), (−1
2
, 1; d)

(0, 1), (−1, 1; 1 + d), (−α2j − (α2 − α1)r − α2 − β − γ, γ; 1)

 ],
(6.2.10)

where C1, C2 and λ are arbitrary constants and the function f is suitably pre-

scribed.

Corollary 2. If we reduce H-function to the Polylogarithm function of order p

[8, p.30] in the integral operator on the right-hand side of (6.2.3), we obtain the

following fractional differential equation:

a
(
Dα1,β1

0+ y
)

(x) + b
(
Dα2,β2

0+ y
)

(x) = λ
(
Fw;1,1;γ0+;1,2;β 1

)
(x) + f(x) (6.2.11)

(
0 < α1 5 α2 < 1; 0 5 β1 5 1; 0 5 β2 5 1; R(β) > 0; w ∈ C \ {0}; p 5 q + 1

)
,

with the initial condition (6.2.4) has its solution in the space L(0,∞) given by

y(x) =
1

b

∞∑
r=0

(−1)r
(
a

b

)r[
aC1x

(α2−α1)r+α2+β1(1−α1)−1Er+1
α2,(α2−α1)r+α2+β1(1−α1)

(
− c

b
xα2

)
+ bC2x

(α2−α1)r+α2+β2(1−α2)−1Er+1
α2,(α2−α1)r+α2+β2(1−α2)

(
− c

b
xα2

)
+ Er+1

α2,(α2−α1)r+α2,− cb ;0+
f(x)
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− λ
∞∑
j=0

(r + 1)j x
(α2−α1)r+α2(j+1)+β 1

j!

(
− c

b

)j

·H1,2

2,3

−wxγ
∣∣∣∣∣∣∣∣

(1− β, γ; 1), (1, 1; p+ 1)

(1, 1), (0, 1; p), (−α2j − (α2 − α1)r − β, γ; 1)

 ], (6.2.12)

where C1, C2 and λ are arbitrary constants and the function f is suitably pre-

scribed.

KNOWN SPECIAL CASES OF THEOREM 1

If we consider λ = 0 in the right hand side of (6.2.3), we get the result obtained

by Tomovski et al. [79, p.803, theorem 5]. Again, if we take a=1, b=c=0 and

reduce H-function to the Mittag-Leffler function(see[68] and [78]) in the integral

operator on the right hand side of (6.2.3), we get the result obtained by Srivastava

and Tomovski [78, p.207,Theorem 8]. Further, if we take a=1, b=c=0 and reduce

H-function to the H-function [19, p.10, Eq.(1.1.42)], we get the result obtained

by Srivastava et al.[69, p.115, Theorem 2].

If in theorem 1, we take α1 = α2 = α and c = 0, we get the following

result which is of interest by itself and of great practical importance.

We shall denote it by a theorem and not a corollary.

THEOREM 2

The following fractional differential equation:

a
(
Dα,β1

0+ y
)

(x) + b
(
Dα,β2

0+ y
)

(x) = λ
(
H
w;m,n;γ

0+;p,q;β 1
)

(x) + f(x) (6.2.13)
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EQUATIONS

(
0 < α < 1; 0 5 β1, β2 5 1;R(β) > 0; w ∈ C \ {0}; 1 5 m 5 q;

0 5 n 5 p; R(β) + min
15j5m

{
R

(
γfj
Fj

)}
> 0

)
,

with the initial condition:(
I
(1−βi)(1−α)
0+ y

)
(0+) = Ci (i = 1, 2), (6.2.14)

has its solution in the space L(0,∞) given by

y(x) =
aC1

(a+ b)

xα+β1(1−α)−1

Γ
(
α + β1(1− α)

) +
bC2

(a+ b)

xα+β2(1−α)−1

Γ
(
α + β2(1− α)

)
+

λ

(a+ b)
xα+β H

m,n+1

p+1,q+1

wxγ
∣∣∣∣∣∣∣∣
A∗

B∗

 +
1

(a+ b)Γ(α)

∫ x

0

(x− t)α−1 f(t)dt,

(6.2.15)

where A∗ = (1− β, γ; 1), (ej, Ej;∈j)1,n, (ej, Ej)n+1,p,

B∗ = (fj, Fj)1,m, (fj, Fj;=j)m+1,q, (−β − α, γ; 1) and C1, C2, λ are arbitrary con-

stants and the function f is suitably prescribed.

Corollary 1. If we reduce H−function occuring in the right hand side of (6.2.13)

to the polylogarithm function of order η [8, p.30], we obtain the following frac-

tional differential equation:

a
(
Dα,β1

0+ y
)

(x) + b
(
Dα,β2

0+ y
)

(x) = λ
(
F
w;1,1;γ
0+;1,2;β 1

)
(x) + f(x) (6.2.16)

(
0 < α < 1; 0 5 β1; β2 5 1; R(β) > 0; w ∈ C \ {0}

)
,
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with the initial condition (6.2.14) has its solution in the space L(0,∞) given by

y(x) =
aC1

(a+ b)

xα+β1(1−α)−1

Γ
(
α + β1(1− α)

) +
bC2

(a+ b)

xα+β2(1−α)−1

Γ
(
α + β2(1− α)

)
− λ

(a+ b)
xα+βH

1,2

2,3

−wxγ
∣∣∣∣∣∣∣∣

(1− β, γ; 1), (1, 1; η + 1)

(1, 1), (0, 1; η), (−β − α, γ; 1)


+

1

(a+ b)Γ(α)

∫ x

0

(x− t)α−1 f(t)dt, (6.2.17)

where C1, C2 and λ are arbitrary constants and the function f is suitably pre-

scribed.

Corollary 2. If we reduce H−function occuring in the right hand side of (6.2.13)

to the generalised Wright hypergeometric function [18, p.271, Eq.(7)], we obtain

the following fractional differential equation:

a
(
Dα,β1

0+ y
)

(x) + b
(
Dα,β2

0+ y
)

(x) = λ
(
ψ
w;p;γ

0+;q;β 1
)

(x) + f(x) (6.2.18)

(
0 < α < 1; 0 5 β1; β2 5 1; R(β) > 0; w ∈ C \ {0}; p 5 q + 1

)
,

with the initial condition (6.2.14) has its solution in the space L(0,∞) given by

y(x) =
aC1

(a+ b)

xα+β1(1−α)−1

Γ
(
α + β1(1− α)

) +
bC2

(a+ b)

xα+β2(1−α)−1

Γ
(
α + β2(1− α)

)
+

λ

(a+ b)
xα+β p+1ψq+1


(1− ej, Ej;∈j)1,p, (β, γ; 1)

(1− fj, Fj;=j)1,q, (1 + β + α, γ; 1)

;ωxγ


+

1

(a+ b)Γ(α)

∫ x

0

(x− t)α−1 f(t)dt, (6.2.19)

where C1, C2 and λ are arbitrary constants and the function f is suitably pre-

scribed.
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KNOWN SPECIAL CASES OF THEOREM 2

If we consider a = 1, b = 0 and reduce H-function to the Mittag-Leffler function

(see [68] and [78]) in the integral operator on the right-hand side of (6.2.13),

we get the result obtained by Srivastava and Tomovski [78, p.207, Theorem 8].

Again, if we take a = 1, b = 0 and reduce H-function to the Fox’s H-function [19,

p.10, Eq.(1.1.42)] in the integral operator on the right-hand side of (6.2.13), we

get a result obtained by Srivastava.et.al [69, p.115, Theorem 2].

NUMERICAL EXAMPLES AND GRAPHICAL REPRE-

SENTATIONS

First of all, by letting ω → 0 in Corollary 2, the generalized Wright hyperge-

ometric function occuring in (6.2.19) reduces to 1. Further, in order to obtain

numerical examples from Corollary 2 we consider f(x) = xρ where R(ρ) > −1.

Example (a). If we take β = 0.5, a = 1, b = 1, α = 0.5, β1 = 0.25, β2 = 0.5

and ρ = 1 in equation (6.2.19), we easily arrive at the following result

y0.5(x) =
C1

2Γ(0.625)x0.375
+

C2

2Γ(0.75)x0.25
+
λx

2
+

Γ(2)

2Γ(2.5)
x1.5. (6.2.20)

Example (b). If we take β = 0.5, a = 1, b = 1, α = 0.6, β1 = 0.25, β2 = 0.5

and ρ = 1 in equation (6.2.19), we easily arrive at the following result

y0.6(x) =
C1

2Γ(0.7)x0.3
+

C2

2Γ(0.8)x0.2
+
λx1.1

2
+

Γ(2)

2Γ(2.6)
x1.6. (6.2.21)

Example (c). If we take β = 0.5, a = 1, b = 1, α = 0.7, β1 = 0.25, β2 = 0.5 and
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ρ = 1 in equation (6.2.19), we easily arrive at the following result

y0.7(x) =
C1

2Γ(0.775)x0.225
+

C2

2Γ(0.85)x0.15
+
λx1.2

2
+

Γ(2)

2Γ(2.7)
x1.7. (6.2.22)

Example (d). If we take β = 0.5, a = 1, b = 1, α = 0.9, β1 = 0.25, β2 = 0.5

and ρ = 1 in equation (6.2.19), we easily arrive at the following result

y0.9(x) =
C1

2Γ(0.925)x0.075
+

C2

2Γ(0.95)x0.05
+
λx1.4

2
+

Γ(2)

2Γ(2.9)
x1.9. (6.2.23)

Example (e). If we take β = 0.5, a = 1, b = 1, α = 1, β1 = 0.25, β2 = 0.5 and

ρ = 1 in equation (6.2.19), we easily arrive at the following result

y1(x) =
1

2
(C1 + C2) +

λx1.5

2
+

Γ(2)

2Γ(3)
x2. (6.2.24)

Example (f). If we take β = 0.25, a = 0, b = 1, α = 0, β1 = 0, β2 = 0.5 and

ρ = 0 in equation (6.2.19), we easily arrive at the following result

y∗0.5(x) =
C2√
πx

+ λx0.25 + 1. (6.2.25)

Example (g). If we take β = 0.25, a = 0, b = 1, α = 0, β1 = 0, β2 = 0.65 and

ρ = 0 in equation (6.2.19), we easily arrive at the following result

y∗0.65(x) =
C2

Γ(0.65)x0.35
+ λx0.25 + 1. (6.2.26)

Example (h). If we take β = 0.25, a = 0, b = 1, α = 0, β1 = 0, β2 = 0.9 and

ρ = 0 in equation (6.2.19), we easily arrive at the following result
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y∗0.9(x) =
C2

Γ(0.9)x0.1
+ λx0.25 + 1. (6.2.27)

Example (i). If we take β = 0.25, a = 0, b = 1, α = 0, β1 = 0, β2 = 0.95 and

ρ = 0 in equation (6.2.19), we easily arrive at the following result

y∗0.95(x) =
C2

Γ(0.95)x0.05
+ λx0.25 + 1. (6.2.28)

Example (j). If we take β = 0.25, a = 0, b = 1, α = 0, β1 = 0, β2 → 1 and

ρ = 0 in equation (6.2.19), we easily arrive at the following result

y∗1(x) = C2 + λx0.25 + 1. (6.2.29)

Example (k). If we take β = 0.5, a = 1, b = 0, α = 0, β1 = 0.5, β2 = 0.5 and

ρ = 2 in equation (6.2.19), we easily arrive at the following result

y∗∗0.5(x) =
C1√
πx

+ λx0.5 + x2. (6.2.30)

Example (l). If we take β = 0.5, a = 1, b = 0, α = 0, β1 = 0.7, β2 = 0.5 and

ρ = 2 in equation (6.2.19), we easily arrive at the following result

y∗∗0.7(x) =
C1

Γ(0.7)x0.3
+ λx0.5 + x2. (6.2.31)

Example (m). If we take β = 0.5, a = 1, b = 0, α = 0, β1 = 0.9, β2 = 0.5 and

ρ = 2 in equation (6.2.19), we easily arrive at the following result

y∗∗0.9(x) =
C1

Γ(0.9)x0.1
+ λx0.5 + x2. (6.2.32)
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Example (n). If we take β = 0.5, a = 1, b = 0, α = 0, β1 = 0.95, β2 = 0.5 and

ρ = 2 in equation (6.2.19), we easily arrive at the following result

y∗∗0.95(x) =
C1

Γ(0.95)x0.05
+ λx0.5 + x2. (6.2.33)

Example (o). If we take β = 0.5, a = 1, b = 0, α = 0, β1 → 1, β2 = 0.5 and

ρ = 2 in equation (6.2.19), we easily arrive at the following result

y∗∗1 (x) = C1 + λx0.5 + x2. (6.2.34)

The following graphs (see Figure 6.1, Figure 6.2 and Figure 6.3) are obtained

by using MATLAB. Figure 6.1 exhibits a comparison between the behaviours

of the solutions yα(x) given by Eqs.(6.2.20), (6.2.21), (6.2.22), (6.2.23) and

(6.2.24) for different values of the parameter α. On the other hand, Figure

6.2 illustrates a comparison between the behaviours of the solutions y∗β2(x)

given by Eqs.(6.2.25), (6.2.26), (6.2.27), (6.2.28) and (6.2.29) for different values

of the parameter β2. Similarly, Figure 6.3 illustrates a comparison between

the behaviours of the solutions y∗∗β1(x) given by Eqs.(6.2.30), (6.2.31), (6.2.32),

(6.2.33) and (6.2.34) for different values of the parameter β1.
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Figure 6.1: Solutions yα(x) for different values of α when C1 = 88.4, C2 = 66.6
and λ = 3
[Here y0.5(x) is the lowermost graph]

Figure 6.2: Solutions y∗β2(x) for different values of β2 when C2 = 88.4 and λ = 3
[Here y∗1(x) is the uppermost graph and y∗β2(x) is approaching y∗1(x) as β2 → 1]
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Figure 6.3: Solutions y∗∗β1(x) for different values of β1 when C1 = 66.4 and λ = 2
[Here y∗∗1 (x) is the lowermost graph and y∗∗β1(x) is approaching y∗∗1 (x) as β1 → 1]

6.2.1 IMPORTANCE OF GRAPHS

It is found that the graphs (see Figure 6.2 and Figure 6.3 ) given here are quite

comparable to the corresponding physical phenomena involving ordinary calculus,

especially when the parameters β1 > 0, β2 > 0 get closer and closer to an integer.

It can be concluded from the graphs that fractional calculus approach leads us

to study a broader spectrum of area in any physical phenomenon as compared to

the corresponding physical processes in ordinary calculus.
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THEOREM 3

The following fractional differential equation:

x
(
Dα,β1

0+ y
)

(x) = λ
(
H
w;m,n;γ

0+;p,q,β 1
)

(x) (6.2.35)

(
0 < α < 1; 0 5 β1 5 1; R(β) > 0; w ∈ C \ {0}; 1 5 m 5 q;

0 5 n 5 p; R(β) + min
15j5m

{
R

(
γfj
Fj

)}
> 0

)
,

with the initial condition:(
I
(1−β1)(1−α)
0+ y

)
(0+) = C, (6.2.36)

has its solution in the space L(0,∞) given by

y(x) = C
xα+β1(1−α)−1

Γ(α + β1(1− α))
+ C∗

xα−1

Γ(α)

+ λxβ+α−1 H
m,n+2

p+2,q+2

wxγ
∣∣∣∣∣∣∣∣
E∗

F ∗

 , (6.2.37)

where

E∗ = (1− β, γ; 1), (1− β, γ; 1), (ej, Ej;∈j)1,n, (ej, Ej)n+1,p

F ∗ = (fj, Fj)1,m, (fj, Fj;=j)m+1,q, (−β, γ; 1), (1− β − α, γ; 1),

and C, C∗ and λ are arbitrary constants.

Proof. Since
dn

dsn
{L [f(x)] (s)} = (−1)n L [xn f(x)] (s), (6.2.38)

if we denote by Y (s) the Laplace transform of the function y(x), which is given
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as in (6.1.7). Then, by applying the Laplace transform operator L to each side

of (6.2.35), and using the formulas (6.1.17) and (6.1.20) and the initial condition

(6.2.36), we find that

d

ds

{
sαY (s)− Cs−β1(1−α)

}
= −λs−β−1Hm,n+1

p+1,q

ws−γ
∣∣∣∣∣∣∣∣
A∗

B∗

 . (6.2.39)

Upon integrating both sides, this last equation (6.2.39) yields

Y (s) =Cs−α−β1(1−α) + C∗s−α

+ λs−β−α H
m,n+2

p+2,q+1

ws−γ
∣∣∣∣∣∣∣∣
E∗

G∗

 , (6.2.40)

where

E∗ = (1− β, γ; 1), (1− β, γ; 1), (ej, Ej;∈j)1,n, (ej, Ej)n+1,p

G∗ = (fj, Fj)1,m, (fj, Fj;=j)m+1,q, (−β, γ; 1)

and C∗ is a constant of integration. The solution (6.2.37) asserted by (6.2.35)

would now follow when we take the inverse Laplace transform of each term in

(6.2.40).

Remark 6.2.1. If we reduce H-function to the Mittag-Leffler function (see [68,

78] ) in the fractional integral operator on the right-hand side of (6.2.35), we get

the result obtained by Srivastava and Tomovski [78, p.208, Theorem 9]. Again, if

we reduce H-function to H-function [68, p.10] in the fractional integral operator

on the right-hand side of (6.2.35), we get a result obtained by Srivastava et al.

[69, p.120, Theorem 3].

Corollary 1. If we reduce H-function in the right hand side of (6.2.35) to the

generalized Riemann zeta function [8, p.27, section 1.11, Eq.(1)], we obtain the
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following fractional differential equation:

x
(
Dα,β1

0+ y
)

(x) = λ
(
φw;1,2;γ0+;2,2;β 1

)
(x) (6.2.41)

(
0 < α < 1; 0 5 β1 5 1; R(β) > 0; w ∈ C \ {0}

)
,

with the initial condition (6.2.36) has its solution in the space L(0,∞) given by

y(x) = C
xα+β1(1−α)−1

Γ(α + β1(1− α))
+ C∗

xα−1

Γ(α)

+ λxβ+α−1 H
1,4

4,4

wxγ
∣∣∣∣∣∣∣∣
I∗

J∗

 , (6.2.42)

where

I∗ = (1− β, γ; 1), (1− β, γ; 1), (0, 1; 1), (1− η, 1; %)

J∗ = (0, 1), (−η, 1; %), (−β, γ; 1), (1− β − α, γ; 1)

and C, C∗ and λ are arbitrary constants.

Corollary 2. If we reduce H−function in the right hand side of (6.2.35) to

the generalized Wright Bessel function [18, p.271, Eq.(8)],we observe that the

following fractional differential equation:

x
(
Dα,β1

0+ y
)

(x) = λ
(
J
w;1,0;γ

0+;0,2;β 1
)

(x) (6.2.43)

(
0 < α < 1; 0 5 β1 5 1; R(β) > 0; w ∈ C \ {0}

)
,

with the initial condition (6.2.36) has its solution in the space L(0,∞) given by
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y(x) = C
xα+β1(1−α)−1

Γ(α + β1(1− α))
+ C∗

xα−1

Γ(α)
+ λxβ+α−1 H

1,2

2,4

wxγ
∣∣∣∣∣∣∣∣
K∗

L∗

 , (6.2.44)

where

K∗ = (1− β, γ; 1), (1− β, γ; 1)

L∗ = (0, 1), (−κ, ν;µ), (−β, γ; 1), (1− β − α, γ; 1)

and C, C∗ and λ are arbitrary constants.
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inequalities for the extended Hurwitz-Lerch Zeta function, Comput. Math.

Appl., 62 (2011) 516-522.

[71] Srivastava HM and Karlsson PW, Multiple Gaussian Hypergeometric

Serie. Halsted Press (Ellis Horwood Limited), John Wiley and Sons, New

York, Chichester, Brisbane, Toronto (1985).

[72] Srivastava HM and Manocha HL, A Treatise on Generating Func-

tions.Ellis Hortwood Ltd. Chichester, John Wiley and sons, New York (1984).

[73] Srivastava HM and Panda R, Expansion Theorems for the H-function

of Several Complex Variables. J. Reine Angew. Math., 288 (1976) 129–145.

[74] Srivastava HM and Panda R, Some bilateral generating functions for

a class of generalized hypergeometric polynomials. J. Reine Angew. Math.,

(1976) 265–274.

[75] Srivastava HM and Saxena RK, Operators of Fractional Integration

and Their Applications, Elsevier, Appl. Math. Comput., 118 (2001) 1–52.

150



BIBLIOGRAPHY

[76] Srivastava HM, Saxena Rk and Parmar Rk, Some families of the

incomplete H−functions and the incomplete H−functions and associated

integral transforms and operators of fractional calculus with applications,

Russian J. Math. Phys., 25(2018) 116-138.

[77] Srivastava HM, Saxena RK, Pogány TK and Saxena R,Integral and
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