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## ABSTRACT

Chapter 1 is intended to provide an introduction to various functions, polynomials, integral transforms and fractional integral operators studied by some of the earlier researchers. Further, we present the brief chapter by chapter summary of the thesis. Finally, we give a list of research papers which have either been published or accepted or communicated for publication in reputed journals having a bearing on subject matter of the thesis.

In Chapter-2, we first introduce our function of study and call it generalized extended Mittag-Leffler (GEML) function and present it's basic properties. Further, we obtain some integral representations of generalized extended MittagLeffler function. Later on, we obtain Laplace transform, Mellin transform and Inverse Mellin transfrom of function of our study. Finally, in this chapter we obtain right-sided Riemann- Liouville fractional integral operator $I_{a+}^{\gamma}$, right-sided Riemann- Liouville fractional derivative operator $D_{a+}^{\gamma}$ and Hilfer derivative operator $D_{a+}^{\gamma, \eta}$ of our function of study GEML. The results established in this chapter
generalize the findings of and Özarslan and Yilmaz [46]Shukla and Prajapati 59]. In Chapter-3, we introduce and study an integral operator whose kernel is generalized extended Mittag-Leffler (GEML) function and point out it's known special cases. Then we derive boundedness property of aforementioned integral operator. Next, we obtain image of some useful functions under the integral operator of our study along with some of it's special cases. Finally, we establish composition relationship of integral operator of our study with right-sided Riemann- Liouville fractional integral operator $I_{a+}^{\gamma}$ and an integral operator $H_{a+; P, Q ; \beta}^{w ; M, N ; \alpha}$ involving the Fox H-function . The results stated in this chapter generalize the findings of Kilbas et al. [28] and Srivastava and Tomovski [78].

In Chapter-4, we first define a new integral transform whose kernel is extended Hurwitz-Lerch zeta function and name it as the $\mathcal{E}$-transform. This transform yields a number of (new or known) integral transforms as its special cases. Further, we evaluate the Mellin transform of extended Hurwitz-Lerch Zeta function and Inversion formula for $\mathcal{E}$-transform. Next, we present some basic properties of $\mathcal{E}$-transform and prove the Uniqueness theorem for $\mathcal{E}$-transform. Finally, we obtained $\mathcal{E}$-transform of Derivatives and Integrals.

In Chapter-5, we study a pair of class of fractional integral operators whose kernel involve the product of $S_{V}^{U}[z], E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \sigma, \zeta)$ and $\Phi_{\mu_{j} ; \sigma_{j} Q}^{\lambda_{j} ; \rho_{\rho} P}(z, s, a)$ which stand for $S_{V}^{U}$ polynomial, generalized extended Mittag-Leffler function and extended Hurwitz-Lerch Zeta function. Next, we derive three new and interesting composition formulae for the operators of our study. The operators of our study are quite general in nature and may be considered as extensions of a number of simpler
fractional integral operators studied from time to time by several authors. By suitably specializing the coefficients and the parameters of functions involved in our fractional integral operators we can get a large number of expressions for the composition of fractional integral operators. Finally, as an application of our main findings we obtain three interesting integrals which are believed to be new. In Chapter-6, we first consider a generalized form of General Family of fractional differential equations and find it's solution. On account of general nature of our findings we can obtain a number of special cases by taking particular values of the parameters involved therein. We mention here two new and three known special cases.

Next, we study some interesting two new and three known special cases of our main findings involving $\bar{H}$-function. Later on, by giving numerical values to the parameters in the functions and the operators involved therein we have plotted some graphs with the help of MATLAB SOFTWARE.

Futher, we obtain solution of another fractional differential equation involving $D_{0+}^{\alpha, \beta_{1}}$ and $\overline{\mathcal{H}}_{0+p p, q, \beta}^{w ; m, n ; \gamma}$. Finally, by specializing the parameters occuring therein we can obtain a number of special cases of this result. However, we give here only two known and two new special cases.

## Contents

1 INTRODUCTION TO THE TOPIC OF STUDY AND CHAP- TER BY CHAPTER SUMMARY OF THE THESIS ..... 1
1.1 SPECIAL FUNCTIONS ..... [3]
1.1.1 THE FOX H- FUNCTION ..... 5
1.1.2 THE $\bar{H}$-FUNCTION ..... 8
1.1.3 H-FUNCTION OF TWO VARIABLES ..... 15
1.1.4 THE MULTIVARIABLE $H$-FUNCTION ..... 16
1.1.5 $S_{V}^{U}$ POLYNOMIAL ..... 20
1.1.6 GENERALIZED EXTENDED MITTAG-LEFFLER FUNCTION ..... 20
1.1.7 S-GENERALIZED GAUSS HYPERGEOMETRIC FUNC- TION ..... 23
1.1.8 EXTENDED HURWITZ-LERCH ZETA FUNCTION ..... 25
1.2 INTEGRAL TRANSFORMS ..... 29
1.2.1 LAPLACE TRANSFORM ..... 30
1.2.2 MELLIN TRANSFORM ..... 31
1.2.3 THE EXTENDED HURWITZ-LERCH ZETA TRANSFORM OR THE $\mathcal{E}$-TRANSFORM ..... 31
1.3 INTEGRAL OPERATORS ..... 32
1.3.1 AN INTEGRAL OPERATOR INVOLVING THE GEN- ERALIZED EXTENDED MITTAG-LEFFLER FUNCTION AS IT'S KERNEL ..... 34
1.4 FRACTIONAL CALCULUS ..... 35
1.5 FRACTIONAL DIFFERENTIAL EQUATIONS ..... 38
1.5.1 A GENERAL FAMILY OF FRACTIONAL DIFFERENTIAL EQUATIONS ..... 39
1.6 BRIEF CHAPTER BY CHAPTER
SUMMARY OF THE THESIS ..... 40
2 GENERALIZED EXTENDED MITTAG-LEFFLER FUNCTION AND ASSOCIATED FRACTIONAL CALCULUS ..... 43
2.1 INTRODUCTION ..... 46
2.2 BASIC PROPERTIES OF GENERALIZED EXTENDED MITTAG- LEFFLER FUNCTION ..... 49
2.3 INTEGRAL REPRESENTATION OF THE GENERALIZED EX- TENDED MITTAG-
LEFFLER FUNCTION ..... 52
2.4 INTEGRAL TRANSFORMS OF THE FUNCTION OF OUR STUDY ..... 53
2.5 RIGHT-SIDED RIEMANN-LIOUVILLE
FRACTIONAL INTEGRAL OPERATOR $I_{a+}^{\gamma}$ AND DERIVATIVEOPERATOR $D_{a+}^{\gamma}$ AND HILFER DERIVATIVE OPERATOR $D_{a+}^{\gamma, \eta}$OF THE FUNCTION OF OUR STUDY58
3 AN INTEGRAL OPERATOR INVOLVING GENERALIZED EXTENDED MITTAG-LEFFLER FUNCTION ..... 61
3.1 INTRODUCTION ..... 64
3.2 AN INTEGRAL OPERATOR INVOLVING THE GENERALIZED EXTENDED MITTAG-LEFFLER FUNCTION AS IT'S KER- NEL AND IT'S PROPERTIES ..... 67
3.3 IMAGES ..... 70
4 A NEW INTEGRAL TRANSFORM ASSOCIATED WITH THE EXTENDED HURWITZ-LERCH ZETA FUNCTION ..... 81
4.1 INTRODUCTION ..... 84
4.2 A SET OF MAIN RESULTS ..... 85
4.2.1 THE EXTENDED HURWITZ-LERCH ZETA TRANSFORM OR THE $\mathcal{E}$-TRANSFORM ..... 85
4.2.2 THE MELLIN TRANSFORM OF THE EXTENDED HURWITZ-LERCH ZETA FUNCTION86
4.3 INVERSION FORMULA FOR $\mathcal{E}$-TRANSFORM ..... 87
4.4 BASIC PROPERTIES OF THE $\mathcal{E}$-TRANSFORM ..... 89
4.4.1 LINEARITY PROPERTY ..... 89
4.4.2 SCALING PROPERTY ..... 89
4.5 THE $\bar{H}$-FUNCTION ..... 90
4.6 THE UNIQUENESS THEOREM ..... 91
$4.7 \mathcal{E}$-TRANSFORM OF DERIVATIVES AND INTEGRALS ..... 94
5 A STUDY OF COMPOSITION FORMULAE FOR FRACTIONAL INTEGRAL OPERATORS INVOLVING THE PRODUCT OF FUNCTIONS $E_{\delta, k}^{\vartheta ; d}(z ; q, \sigma, \zeta), \Phi_{\mu_{j} ; \sigma_{j} Q}^{\lambda_{j} ; \rho_{j} P}(z, s, a)$ and $S_{V}^{U}[z]$ ..... 97
5.1 INTRODUCTION ..... 100
5.2 APPLICATIONS ..... 107
6 SOLUTIONS OF FRACTIONAL DIFFERENTIAL EQUATIONS INVOLVING HILFER DERIVATIVE OPERATORS AND AN INTEGRAL OPERATOR INVOLVING $\bar{H}$-FUNCTION ..... 113
6.1 INTRODUCTION ..... 116
6.1.1 THE $\bar{H}$-FUNCTION ..... 116
6.1.2 THE MITTAG-LEFFLER FUNCTION AND IT'S GEN- ERALIZATIONS ..... 116
6.1.3 THE LAPLACE TRANSFORM ..... 117
6.1.4 FRACTIONAL INTEGRAL OPERATORS ..... 117
6.1.5 REQUIRED RESULTS ..... 120
6.2 A GENERAL FAMILY OF FRACTIONAL DIFFERENTIAL EQUA-
TIONS ..... 123
6.2.1 IMPORTANCE OF GRAPHS ..... 136
BIBLIOGRAPHY ..... 141
BIOGRAPHICAL PROFILE OF THE CANDIDATE ..... 153
LIST OF RESEARCH PAPERS CONTRIBUTED BY THE CANDIDATE HAVING A BEARING ON SUBJECT MATTER OF THE THESIS159

## LIST OF FIGURES

Figure 6.1: Solutions $y_{\alpha}(x)$ for different values of $\alpha$ when $C_{1}=88.4, C_{2}=66.6$ and $\lambda=3$

Figure 6.2: Solutions $y_{\beta_{2}}^{*}(x)$ for different values of $\beta_{2}$ when $C_{2}=88.4$ and $\lambda=3$
Figure 6.3: Solutions $y_{\beta_{1}}^{* *}(x)$ for different values of $\beta_{1}$ when $C_{1}=66.4$ and $\lambda=2$

# INTRODUCTION TO THE TOPIC OF STUDY AND CHAPTER BY CHAPTER SUMMARY OF THE THESIS 

The present chapter deals with an introduction to the topic of the study as well as a brief review of the contributions made by some of the earlier workers on the subject matter presented in this thesis. At the end, a brief chapter by chapter summary of the thesis has been given.

### 1.1 SPECIAL FUNCTIONS

Special functions have vast applications in all branches of engineering, applied sciences, statistics and various other fields. A large number of eminent mathematicians such as Euler, Gauss, Kummer, Ramanujan and several others worked out hard to develop the commonly used special functions like the Gamma function, the elliptic functions, Bessel functions, Whittaker functions and polynomials that go by the name of Jacobi, Legendre, Laguerre, Hermite.

The core of special functions is the Gauss hypergeometric function ${ }_{2} F_{1}$, introduced by famous mathematicians C. F. Gauss. It is represented by the following series:

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(c)_{n}} \frac{z^{n}}{n!}=1+\frac{a \cdot b}{c} \frac{z}{1!}+\frac{a \cdot(a+1) \cdot b \cdot(b+1)}{c \cdot(c+1)} \frac{z^{2}}{2!}+\cdots \tag{1.1.1}
\end{equation*}
$$

where

$$
(a)_{n}=a(a+1)(a+2) \cdots(a+n-1) \quad \text { for } \quad n \geq 0 ;(a)_{0}=1, c \neq 0,-1,-2, \cdots
$$ $\mathrm{a}, \mathrm{b}, \mathrm{c}$ and z may be real or complex. Also if either of the numbers a or b is a non-positive integer, the function reduces to a polynomial, but if c is non-positive
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integer, the function is not defined since all but a finite number of terms of the series become infinite.

This series has a fundamental importance in the theory of special function and is known as Gauss hypergeometric series. It is usually represented by the symbol ${ }_{2} F_{1}(a, b ; c ; z)$ the well known Gauss hypergeometric function.

In 1.1.1, if we replace z by $\frac{z}{b}$ and let $b \rightarrow \infty$ then

$$
\frac{(b)_{n}}{b^{n}} z^{n} \rightarrow z^{n}
$$

and we arrive at the following well known Kummer's series

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{(a)_{n}}{(c)_{n}} \frac{z^{n}}{n!}=1+\frac{a}{c} \frac{z}{1!}+\frac{a \cdot(a+1)}{c \cdot(c+1)} \frac{z^{2}}{2!}+\cdots \tag{1.1.2}
\end{equation*}
$$

It is represented by the symbol ${ }_{1} F_{1}(a ; c ; z)$ and is known as confluent hypergeometric function.

A natural generalization of ${ }_{2} F_{1}$ is the generalized hypergeometric function ${ }_{p} F_{q}$, which is defined in the following manner:

$$
\begin{align*}
{ }_{p} F_{q}\left[\begin{array}{c}
a_{1}, \cdots, a_{p} ; \\
b_{1}, \cdots, b_{q} ;
\end{array}\right] & ={ }_{p} F_{q}\left[a_{1}, \cdots, a_{p} ; b_{1}, \cdots, b_{q} ; z\right] \\
& =\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n} \cdots\left(a_{p}\right)_{n}}{\left(b_{1}\right)_{n} \cdots\left(b_{q}\right)_{n}} \frac{z^{n}}{n!} \tag{1.1.3}
\end{align*}
$$

where p and q are either positive integers or zero and empty product is interpreted as unity, the variable z and all the parameters $a_{1}, \cdots, a_{p} ; \quad b_{1}, \cdots, b_{q}$ are real or complex numbers such that no denominator parameters is zero or a negative integer. The conditions of convergence of the function ${ }_{p} F_{q}$ are as follow:
(i) when $p \leq q$, the series on the right hand side of 1.1 .3 ) is convergent.
(ii) when $p=q+1$, the series is convergent if $|z|<1$ and divergent when $|z|>1$, and on the circle $|z|=1$, the series is
(a) absolutely convergent if $\mathfrak{R}(w)>0$
(b) conditionally convergent if $-1<\mathfrak{R}(w)<0$ for $z \neq 1$
(c) divergent if $\mathfrak{R}(w) \leq-1$
where $w=\sum_{j=1}^{q} b_{j}-\sum_{j=1}^{p} a_{j}$
(iii) when $p>q+1$, the series never converges except when $\mathrm{z}=0$ and the function is only defined when the series terminates.

A comprehensive account of the functions ${ }_{2} F_{1},{ }_{1} F_{1}$ and ${ }_{p} F_{q}$ can be found in the works of Exton [9], Luke [34], Rainville [53] and Slater [60] their applications can be found in Mathai and Saxena [37.

### 1.1.1 THE FOX H- FUNCTION

The Fox $H$-function is defined by the following Mellin-Barnes type integral 68, p. 10] with the integrand containing products and quotients of the Euler gamma functions. Such a function generalizes most of the known special functions.

$$
\begin{align*}
H_{P, Q}^{M, N}[z] & =H_{P, Q}^{M, N}\left[z \left\lvert\, \begin{array}{c}
\left(a_{j}, \alpha_{j}\right)_{1, P} \\
\left(b_{j}, \beta_{j}\right)_{1, Q}
\end{array}\right.\right]=H_{P, Q}^{M, N}\left[z \left\lvert\, \begin{array}{c}
\left(a_{1}, \alpha_{1}\right), \cdots,\left(a_{P}, \alpha_{P}\right) \\
\left(b_{1}, \beta_{1}\right), \cdots,\left(b_{Q}, \beta_{Q}\right)
\end{array}\right.\right] \\
& :=\frac{1}{2 \pi \omega} \int_{\mathfrak{\sim}} \Theta(\mathfrak{s}) z^{\mathfrak{s}} d \mathfrak{s}, \tag{1.1.4}
\end{align*}
$$
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where $\omega=\sqrt{-1}, z \in \mathbb{C} \backslash\{0\}, \mathbb{C}$ being the set of complex numbers, and

$$
\begin{equation*}
\Theta(\mathfrak{s})=\frac{\prod_{j=1}^{M} \Gamma\left(b_{j}-\beta_{j} \mathfrak{s}\right) \prod_{j=1}^{N} \Gamma\left(1-a_{j}+\alpha_{j} \mathfrak{s}\right)}{\prod_{j=M+1}^{Q} \Gamma\left(1-b_{j}+\beta_{j} \mathfrak{s}\right) \prod_{j=N+1}^{P} \Gamma\left(a_{j}-\alpha_{j} \mathfrak{s}\right)}, \tag{1.1.5}
\end{equation*}
$$

Also M, N, P and Q are non-negative integers satisfying $1 \leqq M \leqq Q$ and $0 \leqq N \leqq P ; \alpha_{j}(j=1, \cdots, P) \quad$ and $\quad \beta_{j}(j=1, \cdots, Q)$ are assumed to be positive quantities for standardization purposes. The definition of the Fox H-function given by (1.1.4) will, however, have meaning even if some of these quantities are zero. Also, $a_{j}(j=1, \cdots, P)$ and $b_{j}(j=1, \cdots, Q)$ are complex numbers such that none of the points

$$
\begin{equation*}
\mathfrak{s}=\frac{b_{h}+\nu}{\beta_{h}} \quad h=1, \cdots, M ; \nu=0,1,2, \cdots \tag{1.1.6}
\end{equation*}
$$

which are the poles of $\Gamma\left(b_{h}-\beta_{h} s\right), h=1, \cdots, M$ and the points

$$
\begin{equation*}
\mathfrak{s}=\frac{a_{i}-\eta-1}{\alpha_{i}} \quad i=1, \cdots, N ; \eta=0,1,2, \cdots \tag{1.1.7}
\end{equation*}
$$

which are the poles of $\Gamma\left(1-a_{i}+\alpha_{i} s\right)$ coincide with one another, i.e

$$
\begin{equation*}
\alpha_{i}\left(b_{h}+\nu\right) \neq b_{h}\left(a_{i}-\eta-1\right) \tag{1.1.8}
\end{equation*}
$$

for $\nu, \eta=0,1,2, \cdots ; h=1, \cdots, M ; i=1, \cdots, N$.
Further, the contour $\mathfrak{L}$ runs from $-\omega \infty$ to $+\omega \infty$ such that the poles $\Gamma\left(b_{h}-\beta_{h} s\right), h=1, \cdots, M$, lie to the right left of $\mathfrak{L}$ and the poles of
$\Gamma\left(1-a_{i}+\alpha_{i} s\right), \quad i=1, \cdots, N$ lie to the left of $\mathfrak{L}$. Such a contour is possible on account of 1.1.8). These assumptions will be adhered to throughout the present work.

## SPECIAL CASES

The following special cases of the Fox $H$-function have been made use in this thesis:

1. Lorenzo-Hartley G-function [15, p. 64, Eq. (2.3)]

$$
H_{1,2}^{1,1}\left[-a z^{q} \left\lvert\, \begin{array}{cc}
(1-r, 1) &  \tag{1.1.9}\\
(0,1), & (1+\nu-r q, q)
\end{array}\right.\right]=\frac{\Gamma(r)}{z^{r q-\nu-1}} G_{q, \nu, r}[a, z] .
$$

Here, $G_{q, \nu, r}$ is the Lorenzo-Hartley G-function [33].
2. Generalized Hypergeometric function [68, p. 18, Eq. (2.6.3)]

$$
H_{p, q+1}^{1, p}\left[\begin{array}{c|c}
\left(1-a_{j}, 1\right)_{1, p}  \tag{1.1.10}\\
(0,1),\left(1-b_{j}, 1\right)_{1, q}
\end{array}\right]=\frac{\prod_{j=1}^{p} \Gamma\left(a_{j}\right)}{\prod_{j=1}^{q} \Gamma\left(b_{j}\right)}{ }_{p} F_{q}\left[\left(a_{p}\right) ;\left(b_{q}\right) ;-z\right] .
$$

3. Generalized Bessel Maitland Function [38, p. 25, Eq. (1.139)]

$$
H_{1,3}^{1,1}\left[\frac{z^{2}}{4} \left\lvert\, \begin{array}{c}
\left(\lambda+\frac{\nu}{2}, 1\right)  \tag{1.1.11}\\
\left(\lambda+\frac{\nu}{2}, 1\right),\left(\frac{\nu}{2}, 1\right),\left(\mu\left(\lambda+\frac{\nu}{2}\right)-\lambda-\nu, \mu\right)
\end{array}\right.\right]=J_{\nu, \lambda}^{\mu}(z),
$$

where $J_{\nu, \lambda}^{\mu}$ is the Generalized Bessel Maitland Function [35, p. 128, Eq. (8.2)]
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4. Wright's Generalized Bessel Function [68, p. 19, Eq. (2.6.10)]
5. Krätzel Function [38, p. 25, Eq. (1.141)]

$$
H_{0,2}^{2,0}\left[z \left\lvert\, \begin{array}{c}
--  \tag{1.1.13}\\
(0,1),\left(\frac{\nu}{\rho}, \frac{1}{\rho}\right)
\end{array}\right.\right]=\rho Z_{\rho}^{\nu}(z) \quad z, \nu \in \mathbb{C}, \rho>0
$$

where $Z_{\rho}^{\nu}$ is the Krätzel Function [31].
6. Modified Bessel function of the third kind [11, p. 155, Eq. (2.6)]

$$
H_{1,2}^{2,0}\left[z \left\lvert\, \begin{array}{c}
\left(1-\frac{\sigma+1}{\beta}, \frac{1}{\beta}\right)  \tag{1.1.14}\\
(0,1),
\end{array} \quad\left(-\gamma-\frac{\sigma}{\beta}, \frac{1}{\beta}\right)\right.\right]=\lambda_{\gamma, \sigma}^{(\beta)}(z) .
$$

### 1.1.2 THE $\bar{H}$-FUNCTION

Though the H -function is sufficiently general in nature, many useful functions notably generalized Riemann Zeta function [8, the polylogarithm of complex order [8], the exact partition of the Gaussian model in statistical mechanics [23], a certain class of Feynman integrals [8] and others do not form its special cases. Inayat Hussain [23] introduced a generalization of the H -function popularly known as $\bar{H}$-function which includes all the above mentioned functions as its special cases. This function is developing fast and stands on a firm footing through the publications of Buschman and Srivastava [3], Gupta and Soni [16], Gupta, Jain and Agrawal [17], Gupta, Jain and Sharma [18], Jain and Sharma [26], Rathie
[54], Saxena [56, 58] and several others. The $\bar{H}$-function is defined and represented in the following manner:

$$
\begin{align*}
\bar{H}_{p, q}^{m, n}[z] & =\bar{H}_{p, q}^{m, n}\left[z \left\lvert\, \begin{array}{cc}
\left(e_{j}, E_{j} ; \in_{j}\right)_{1, n}, & \left(e_{j}, E_{j}\right)_{n+1, p} \\
\left(f_{j}, F_{j}\right)_{1, m}, & \left(f_{j}, F_{j} ; \Im_{j}\right)_{m+1, q}
\end{array}\right.\right] \\
& :=\frac{1}{2 \pi \omega} \int_{\mathfrak{L}} \bar{\Theta}(\xi) z^{\xi} d \xi \tag{1.1.15}
\end{align*}
$$

where, $\omega=\sqrt{-1}, z \in \mathbb{C} \backslash\{0\}, \mathbb{C}$ being the set of complex numbers,

$$
\begin{equation*}
\bar{\Theta}(\xi)=\frac{\prod_{j=1}^{m} \Gamma\left(f_{j}-F_{j} \xi\right) \prod_{j=1}^{n}\left\{\Gamma\left(1-e_{j}+E_{j} \xi\right)\right\}^{\epsilon_{j}}}{\prod_{j=m+1}^{q}\left\{\Gamma\left(1-f_{j}+F_{j} \xi\right)\right\}^{\Im_{j}} \prod_{j=n+1}^{p} \Gamma\left(e_{j}-E_{j} \xi\right)} \tag{1.1.16}
\end{equation*}
$$

It may be noted that $\bar{\Theta}(\xi)$ contains fractional powers of some of the gamma functions. $m, n, p, q$ are integers such that $1 \leq m \leq q, 0 \leq n \leq p,\left(E_{j}\right)_{1, p},\left(F_{j}\right)_{1, q}$ and $\left(\epsilon_{j}\right)_{1, n},\left(\Im_{j}\right)_{m+1, q}$ are positive quantities for standardization purpose. The definition (1.1.15) will however have meaning even if some of these quantities are zero, giving us in turn simple transformation formulae.
$\left(e_{j}\right)_{1, p}$ and $\left(f_{j}\right)_{1, q}$ are complex numbers such that the points

$$
\xi=\frac{f_{j}+k}{F_{j}} \quad j=1, \cdots, m ; \quad k=0,1,2, \cdots
$$

which are the poles of $\Gamma\left(f_{j}-F_{j} \xi\right)$, and the points

$$
\xi=\frac{e_{j}-1-k}{E_{j}} \quad j=1, \cdots, n ; \quad k=0,1,2, \cdots
$$
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which are the singularities of $\left\{\Gamma\left(1-e_{j}+E_{j} \xi\right)\right\}^{\epsilon_{j}}$, do not coincide.

We retain these assumptions throughout the thesis.

The contour $\mathfrak{L}$ is the line from $c-\mathrm{i} \infty$ to $c+\mathrm{i} \infty$, suitably intended to keep the poles of $\Gamma\left(f_{j}-F_{j} \xi\right) \quad j=1, \cdots, m$ to the right of the path, and the singularities of $\left\{\Gamma\left(1-e_{j}+E_{j} \xi\right)\right\}^{\epsilon_{j}} \quad j=1, \cdots, n$ to the left of the path.

If $\epsilon_{i}=\Im_{j}=1 \quad(i=1, \cdots, n ; \quad j=m+1, \cdots, q)$, the $\bar{H}$-function reduces to the familiar $H$-function.

The following sufficient conditions for the absolute convergence of the defining integral for $\bar{H}$-function given by (1.1.15) have been given by Gupta, Jain and Agarwal [17]
(i) $|\arg (z)|<\frac{1}{2} \Omega \pi \quad$ and $\quad \Omega>0$
(ii) $|\arg (z)|=\frac{1}{2} \Omega \pi \quad$ and $\quad \Omega \geq 0$
and (a) $\mu \neq 0$ and the contour $\mathfrak{L}$ is so chosen that $(c \mu+\lambda+1)<0$
(b) $\quad \mu=0 \quad$ and $\quad(\lambda+1)<0$,
where

$$
\begin{aligned}
& \Omega=\sum_{j=1}^{m} F_{j}+\sum_{j=1}^{n} E_{j} \epsilon_{j}-\sum_{j=m+1}^{q} F_{j} \Im_{j}-\sum_{j=n+1}^{p} E_{j} \\
& \mu=\sum_{j=1}^{n} E_{j} \in_{j}+\sum_{j=n+1}^{p} E_{j}-\sum_{j=1}^{m} F_{j}-\sum_{j=m+1}^{q} F_{j} \Im_{j}
\end{aligned}
$$

$$
\begin{array}{r}
\lambda=\mathfrak{R}\left(\sum_{j=1}^{m} f_{j}+\sum_{j=m+1}^{q} f_{j} \Im_{j}-\sum_{j=1}^{n} e_{j} \epsilon_{j}-\sum_{j=n+1}^{p} e_{j}\right) \\
+\frac{1}{2}\left(\sum_{j=1}^{n} \epsilon_{j}-\sum_{j=m+1}^{q} \Im_{j}+p-m-n\right) .
\end{array}
$$

The following series representation for the $\bar{H}$-Function given by Rathie [54] and Saxena [56] has been used in the present work:

$$
\bar{H}_{p, q}^{m, n}\left[\begin{array}{cc}
z & \left.\begin{array}{cc}
\left(e_{j}, E_{j} ; \in_{j}\right)_{1, n}, & \left(e_{j}, E_{j}\right)_{n+1, p} \\
\left(f_{j}, F_{j}\right)_{1, m}, & \left(f_{j}, F_{j} ; \Im_{j}\right)_{m+1, q}
\end{array}\right]=\sum_{t=0}^{\infty} \sum_{h=1}^{m} \bar{\Theta}\left(\mathfrak{s}_{t, h}\right) z^{s_{s}, h}, ~, ~, ~ \tag{1.1.17}
\end{array}\right.
$$

where,

$$
\begin{equation*}
\bar{\Theta}\left(\mathfrak{s}_{t, h}\right)=\frac{\prod_{j=1, j \neq h}^{m} \Gamma\left(f_{j}-F_{j} \mathfrak{s}_{t, h}\right) \prod_{j=1}^{n}\left\{\Gamma\left(1-e_{j}+E_{j} \mathfrak{s}_{t, h}\right)\right\}^{\epsilon_{j}}}{\prod_{j=m+1}^{q}\left\{\Gamma\left(1-f_{j}+F_{j} \mathfrak{s}_{t, h}\right)\right\}^{\Im_{j}} \prod_{j=n+1}^{p} \Gamma\left(e_{j}-E_{j} \mathfrak{s}_{t, h}\right)} \frac{(-1)^{t}}{t!F_{h}}, \quad \mathfrak{s}_{t, h}=\frac{f_{h}+t}{F_{h}} \tag{1.1.18}
\end{equation*}
$$

In the Sequel, we shall also make use of the following behavior of the $\bar{H}_{p, q}^{m, n}[z]$ function for small and large value of z as recorded by Saxena et al.
[57, p. 112, Eqs.(2.3) and (2.4)].

$$
\begin{align*}
& \bar{H}_{p, q}^{m, n}[z]=O\left[|z|^{\alpha}\right] \text {, for small } \mathrm{z} \text {, where } \quad \alpha=\min _{1 \leq j \leq m} \Re\left(\frac{f_{j}}{F_{j}}\right)  \tag{1.1.19}\\
& \bar{H}_{p, q}^{m, n}[z]=O\left[|z|^{\beta}\right] \text {, for large } \mathrm{z} \text {, where } \beta=\max _{1 \leq j \leq n} \Re\left(\epsilon_{j}\left(\frac{e_{j}-1}{E_{j}}\right)\right), \tag{1.1.20}
\end{align*}
$$

provided that either of the following conditions are satisfied:

$$
\left.\begin{array}{lll}
\text { (i) } & \mu<0 & \text { and }  \tag{1.1.21}\\
\text { (ii) } & 0<|z|<\infty \\
\text { (ion } & \text { and } & 0<|z|<\delta^{-1}
\end{array}\right\}
$$
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where

$$
\begin{align*}
\mu & =\sum_{j=1}^{n} E_{j} \epsilon_{j}+\sum_{j=n+1}^{p} E_{j}-\sum_{j=1}^{m} F_{j}-\sum_{j=m+1}^{q} F_{j} \Im_{j}  \tag{1.1.22}\\
\delta & =\prod_{j=1}^{n}\left(E_{j}\right)^{E_{j} \in_{j}} \prod_{j=n+1}^{p}\left(E_{j}\right)^{E_{j}} \prod_{j=1}^{m}\left(F_{j}\right)^{-F_{j}} \prod_{m+1}^{q}\left(F_{j}\right)^{-F_{j} \Im_{j}} . \tag{1.1.23}
\end{align*}
$$

## SPECIAL CASES

The following special cases of the $\bar{H}$-function have been made use in this thesis:
(I) The Polylogarithm of order $p$ [8, p.30, §1.11, Eq. (14)] and [10, p. 315, Eq. (1.9)]

$$
\begin{align*}
F(z, p)=\sum_{r=1}^{\infty} \frac{z^{r}}{r^{p}} & =z \bar{H}_{1,2}^{1,1}\left[-z \left\lvert\, \begin{array}{cc}
(0,1 ; p+1) \\
(0,1), & (-1,1 ; p)
\end{array}\right.\right] \\
& =-\bar{H}_{1,2}^{1,1}\left[-z \left\lvert\, \begin{array}{cc}
(1,1 ; p+1) & \\
(1,1), & (0,1 ; p)
\end{array}\right.\right], \tag{1.1.24}
\end{align*}
$$

Here, $F(z, p)$ is the polylogarithm function of order $p$.
(II) The Generalized Wright Hypergeometric Function [18, p. 271,

Eq. (7)]

$$
{ }_{p} \bar{\Psi}_{q}\binom{\left(e_{j}, E_{j} ; \in_{j}\right)_{1, p} ;}{\left(f_{j}, F_{j} ; \Im_{j}\right)_{1, q} ;}=\sum_{r=0}^{\infty} \frac{\prod_{j=1}^{p}\left\{\Gamma\left(e_{j}+E_{j} r\right)\right\}^{\epsilon_{j}}}{\prod_{j=1}^{q}\left\{\Gamma\left(f_{j}+F_{j} r\right)\right\}^{\Im_{j}}} \frac{z^{r}}{r!}
$$

$$
=\bar{H}_{p, q+1}^{1, p}\left[\begin{array}{l|c}
\left(1-e_{j}, E_{j} ; \in_{j}\right)_{1, p}  \tag{1.1.25}\\
(0,1),\left(1-f_{j}, F_{j} ; \Im_{j}\right)_{1, q}
\end{array}\right],
$$

${ }_{p} \bar{\Psi}_{q}$ reduces to ${ }_{p} \Psi_{q}$, the familiar Wright's Generalized hypergeometric function [68, p. 19, Eq. (2.6.11)], when all the exponents $\left(\epsilon_{j}\right)_{1, n},\left(\Im_{j}\right)_{m+1, q}$ take the value 1 .

$$
\begin{align*}
{ }_{p} \Psi_{q}\binom{\left(e_{j}, E_{j}\right)_{1, p} ;}{\left(f_{j}, F_{j}\right)_{1, q} ;} & =\sum_{r=0}^{\infty} \frac{\prod_{j=1}^{p} \Gamma\left(e_{j}+E_{j} r\right)}{\prod_{j=1}^{q} \Gamma\left(f_{j}+F_{j} r\right)} \frac{z^{r}}{r!} \\
& =H_{p, q+1}^{1, p}\left[\begin{array}{c|c} 
\\
-z & \left(1-e_{j}, E_{j}\right)_{1, p} \\
(0,1),\left(1-f_{j}, F_{j}\right)_{1, q}
\end{array}\right] \tag{1.1.26}
\end{align*}
$$

(III) The Generalized Riemann Zeta Function [8, p. 27, §1.11, Eq. (1)] and [10, pp. 314-315, Eq. (1.6) and (1.7)]

$$
\phi(z, p, \eta)=\sum_{r=0}^{\infty} \frac{z^{r}}{(\eta+r)^{p}}=\bar{H}_{2,2}^{1,2}\left[-z \left\lvert\, \begin{array}{cc}
(0,1 ; 1), & (1-\eta, 1 ; p)  \tag{1.1.27}\\
(0,1), & (-\eta, 1 ; p)
\end{array}\right.\right]
$$

(IV) Generalized Hurwitz Lerch Zeta Function [24, pp. 147 \& 151, Eqs.(6.2.5) and (6.4.2)]

$$
\begin{align*}
\phi_{\alpha, \beta, \gamma}(z, p, \eta) & =\sum_{r=0}^{\infty} \frac{(\alpha)_{r}(\beta)_{r}}{(\gamma)_{r} r!} \frac{z^{r}}{(\eta+r)^{p}} \\
& =\frac{\Gamma(\gamma)}{\Gamma(\alpha) \Gamma(\beta)} \bar{H}_{3,3}^{1,3}\left[\begin{array}{cc}
\left.-z \left\lvert\, \begin{array}{cc}
(1-\eta, 1 ; p),(1-\alpha, 1 ; 1), & (1-\beta, 1 ; 1) \\
(0,1),(1-\gamma, 1 ; 1), & (-\eta, 1 ; p)
\end{array}\right.\right]
\end{array} . .\right. \tag{1.1.28}
\end{align*}
$$
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(V) Generalized Wright Bessel Function [18, p. 271, Eq.(8)]

$$
\begin{align*}
\bar{J}_{\lambda}^{\nu, \mu}(z) & =\sum_{r=0}^{\infty} \frac{(-z)^{r}}{r!(\Gamma(1+\lambda+\nu r))^{\mu}} \\
& =\bar{H}_{0,2}^{1,0}\left[z \left\lvert\, \begin{array}{c} 
\\
(0,1),(-\lambda, \nu ; \mu)
\end{array}\right.\right] . \tag{1.1.29}
\end{align*}
$$

(VI) A Generalization of the Generalized Hypergeometric Function [18, p. 271, Eq. (9)]

$$
\begin{aligned}
& { }_{p} \bar{F}_{q}\binom{\left(e_{j}, \epsilon_{j}\right)_{1, p} ;}{\left(f_{j}, \Im_{j}\right)_{1, q} ;} \\
& =\sum_{r=0}^{\infty} \frac{\prod_{j=1}^{p}\left\{\left(e_{j}\right)_{r}\right\}^{\epsilon_{j}}}{\prod_{j=1}^{q}\left\{\left(f_{j}\right)_{r}\right\}^{\Im_{j}}} \frac{z^{r}}{r!}=\frac{\prod_{j=1}^{q}\left\{\Gamma\left(f_{j}\right)\right\}^{\Im_{j}}}{\prod_{j=1}^{p}\left\{\Gamma\left(e_{j}\right)\right\}_{j}} \bar{H}_{p, q+1}^{1, p}\left[-z \left\lvert\, \begin{array}{c}
\left(1-e_{j}, 1 ; \epsilon_{j}\right)_{1, p} \\
(0,1),\left(1-f_{j}, 1 ; \Im_{j}\right)_{1, q}
\end{array}\right.\right] \\
& =\frac{\prod_{j=1}^{q}\left\{\Gamma\left(f_{j}\right)\right\}^{\Im_{j}}}{\prod_{j=1}^{p}\left\{\Gamma\left(e_{j}\right)\right\}_{j}^{\epsilon_{j}}{ }_{p} \Psi_{q}}\binom{\left(e_{j}, 1 ; \epsilon_{j}\right)_{1, p} ;}{\left(f_{j}, 1 ; \Im_{j}\right)_{1, q} ;} .
\end{aligned}
$$

The function ${ }_{p} \bar{F}_{q}$ reduces to well known ${ }_{p} F_{q}$ for $\epsilon_{j}=1(j=1, \cdots, p), \Im_{j}=1(j=$ $1, \cdots, q)$ in it.

Naturally, all functions which are special cases of the $H$-function are also special cases of the $\bar{H}$-function.

### 1.1.3 H-FUNCTION OF TWO VARIABLES

The H-function of two variables is defined and represented in the following manner [74, p. 82, Eqs. (6.1.1-6.1.4)]:

$$
\begin{align*}
& H_{C, D: C_{1}, D_{1} ; C_{2}, D_{2}}^{0, B, A_{1}, B_{1}, A_{2}, B_{2}}\left[\begin{array}{c|c}
z_{1} & \left(a_{j} ; \alpha_{j}^{(1)}, \alpha_{j}^{(2)}\right)_{1, C}:\left(c_{j}^{(1)}, \gamma_{j}^{(1)}\right)_{1, C_{1}} ;\left(c_{j}^{(2)}, \gamma_{j}^{(2)}\right)_{1, C_{2}} \\
z_{2} & \left(b_{j} ; \beta_{j}^{(1)}, \beta_{j}^{(2)}\right)_{1, D}:\left(d_{j}^{(1)}, \delta_{j}^{(1)}\right)_{1, D_{1} ;} ;\left(d_{j}^{(2)}, \delta_{j}^{(2)}\right)_{1, D_{2}}
\end{array}\right] \\
& =\frac{1}{(2 \pi \omega)^{2}} \int_{\mathfrak{L}_{1}} \int_{\mathfrak{L}_{2}} \psi\left(\xi_{1}, \xi_{2}\right) \prod_{i=1}^{2}\left(\phi_{i}\left(\xi_{i}\right) z_{i}^{\xi_{i}}\right) d \xi_{1} d \xi_{2} \quad(i=1,2), \tag{1.1.30}
\end{align*}
$$

where $\omega=\sqrt{-1}$,

$$
\begin{gather*}
\psi\left(\xi_{1}, \xi_{2}\right)=\frac{\prod_{j=1}^{B} \Gamma\left(1-a_{j}+\sum_{i=1}^{2} \alpha_{j}^{(i)} \xi_{i}\right)}{\prod_{j=1}^{D} \Gamma\left(1-b_{j}+\sum_{i=1}^{2} \beta_{j}^{(i)} \xi_{i}\right) \prod_{j=B+1}^{C} \Gamma\left(a_{j}-\sum_{i=1}^{2} \alpha_{j}^{(i)} \xi_{i}\right)},  \tag{1.1.31}\\
\phi_{i}\left(\xi_{i}\right)=\frac{\prod_{i=1}^{A_{i}} \Gamma\left(d_{j}^{(i)}-\delta_{j}^{(i)} \xi_{i}\right) \prod_{j=1}^{B_{i}} \Gamma\left(1-c_{j}^{(i)}+\gamma_{j}^{(i)} \xi_{i}\right)}{\prod_{j=A_{i}+1}^{D_{i}} \Gamma\left(1-d_{j}^{(i)}+\delta_{j}^{(i)} \xi_{i}\right) \prod_{j=B_{i}+1}^{C_{i}} \Gamma\left(c_{j}^{(i)}-\gamma_{j}^{(i)} \xi_{i}\right)} \quad(i=1,2) . \tag{1.1.32}
\end{gather*}
$$

All the greek letters occuring on the left-hand side of 1.1 .30 are assumed to be positive real numbers for standardization purposes; the definition of the multivariable $H$-function will, however, be meaningful even if some of these quantities are zero such that

$$
\begin{equation*}
\Lambda_{i} \equiv \sum_{j=1}^{C} \alpha_{j}^{(i)}+\sum_{j=B_{i}+1}^{C_{i}} \gamma_{j}^{(i)}-\sum_{j=1}^{D} \beta_{j}^{(i)}-\sum_{j=1}^{D_{i}} \delta_{j}^{(i)}>0 \quad(i=1,2) \tag{1.1.33}
\end{equation*}
$$
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$\Omega_{i} \equiv-\sum_{j=B+1}^{C} \alpha_{j}^{(i)}+\sum_{j=1}^{B_{i}} \gamma_{j}^{(i)}-\sum_{j=B_{i}+1}^{C_{i}} \gamma_{j}^{(i)}-\sum_{j=1}^{D} \beta_{j}^{(i)}+\sum_{j=1}^{A_{i}} \delta_{j}^{(i)}-\sum_{j=A_{i}+1}^{D_{i}} \delta_{j}^{(i)}>0 \quad(i=1,2)$,
where $B, C, D, A_{i}, B_{i}, C_{i}, D_{i}$ are non negative integers such that $0 \leq B \leq C$,
$D \geq 0, \quad 0 \leq B_{i} \leq C_{i}$ and $1 \leq A_{i} \leq D_{i}, \quad(i=1,2)$.
The sequences of the parameters in 1.1.30 are such that none of the poles of the integrand coincide i.e. the poles of the integrand in (1.1.30) are simple. The contour $\mathfrak{L}_{\mathfrak{i}}$ in the complex $\xi_{i}$ - plane is of the Mellin-Barnes type which runs from $-\omega \infty$ to $+\omega \infty$ with indentations, if necessary, to ensure that all the poles of $\Gamma\left(d_{j}^{(i)}-\delta_{j}^{(i)} \xi_{i}\right) \quad\left(j=1, \cdots, A_{i}\right)$ are separated from those of $\Gamma\left(1-c_{j}^{(i)}-\gamma_{j}^{(i)} \xi_{i}\right)$ $\left(j=1, \cdots, B_{i}\right)$ and $\Gamma\left(1-a_{j}+\sum_{i=1}^{r} \alpha_{j}^{(i)} \xi_{i}\right) \quad(i=1,2 ; j=1, \cdots, B)$.
It is known that multiple Mellin-Barnes contour integral representing the multivariable $H$ - function 1.1.36) converges absolutely [73, p. 130, Eq. (1.4)] under the condition 1.1.40 when

$$
\begin{equation*}
\left|\arg \left(z_{i}\right)\right|<\frac{1}{2} \Omega_{i} \pi, \quad(i=1,2) \tag{1.1.35}
\end{equation*}
$$

The point $z_{i}=0(i=1,2)$ and various exceptional parameter values are excluded.

### 1.1.4 THE MULTIVARIABLE $H$-FUNCTION

The multivariable $H$-function occuring in the thesis was introduced and studied by Srivastava and Panda [74, p. 130, Eq. (1.1)]. This function involves r complex variables and will be defined and represented in the following contracted form
[71, pp. 251-252, Eqs. (C.1-C.3)]

$$
\begin{align*}
& H_{C, D: C_{1}, D_{1} ; \cdots ; C_{r}, D_{r}}^{0, B: A_{r}, B_{1} ; \cdots ; A_{r}, B_{r}}
\end{aligned}\left[\begin{array}{c|c}
z_{1} & \left(a_{j} ; \alpha_{j}^{(1)}, \cdots, \alpha_{j}^{(r)}\right)_{1, C}:\left(c_{j}^{(1)}, \gamma_{j}^{(1)}\right)_{1, C_{1}} ; \cdots ;\left(c_{j}^{(r)}, \gamma_{j}^{(r)}\right)_{1, C_{r}} \\
\cdot &  \tag{1.1.36}\\
z_{r} & \left(b_{j} ; \beta_{j}^{(1)}, \cdots, \beta_{j}^{(r)}\right)_{1, D}:\left(d_{j}^{(1)}, \delta_{j}^{(1)}\right)_{1, D_{1}} ; \cdots ;\left(d_{j}^{(r)}, \delta_{j}^{(r)}\right)_{1, D_{r}}
\end{array}\right], \begin{aligned}
& =\frac{1}{(2 \pi \omega)^{r}} \int_{\mathfrak{L}_{1}} \cdots \int_{\mathfrak{L}_{\mathfrak{r}}} \psi\left(\xi_{1}, \cdots, \xi_{r}\right) \prod_{i=1}^{r}\left(\phi_{i}\left(\xi_{i}\right) z_{i}^{\xi_{i}}\right) d \xi_{1} \cdots d \xi_{r} \quad(i=1, \cdots, r),
\end{align*}
$$

where $\omega=\sqrt{-1}$,

$$
\begin{align*}
& \psi\left(\xi_{1}, \cdots, \xi_{r}\right)=\frac{\prod_{j=1}^{B} \Gamma\left(1-a_{j}+\sum_{i=1}^{r} \alpha_{j}^{(i)} \xi_{i}\right)}{\prod_{j=1}^{D} \Gamma\left(1-b_{j}+\sum_{i=1}^{r} \beta_{j}^{(i)} \xi_{i}\right) \prod_{j=B+1}^{C} \Gamma\left(a_{j}-\sum_{i=1}^{r} \alpha_{j}^{(i)} \xi_{i}\right)}  \tag{1.1.37}\\
& \phi_{i}\left(\xi_{i}\right)=\frac{\prod_{i=1}^{A_{i}} \Gamma\left(d_{j}^{(i)}-\delta_{j}^{(i)} \xi_{i}\right) \prod_{j=1}^{B_{i}} \Gamma\left(1-c_{j}^{(i)}+\gamma_{j}^{(i)} \xi_{i}\right)}{\prod_{j=A_{i}+1}^{D_{i}} \Gamma\left(1-d_{j}^{(i)}+\delta_{j}^{(i)} \xi_{i}\right) \prod_{j=B_{i}+1}^{C_{i}} \Gamma\left(c_{j}^{(i)}-\gamma_{j}^{(i)} \xi_{i}\right)} \quad(i=1, \cdots, r) . \tag{1.1.38}
\end{align*}
$$

All the greek letters occuring on the left-hand side of (1.1.36) are assumed to be positive real numbers for standardization purposes; the definition of the multivariable H -function will, however, be meaningful even if some of these quantities are zero such that

$$
\begin{equation*}
\Lambda_{i} \equiv \sum_{j=1}^{C} \alpha_{j}^{(i)}+\sum_{j=B_{i}+1}^{C_{i}} \gamma_{j}^{(i)}-\sum_{j=1}^{D} \beta_{j}^{(i)}-\sum_{j=1}^{D_{i}} \delta_{j}^{(i)}>0 \quad(i=1,2, \cdots, r), \tag{1.1.39}
\end{equation*}
$$
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$\Omega_{i} \equiv-\sum_{j=B+1}^{C} \alpha_{j}^{(i)}+\sum_{j=1}^{B_{i}} \gamma_{j}^{(i)}-\sum_{j=B_{i}+1}^{C_{i}} \gamma_{j}^{(i)}-\sum_{j=1}^{D} \beta_{j}^{(i)}+\sum_{j=1}^{A_{i}} \delta_{j}^{(i)}-\sum_{j=A_{i}+1}^{D_{i}} \delta_{j}^{(i)}>0$
where $B, C, D, A_{i}, B_{i}, C_{i}, D_{i}$ are non negative integers such that $0 \leq B \leq C$, $D \geq 0, \quad 0 \leq B_{i} \leq C_{i}$ and $1 \leq A_{i} \leq D_{i}, \quad(i=1, \cdots, r)$.

The sequences of the parameters in 1.1.36) are such that none of the poles of the integrand coincide i.e. the poles of the integrand in (1.1.36) are simple. The contour $\mathfrak{L}_{\mathrm{i}}$ in the complex $\xi_{i}$ - plane is of the Mellin-Barnes type which runs from $-\omega \infty$ to $+\omega \infty$ with indentations, if necessary, to ensure that all the poles of $\Gamma\left(d_{j}^{(i)}-\delta_{j}^{(i)} \xi_{i}\right) \quad\left(j=1, \cdots, A_{i}\right)$ are separated from those of $\Gamma\left(1-c_{j}^{(i)}-\gamma_{j}^{(i)} \xi_{i}\right)$ $\left(j=1, \cdots, B_{i}\right)$ and $\Gamma\left(1-a_{j}+\sum_{i=1}^{r} \alpha_{j}^{(i)} \xi_{i}\right) \quad(i=1, \cdots, r ; j=1, \cdots, B)$.
It is known that multiple Mellin-Barnes contour integral representing the multivariable $H$ - function 1.1.36) converges absolutely [73, p. 130, Eq. (1.4)] under the condition (1.1.40) when

$$
\begin{equation*}
\left|\arg \left(z_{i}\right)\right|<\frac{1}{2} \Omega_{i} \pi, \quad(i=1, \cdots, r) \tag{1.1.41}
\end{equation*}
$$

The point $z_{i}=0(i=1, \cdots, r)$ and various exceptional parameter values are excluded.

## SPECIAL CASES

By suitably specializing the various parameters occuring in the multivariable $H$-function defined by (1.1.36), it reduces to the simpler special functions of one
and more variables.
Some of them which have been used in this thesis are given below:
(i) If we take $\alpha_{j}^{(1)}=\alpha_{j}^{(2)}=\ldots=\alpha_{j}^{(r)} \quad(j=1, \ldots, D)$ and $\beta_{j}^{(1)}=\beta_{j}^{(2)}=\ldots=$ $\beta_{j}^{(r)} \quad(j=1, \ldots, D)$ in 1.1.36), it reduces to a special multivariable $H$-function studied by Saxena [56].
(ii) If we take $r=2$, in 1.1.36 , we get $H$-function of two variables defined in [68, p.82, eq.(6.1.1)].
(iii) A relation between $H$-function of two variable and the Appell function 68, p.89,Eq.(6.4.6)] is given as below:

$$
\begin{align*}
& H_{0,1: 2,1 ; 2,1}^{0,0: 1,2 ; 1,2}\left[\begin{array}{c|ccc}
-x & -: & (1-c, 1),\left(1-c^{\prime}, 1\right) ; & (1-e, 1),\left(1-e^{\prime}, 1\right) \\
-y & (1-b ; 1,1): & (0,1) ; & (0,1)
\end{array}\right] \\
& \quad=\frac{\Gamma(c) \Gamma\left(c^{\prime}\right) \Gamma(e) \Gamma\left(e^{\prime}\right)}{\Gamma(b)} F_{3}\left(c, e, c^{\prime}, e^{\prime} ; b ; x, y\right), \quad|x|<1,|y|<1 \tag{1.1.42}
\end{align*}
$$

(iv) if we reduce Multivariable H-function into generalized hypergeometric Function [25, p.xi,Eq.(A.18)] as given below:

$$
H_{C, D: 0,1, \cdots ; ;, 1,1}^{0, C: 1,0 ; \cdots 1,0}\left[\begin{array}{c|c}
z_{1} & \left(1-a_{j} ; 1, \cdots, 1\right)_{1, C}:--; \cdots ;-- \\
\cdot & \\
\cdot & \left(1-b_{j} ; 1, \cdots, 1\right)_{1, D}:(0,1) ; \cdots ;(0,1)
\end{array}\right]
$$
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$$
=\frac{\prod_{j=1}^{C} \Gamma\left(a_{j}\right)}{\prod_{j=1}^{D} \Gamma\left(b_{j}\right)} c F_{D}\left[\begin{array}{l}
\left(a_{C}\right) ;  \tag{1.1.43}\\
\left(b_{D}\right) ;
\end{array}-\left(z_{1}+\cdots+z_{r}\right)\right]
$$

### 1.1.5 $S_{V}^{U}$ POLYNOMIAL

The $S_{V}^{U}$ polynomial was introduced and investigated by Srivastava [61] and is represented in the following manner :

$$
\begin{equation*}
S_{V}^{U}[x]=\sum_{R=0}^{[V / U]} \frac{(-V)_{U R} A_{V, R}}{R!} x^{R}, \quad V=0,1,2, \ldots \tag{1.1.44}
\end{equation*}
$$

where $U$ is an arbitrary positive integer, the coefficients $A_{V, R}$ are constants, real or complex.

### 1.1.6 GENERALIZED EXTENDED MITTAG-LEFFLER FUNCTION

A special function of the form $E_{\delta}(z)$ was introduced by the Swedish mathematician Gosta Mittag-Leffler [43] in 1903 as

$$
\begin{equation*}
E_{\delta}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(\delta n+1)} \quad(\delta \in \mathbb{C}, \mathfrak{\Re}(\delta)>0) \tag{1.1.45}
\end{equation*}
$$

which is direct generalization of the exponential function for $\delta=1$. In 1905, Wiman 81 gave the generalization of $E_{\delta}(z)$ known as Wiman's function or generalized Mittag-Leffler function defined as follows:

$$
\begin{equation*}
E_{\delta, \kappa}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(\delta n+\kappa)} \quad(\delta, \kappa \in \mathbb{C}, \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0) \tag{1.1.46}
\end{equation*}
$$

Later on, Prabhakar [51] introduced a new generalization of $E_{\delta, \kappa}(z)$ as $E_{\delta, \kappa}^{\vartheta}(z)$,

$$
\begin{gather*}
E_{\delta, \kappa}^{\vartheta}(z)=\sum_{n=0}^{\infty} \frac{(\vartheta)_{n}}{\Gamma(\delta n+\kappa)} \frac{z^{n}}{n!}  \tag{1.1.47}\\
(\kappa, \delta, \vartheta \in \mathbb{C}, \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0, \mathfrak{R}(\vartheta)>0),
\end{gather*}
$$

where $(\vartheta)_{n}$ denotes the Pochhammer symbol (see for details, [53, 66] and 67):

$$
\begin{equation*}
(\vartheta)_{0}=1, \quad(\vartheta)_{n}=\vartheta(\vartheta+1)(\vartheta+2) \cdots(\vartheta+n-1) . \tag{1.1.48}
\end{equation*}
$$

Moreover, generalization of $E_{\delta, \kappa}^{\vartheta}(z)$ was introduced and studied by Shukla and Prajapati 55] defined as

$$
\begin{gather*}
E_{\delta, \kappa}^{\vartheta, r}(z)=\sum_{n=0}^{\infty} \frac{(\vartheta)_{r n}}{\Gamma(\delta n+\kappa)} \frac{z^{n}}{n!}  \tag{1.1.49}\\
(\vartheta, \delta, \kappa \in \mathbb{C}, \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0, \mathfrak{R}(\vartheta)>0 \text { and } r \in(0,1) \cup \mathbb{N}),
\end{gather*}
$$

(1.1.49) was further investigated by Srivastava and Tomovski [78]

$$
\begin{gather*}
E_{\delta, \kappa}^{\vartheta, \xi}(z)=\sum_{n=0}^{\infty} \frac{(\vartheta)_{\xi n}}{\Gamma(\delta n+\kappa)} \frac{z^{n}}{n!}  \tag{1.1.50}\\
(z, \kappa, \vartheta \in \mathbb{C}, \mathfrak{R}(\delta)>\max (0, \mathfrak{R}(\xi)-1), \mathfrak{R}(\xi)>0) .
\end{gather*}
$$

Lately, Özarslan and Yilmaz [46] studied extended Mittag-Leffler function and defined it in the following manner:

$$
\begin{equation*}
E_{\delta, \kappa}^{(\vartheta ; d)}(z ; q)=\sum_{n=0}^{\infty} \frac{B_{q}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n}}{\Gamma(\delta n+\kappa)} \frac{z^{n}}{n!} \quad(q \geq 0, \mathfrak{R}(d)>\mathfrak{R}(\vartheta)>0), \tag{1.1.51}
\end{equation*}
$$
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$$
\begin{aligned}
& \text { where } \quad B_{q}(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} e^{\frac{-q}{t(1-t)}} d t \\
& (\mathfrak{R}(q) \geq 0, \mathfrak{R}(x)>0, \mathfrak{R}(y)>0) .
\end{aligned}
$$

Now, we propose to introduce and investigate further generalization of extended Mittag-Leffler function in 1.1.51 as $E_{\delta, k}^{\vartheta ; d}(z ; q, \rho, \zeta)$,

$$
\begin{align*}
& E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \rho, \zeta)=\sum_{n=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n}}{\Gamma(\delta n+\kappa)} \frac{z^{n}}{n!}  \tag{1.1.53}\\
& \quad(q \geq 0, \mathfrak{R}(d)>\mathfrak{R}(\vartheta)>0, \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0),
\end{align*}
$$

where $B_{q}^{(\rho, \zeta)}(x, y)$ represents generalized Beta type function as follows(see, for details, [65, p. 348, Eq.(1.2)]; see also [48, p. 32, Chapter 4]):

$$
\begin{align*}
B_{q}^{(\rho, \zeta)}(x, y) & =\int_{0}^{1} t^{x-1}(1-t)^{y-1}{ }_{1} F_{1}\left(\rho ; \zeta ; \frac{-q}{t(1-t)}\right) d t  \tag{1.1.54}\\
& (\mathfrak{R}(q) \geq 0, \min (\mathfrak{R}(x), \mathfrak{R}(y), \mathfrak{R}(\zeta), \mathfrak{R}(\rho))>0)
\end{align*}
$$

Further, we also present the contour representation of generalized extended MittagLeffler function in the following manner:

$$
\begin{align*}
E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \rho, \zeta)=\frac{1}{(2 \pi i)^{2}} \frac{\Gamma(\zeta)}{\Gamma(\rho) \Gamma(\vartheta) \Gamma(d-\vartheta)} \int_{\mathfrak{L}_{1}} \int_{\mathfrak{L}_{2}} & \frac{\Gamma\left(\rho-\xi_{1}\right)}{\Gamma\left(\zeta-\xi_{1}\right)} \frac{\Gamma\left(\vartheta+\xi_{1}+\xi_{2}\right) \Gamma\left(d-\vartheta+\xi_{1}\right) \Gamma\left(\xi_{1}\right)}{\Gamma\left(d+\xi_{2}+2 \xi_{1}\right)} \\
& \cdot \frac{\Gamma\left(d+\xi_{2}\right) \Gamma\left(-\xi_{2}\right)}{\Gamma\left(\kappa+\delta \xi_{2}\right)}(q)^{-\xi_{1}}(z)^{\xi_{2}} d \xi_{1} d \xi_{2} \tag{1.1.55}
\end{align*}
$$

For, $\rho=\zeta$ generalization of extended Mittag-Leffler function in (1.1.53) reduces to extended Mittag- Leffler function in (1.1.51).

In the sequel, we shall represent Lebesgue measurable real or complex valued functions defined on a finite interval $[a, b]$ of real line $\mathbb{R}$ (see, for details, [13] and [27]; see also [55]) in the following manner:

$$
\begin{equation*}
L(a, b)=\left\{f(x):\|f\|_{1}=\int_{a}^{b}|f(x)| d x<\infty\right\} \tag{1.1.56}
\end{equation*}
$$

### 1.1.7 S-GENERALIZED GAUSS HYPERGEOMETRIC FUNCTION

The S-generalized Gauss hypergeometric function $F_{p}^{(\alpha, \beta ; \tau, \mu)}(a, b ; c ; z)$ was introduced and investigated by Srivastava et al. [65, p. 350, Eq. (1.12)]. It is represented in the following manner:

$$
\begin{align*}
& F_{p}^{(\alpha, \beta ; \tau, \mu)}(a, b ; c ; z)=\sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}^{(\alpha, \beta ; \tau, \mu)}(b+n, c-b)}{B(b, c-b)} \frac{z^{n}}{n!} \quad(|z|<1)  \tag{1.1.57}\\
& \quad(\mathfrak{R}(p) \geq 0 ; \quad \min \{\mathfrak{R}(\alpha), \mathfrak{R}(\beta), \mathfrak{R}(\tau), \mathfrak{R}(\mu)\}>0 ; \quad \mathfrak{R}(c)>\mathfrak{R}(b)>0),
\end{align*}
$$

in terms of the classical Beta function $B(\lambda, \mu)$ and the S-generalized Beta function $B_{p}^{(\alpha, \beta ; \tau, \mu)}(x, y)$, which was also defined by Srivastava et al. [65, p. 350, Eq. (1.13)] as follows:

$$
\begin{align*}
B_{p}^{(\alpha, \beta ; \tau, \mu)}(x, y)= & \int_{0}^{1} t^{x-1}(1-t)^{y-1}{ }_{1} F_{1}\left(\alpha ; \beta ;-\frac{p}{t^{\tau}(1-t)^{\mu}}\right) d t  \tag{1.1.58}\\
& (\mathfrak{R}(p) \geq 0 ; \quad \min \{\mathfrak{R}(x), \mathfrak{R}(y), \mathfrak{R}(\alpha), \mathfrak{R}(\beta), \mathfrak{R}(\tau), \mathfrak{R}(\mu)\}>0) .
\end{align*}
$$
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If we take $\mathrm{p}=0$ in (1.1.58), it reduces to classical Beta Function and $(\lambda)_{n}$ denotes the Pochhammer symbol defined (for $\lambda \in \mathbb{C}$ ) by (see [67, p. 2 and pp. 4-6]):

$$
\begin{align*}
(\lambda)_{n} & =\frac{\Gamma(\lambda+n)}{\Gamma(\lambda)} \\
& =\left\{\begin{array}{cc}
1, & (n=0) \\
\lambda(\lambda+1) \ldots(\lambda+n-1), & (n \in \mathbb{N} \quad:=\{1,2,3, \cdots\}),
\end{array}\right. \tag{1.1.59}
\end{align*}
$$

provided that the Gamma quotient exists (see, for details,[71, p. 16 et seq.] and [72, p. 22 et seq.]).

For $\tau=\mu$, the S-generalized Gauss hypergeometric function defined by 1.1.57) reduces to the following generalized Gauss hypergeometric function $F_{p}^{(\alpha, \beta ; \tau)}(a, b ; c ; z)$ studied earlier by Parmar [49, p. 44]:

$$
\begin{align*}
& F_{p}^{(\alpha, \beta ; \tau)}(a, b ; c ; z)=\sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}^{(\alpha, \beta ; \tau)}(b+n, c-b)}{B(b, c-b)} \frac{z^{n}}{n!} \quad(|z|<1)  \tag{1.1.60}\\
& \quad(\mathfrak{R}(p) \geq 0 ; \quad \min \{\mathfrak{R}(\alpha), \mathfrak{R}(\beta), \mathfrak{R}(\tau)\}>0 ; \quad \mathfrak{R}(c)>\mathfrak{R}(b)>0) .
\end{align*}
$$

which, in the further special case when $\tau=1$, reduces to the following extension of the generalized Gauss hypergeometric function (see, e.g., [48, p. 4606, Section 3] ; see also [47, p. 39]):

$$
\begin{align*}
& F_{p}^{(\alpha, \beta)}(a, b ; c ; z)=\sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}^{(\alpha, \beta)}(b+n, c-b)}{B(b, c-b)} \frac{z^{n}}{n!} \quad(|z|<1)  \tag{1.1.61}\\
& \quad(\mathfrak{R}(p) \geqslant 0 ; \quad \min \{\mathfrak{R}(\alpha), \mathfrak{R}(\beta)\}>0 ; \quad \mathfrak{R}(c)>\mathfrak{R}(b)>0) .
\end{align*}
$$

Upon setting $\alpha=\beta$ in (1.1.61), we arrive at the following Extended Gauss hypergeometric function (see [5, p. 591, Eqs. (2.1) and (2.2)]:

$$
\begin{align*}
F_{p}(a, b ; c ; z)= & \sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}(b+n, c-b)}{B(b, c-b)} \frac{z^{n}}{n!} \quad(|z|<1)  \tag{1.1.62}\\
& (\mathfrak{R}(p) \geqslant 0 ; \quad \mathfrak{R}(c)>\mathfrak{R}(b)>0) .
\end{align*}
$$

### 1.1.8 EXTENDED HURWITZ-LERCH ZETA FUNCTION

The extended Hurwitz-Lerch Zeta function introduced by Srivastava et al. [77, p. 503, Eq.(6.2)](see also [62] and [70]) is recalled here in slightly modified form:

$$
\begin{gathered}
\Phi_{k_{1}, \ldots, c_{P} ; l_{1}, \ldots, l_{Q}}^{\left(\varrho_{1}, \ldots, \iota_{P}, v_{1}, \ldots, v_{Q}\right)}(z, s, a)=\Phi_{l_{j} ; v_{j}}^{k_{j} ; \varrho_{j} P}(z, s, a)=\sum_{m=0}^{\infty} \frac{\prod_{j=1}^{P}\left(k_{j}\right)_{\varrho_{\varrho}}}{m!\prod_{j=1}^{Q}\left(l_{j}\right)_{m v_{j}}} \frac{z^{m}}{(m+a)^{s}}(1.1 \\
\left(P, Q \in \mathbb{N}_{0} ; k_{j} \in \mathbb{C}(j=1, \cdots, P) ; a, l_{j} \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}(j=1, \cdots, Q) ;\right. \\
\varrho_{j}, v_{n} \in \mathbb{R}^{+}(j=1 \cdots P ; n=1 \cdots, Q) ; \Im>-1 \text { when } s, z \in \mathbb{C} ; \\
\Im=-1 \text { and } s \in \mathbb{C} \text { when }|z|<\mho ; \Im=-1 \text { and } \mathfrak{R}(\varpi)>\frac{1}{2} \text { when }|z|=\mho \\
\text { where } \mho:=\left(\prod_{j=1}^{P} \varrho_{j}^{-\varrho_{j}}\right)\left(\prod_{j=1}^{Q} v_{j}^{v_{j}}\right) \text { and } \Im:=\sum_{j=1}^{Q} v_{j}-\sum_{j=1}^{P} \varrho_{j}, \\
\left.\varpi:=s+\sum_{j=1}^{Q} l_{j}-\sum_{j=1}^{P} k_{j}+\frac{P-Q}{2}\right),
\end{gathered}
$$

the integral representation of extended Hurwitz-Lerch zeta function was also given by Srivastava et al. ([77],Theorem 8)see also([63], Theorem 6).
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$$
\begin{align*}
\Phi_{\left(\mu_{j}, \sigma_{j} ; Q\right)}^{\left(\lambda_{j}, \rho_{j} ; P\right)}(z, s, a)= & \left.\frac{1}{\Gamma(s)} \int_{0}^{\infty} t^{s-1} e^{-a t}{ }_{P} \Psi^{*}{ }_{Q}\left[\begin{array}{l}
\left(\lambda_{1}, \rho_{1}\right), \cdots,\left(\lambda_{P}, \rho_{P}\right) ; \\
\left(\mu_{1}, \sigma_{1}\right), \cdots,\left(\mu_{Q}, \sigma_{Q}\right) ;
\end{array}\right] e^{-t}\right] d t  \tag{1.1.64}\\
& (\min \{\mathfrak{R}(a), \mathfrak{R}(s)\}>0),
\end{align*}
$$

where ${ }_{P} \Psi^{*}{ }_{Q}\left(P, Q \in \mathbb{N}_{0}\right)$ denotes the Fox-Wright function, which is generalization of the familiar generalized hypergeometric function ${ }_{P} F_{Q}\left(P, Q \in \mathbb{N}_{0}\right)$ defined by [8, p.183]

$$
{ }_{P} \Psi^{*}{ }_{Q}\left[\begin{array}{l}
\left(\lambda_{j}, \rho_{j}\right)_{1, P} ;  \tag{1.1.65}\\
\left(\mu_{j}, \sigma_{j}\right)_{1, Q} ;
\end{array}\right]:=\sum_{n=0}^{\infty} \frac{\left(\lambda_{1}\right)_{\rho_{1} n} \cdots\left(\lambda_{P}\right)_{\rho_{P} n}}{\left(\mu_{1}\right)_{\sigma_{1} n} \cdots\left(\mu_{Q}\right)_{\sigma_{Q} n}} \frac{z^{n}}{n!}=\frac{\Gamma\left(\mu_{1}\right) \cdots \Gamma\left(\mu_{Q}\right)}{\Gamma\left(\lambda_{1}\right) \cdots \Gamma\left(\lambda_{P}\right)} P \Psi_{Q}\left[\begin{array}{c}
\left(\lambda_{j}, \rho_{j}\right)_{1, P} ; \\
\left(\mu_{j}, \sigma_{j}\right)_{1, Q} ;
\end{array}\right] .
$$

In a subsequent work by Srivastava [64], this last integral representation formula (1.1.64) was suitably modified in order to introduce and investigate the various properties of a significantly more general class of the $\lambda$-extended Hurwitz-Lerch zeta functions defined by

$$
\begin{align*}
\Phi_{\left(\mu_{j}, \sigma_{j} ; Q\right)}^{\left(\lambda_{j}, \rho_{j} ; P\right)}(z, s, a ; b, \lambda) & =\Phi_{\lambda_{1}, \ldots, \lambda_{P} ; \mu_{1}, \ldots, \mu_{Q}}^{\left(\rho_{1}, \ldots, \rho_{P}, \sigma_{1}, \ldots, \sigma_{Q}\right)}(z, s, a ; b, \lambda) \\
& \left.:=\frac{1}{\Gamma(s)} \int_{0}^{\infty} t^{s-1} \exp \left(-a t-\frac{b}{t^{\lambda}}\right){ }_{P} \Psi^{*}{ }_{Q}\left[\begin{array}{c}
\left(\lambda_{1}, \rho_{1}\right), \cdots,\left(\lambda_{P}, \rho_{P}\right) ; \\
\left(\mu_{1}, \sigma_{1}\right), \cdots,\left(\mu_{Q}, \sigma_{Q}\right) ;
\end{array}\right] e^{-t}\right] d t  \tag{1.1.66}\\
& (\min \{\mathfrak{R}(a), \mathfrak{R}(s)\}>0 ; \mathfrak{R}(b) \geq 0 ; \lambda \geq 0),
\end{align*}
$$

so that, obviously, we have the following relationship:

$$
\begin{align*}
\Phi_{\lambda_{1}, \ldots, \lambda_{P} ; \mu_{1}, \ldots, \mu_{Q}}^{\left(\rho_{1}, \ldots, \rho_{P}, \sigma_{1}, ., \sigma_{Q}\right)}(z, s, a ; 0, \lambda) & =\Phi_{\lambda_{1}, \ldots, \lambda_{P} ; \mu_{1}, \ldots, \mu_{Q}}^{\left(\rho_{1}, \ldots, \rho_{P}, \sigma_{1}, \ldots, \sigma_{Q}\right)}(z, s, a) \\
& =e^{b} \Phi_{\lambda_{1}, \ldots, \lambda_{P} ; \mu_{1}, \ldots, \mu_{Q}}^{\left(\rho_{1}, \ldots, \rho_{P}, \sigma_{1}, \ldots, \sigma_{Q}\right)}(z, s, a ; b, 0) . \tag{1.1.67}
\end{align*}
$$

By using the following corrected version of an integral formula [38, p. 10, Eq. (1.53)]:

$$
\left.\begin{array}{c}
\int_{0}^{\infty} t^{a-1} \exp \left(-b t-\frac{c}{t^{\rho}}\right) d t=\frac{1}{\rho b^{a}} H_{0,2}^{2,0}\left[\left.b c^{\frac{1}{\rho}} \right\rvert\, c\right.  \tag{1.1.68}\\
(a, 1),\left(0, \frac{1}{\rho}\right)
\end{array}\right]
$$

an explicit representation was proven by Srivastava [64, p. 1489, Eq. (2.1)]:

$$
\begin{gather*}
\Phi_{\lambda_{1}, \ldots, \lambda_{P} ; \mu_{1}, \ldots, \mu_{Q}}^{\left(\rho_{1}, \ldots, \rho_{P}, \sigma_{1}, \ldots, \sigma_{Q}\right)}(z, s, a ; b, \lambda)=\frac{1}{\lambda \Gamma(s)} \sum_{n=0}^{\infty} \frac{\prod_{j=1}^{P}\left(\lambda_{j}\right)_{n \rho_{j}}}{(a+n)^{s} \cdot \prod_{j=1}^{Q}\left(\mu_{j}\right)_{n \sigma_{j}}} \cdot H_{0,2}^{2,0}\left[(a+n) b^{\frac{1}{\lambda}} \left\lvert\, \begin{array}{c}
- \\
(s, 1),\left(0, \frac{1}{\lambda}\right)
\end{array}\right.\right] \frac{z^{n}}{n!}  \tag{1.1.69}\\
(\lambda>0),
\end{gather*}
$$

in terms of Fox's H-function defined by (1.1.4), it being assumed that each member of the assertion (1.1.69) exists. The following Mellin-Barnes type contour integral representation was also presented by Srivastava [64, p. 1489, Eq. (2.2)]:

$$
\begin{array}{r}
\Phi_{\lambda_{1}, \ldots, \lambda_{P} ; \mu_{1}, \ldots, \mu_{Q}}^{\left(\rho_{1}, \ldots, \rho_{P}, \sigma_{1}, \ldots, \sigma_{Q}\right)}(z, s, a ; b, \lambda)=\frac{\prod_{j=1}^{Q} \Gamma\left(\mu_{j}\right)}{2 \pi i \lambda \Gamma(s) \prod_{j=1}^{P} \Gamma\left(\lambda_{j}\right)} \cdot \int_{-i \infty}^{i \infty} \frac{\Gamma(\mathbf{s}) \prod_{j=1}^{P} \Gamma\left(\lambda_{j}-\mathbf{s} \rho_{j}\right)}{(a-\mathbf{s})^{s} \prod_{j=1}^{Q} \Gamma\left(\mu_{j}-\mathbf{s} \sigma_{j}\right)} \\
\cdot H_{0,2}^{2,0}\left[(a-\mathbf{s}) b^{\frac{1}{\lambda}} \left\lvert\, \begin{array}{c}
- \\
(s, 1),\left(0, \frac{1}{\lambda}\right)
\end{array}\right.\right](-z)^{-\mathbf{s}} d \mathbf{s} \tag{1.1.70}
\end{array}
$$

$$
(\lambda>0)
$$

provided that each member of the assertion 1.1.70 exists.
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## SPECIAL CASES OF EXTENDED HURWITZ-LERCH ZETA FUNCTION

(i) General Hurwitz-Lerch Zeta function : If we take $Q=0$ and $P=\rho_{j}=$ $k_{j}=1$ in 1.1.63), we get

$$
\begin{equation*}
\Phi_{-}^{1 ; P}(z, s, a)=\Phi(z, s, a)=\sum_{m=0}^{\infty} \frac{z^{m}}{(m+a)^{s}}, \tag{1.1.71}
\end{equation*}
$$

where $\Phi(z, s, a)$ is defined in [8, p.27, Eq.(1.11)].
(ii) Riemann Zeta function : Again, if we take $Q=0$ and $P=\rho_{j}=k_{j}=z=$ $a=1$ in (1.1.63), we get

$$
\begin{equation*}
\Phi_{-}^{1 ; P}(1, s, 1)=\zeta(s)=\sum_{m=0}^{\infty} \frac{1}{(m+1)^{s}}, \tag{1.1.72}
\end{equation*}
$$

where $\zeta(s)$ is defined in [8, Chapter 1](see, for details, [66, Chapter 2]).
(iii) Hurwitz (or generalized) Zeta function : Further, if we take $Q=0$ and $P=\rho_{j}=k_{j}=z=1$ in (1.1.63), we get

$$
\begin{equation*}
\Phi_{-}^{1 ; P}(1, s, a)=\zeta(s, a)=\sum_{m=0}^{\infty} \frac{1}{(m+a)^{s}}, \tag{1.1.73}
\end{equation*}
$$

where $\zeta(s, a)$ is defined in [8, Chapter 1] (see also, [66, Chapter 2]).
(iv) Lerch Zeta function : If we take $Q=0, P=\rho_{j}=k_{j}=a=1$ and $z=e^{2 \pi i \xi}$ in (1.1.63), we get

$$
\begin{equation*}
\Phi_{-}^{1 ; P}\left(e^{2 \pi i \xi}, s, 1\right)=\ell_{s}(\xi)=\sum_{m=0}^{\infty} \frac{e^{2 m \pi i \xi}}{(m+1)^{s}}, \tag{1.1.74}
\end{equation*}
$$

where $\ell_{s}(\xi)$ is defined in [8, Chapter 1](see, for details, [66, Chapter 2]).
(v) Lipschitz-Lerch Zeta function : If we take $Q=0, P=\rho_{j}=k_{j}=1$ and $z=e^{2 \pi i \xi}$ in 1.1.63), we get

$$
\begin{equation*}
\Phi_{-}^{1 ; P}\left(e^{2 \pi i \xi}, s, a\right)=\phi(\xi, s, a)=\sum_{m=0}^{\infty} \frac{e^{2 m \pi i \xi}}{(m+a)^{s}}, \tag{1.1.75}
\end{equation*}
$$

where $\phi(\xi, s, a)$ is defined in [66, p. 122, Eq. (2.5)] (see, for details, [80, p. 280, Example 8]).

### 1.2 INTEGRAL TRANSFORMS

If $f(x)$ denotes of a prescribed class of functions defined on a given interval $[a, b]$ and $K(x, s)$ denotes a definite function of $x$ in that interval for each value of $s$, a parameter whose domain is prescribed, then the linear integral transform $T[f(x) ; s]$ of the function $f(x)$ is defined in the following manner:

$$
\begin{equation*}
T[f(x) ; s]=\int_{a}^{b} K(x, s) f(x) d x \tag{1.2.1}
\end{equation*}
$$

wherein the class of functions and the domain of parameter $s$ are so prescribed that the above integral exists. In (1.2.1), $K(x, s)$ is known as the kernel of the transform, $T[f(x) ; s]$ is the image of $f(x)$ in the said transform; and $f(x)$ is the original of $T[f(x) ; s]$.

## Inversion formula for the transform

If an integral equation can be determined that
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$$
\begin{equation*}
f(x)=\int_{\alpha}^{\beta} \phi(s, x) T[f(x) ; s] d s \tag{1.2.2}
\end{equation*}
$$

then 1.2 .2 is termed as the inversion formula of (1.2.1).

### 1.2.1 LAPLACE TRANSFORM

One of the simplest and most important integral transform is the well known Laplace Transform. It has been a subject of wide and extensive study on account of its applications in applied mathematics and physics.

The Laplace Transform of a function is defined as follows:

$$
\begin{equation*}
L\{f(x) ; s\}=\int_{0}^{\infty} e^{-s x} f(x) d x \quad(\mathfrak{R}(s)>0) \tag{1.2.3}
\end{equation*}
$$

provided that the integral (1.2.3) exists and and the inversion formula is given by:

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} e^{s x} L\{f(x) ; s\} d s \tag{1.2.4}
\end{equation*}
$$

provided that the above integral exists.
The standard works of Doestch [7] in three volumes give the detailed and complete account of Laplace Transform.

### 1.2.2 MELLIN TRANSFORM

The well known Mellin Transform is defined by:

$$
\begin{equation*}
M\{f(x) ; s\}=\int_{0}^{\infty} x^{s-1} f(x) d x \tag{1.2.5}
\end{equation*}
$$

and the inversion formula is given by:

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} x^{-s} M\{f(x) ; s\} d s \tag{1.2.6}
\end{equation*}
$$

provided that the above integral exists.

### 1.2.3 THE EXTENDED HURWITZ-LERCH ZETA TRANSFORM OR THE $\mathcal{E}$-TRANSFORM

We define the $\mathcal{E}$-transform, that is, the extended Hurwitz-Lerch zeta transform as follows:

$$
\begin{equation*}
\mathcal{E}_{\left(\mu_{j}, \sigma_{j} ; Q\right)}^{\left(\lambda_{j}, \rho_{j} ; P\right)}(z, s, a)[f(t)](\mathrm{s}):=\int_{0}^{\infty} \Phi_{\left(\mu_{j}, \sigma_{j} ; Q\right)}^{\left(\lambda_{j}, \rho_{j} ; P\right)}(\mathrm{s} t, s, a) f(t) d t=: \varphi(\mathbf{s}) \quad(f(t) \in \Lambda) \tag{1.2.7}
\end{equation*}
$$

in the neighbourhood of $t=z$, where $\Lambda$ denotes the class of admissible functions $f(t)$, which are integrable in every finite interval in $(0, \infty)$ with the following order estimates:

$$
f(t)=\left\{\begin{array}{cc}
O\left(t^{\omega}\right) & (t \rightarrow 0)  \tag{1.2.8}\\
O\left(t^{\kappa} e^{-\mu t}\right) & (|t| \rightarrow \infty)
\end{array}\right.
$$
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provided that the existence conditions given with (1.1.64) for the extended HurwitzLerch zeta function are satisfied, $\mathfrak{R}(\omega)>-1$ and

$$
\mathfrak{R}(\mu)>0 \quad \text { or } \quad \mathfrak{R}(\mu)=0 \quad \text { and } \quad \max _{1 \leq j \leq p}\left\{\mathfrak{R}\left(\kappa+\frac{\lambda_{j}-1}{\rho_{j}}+1\right)\right\}<0 .
$$

If we reduce the extended Hurwitz-Lerch zeta function to general Fox-Wright function of the type ${ }_{P} \Psi_{Q}^{*}$ defined by 1.1 .65 [18, p.271, Eqs. (7) and (9)], we are led to the known integral transfroms studied earlier in [1, p. 44, Eqs. (1.3.5) and (1.3.6)].

### 1.3 INTEGRAL OPERATORS

In this section, $\Lambda$ will denote the class of function $f(t)$ for which

$$
f(t)= \begin{cases}O\left\{|t|^{\zeta}\right\} ; & \max \{|t|\} \rightarrow 0  \tag{1.3.1}\\ O\left\{|t|^{w_{1}} e^{-w_{2}|t|}\right\} ; & \min \{|t|\} \rightarrow \infty\end{cases}
$$

In our present investigation we make use of an integral operator with $\bar{H}$-function in its kernel defined as follows:

$$
\begin{array}{r}
\left(\overline{\mathcal{H}}_{a+; p, q ; \beta}^{w ; m, n ; \gamma} \varphi\right)(x):=\int_{a}^{x}(x-t)^{\beta-1} \bar{H}_{p, q}^{m, n}\left[w(x-t)^{\gamma}\right] \varphi(t) d t \\
\left(\mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\} ; 1 \leqq m \leqq q ; 0 \leqq n \leqq p ; \mathfrak{R}(\beta)+\min _{1 \leqq j \leqq m}\left\{\mathfrak{R}\left(\frac{\gamma f_{j}}{F_{j}}\right)\right\}>0\right) .
\end{array}
$$ If we take $w=1, m=1$ and $a=0$ in (1.3.2), we obtain an integral operator introduced by Harjule(see for details [19, p.80, Eq.(5.1.10)]).

Next, if we reduce $\bar{H}$-function to the polylogarithm function of order $\eta$ [8, p.30]
in 1.3.2, we obtain the following

$$
\begin{align*}
\left(\mathcal{F}_{a+;, 1,2 ; \beta}^{w ; 1,1 ; \gamma} \varphi\right)(x): & =\int_{a}^{x}(x-t)^{\beta-1} F\left[w(x-t)^{\gamma}, \eta\right] \varphi(t) d t  \tag{1.3.3}\\
& (\mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\}),
\end{align*}
$$

provided that the integral exists.
Further, if we reduce $\bar{H}$-function to the generalized Wright hypergeometric function [18, p.271, Eq.(7)] in (1.3.2), we get

$$
\begin{align*}
\left(\bar{\psi}_{a+; ; ; ; ; \beta}^{w ; ;} \varphi\right)(x):= & \int_{a}^{x}(x-t)^{\beta-1}{ }_{p} \bar{\psi}_{q}\left[\begin{array}{l}
\left.\left(e_{j}, E_{j} ; \in_{j}\right)_{1, p} ; w(x-t)^{\gamma}\right] \varphi(t) d t \\
\left(f_{j}, F_{j} ; \Im_{j}\right)_{1, q}
\end{array}\right]  \tag{1.3.4}\\
& (\mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\} ; p \leqq q+1),
\end{align*}
$$

provided that the integral exists.
Next, if we reduce $\bar{H}$-function to the generalized Riemann zeta function [8, p.27, section 1.11, Eq.(1)] in (1.3.2), we obtain

$$
\begin{align*}
\left(\phi_{0+;, 2 ; ; \beta}^{w ; 1,2 ; \gamma} \varphi\right)(x): & =\int_{0}^{x}(x-t)^{\beta-1} \phi\left(w(x-t)^{\gamma}, \varrho, \eta\right) \varphi(t) d t  \tag{1.3.5}\\
& (\mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\}),
\end{align*}
$$

provided that the integral exist.
Again, if we reduce $\bar{H}$-function to the generalized Wright Bessel function [18, p.271, Eq.(8)] in (1.3.2), we obtain
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\begin{align*}
\left(\bar{J}_{0+; ; 0,2 ; \beta}^{w ; 1,0 ; \gamma} \varphi\right)(x): & =\int_{0}^{x}(x-t)^{\beta-1} \bar{J}_{\vartheta}^{\zeta, \epsilon}\left(w(x-t)^{\gamma}\right) \varphi(t) d t  \tag{1.3.6}\\
& (\mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\}),
\end{align*}
$$

provided that the integral exist.

### 1.3.1 AN INTEGRAL OPERATOR INVOLVING THE GENERALIZED EXTENDED MITTAG-LEFFLER FUNCTION AS IT'S KERNEL

An integral operator with GEML function given by (1.1.53) as it's kernel and $x>a\left(a \in \mathbb{R}^{+}=[0, \infty)\right)$ is defined as follows:

$$
\begin{gathered}
\left(\varepsilon_{a+; \delta, \kappa ; \zeta ;}^{\omega ; \vartheta ; d ; \rho} f\right)(x)=\int_{a}^{x}(x-z)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(x-z)^{\delta} ; q, \rho, \zeta\right) f(z) d z, \\
(\vartheta, \omega \in \mathbb{C}, \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0)
\end{gathered}
$$

provided that conditions of GEML function in (1.1.53) are satisfied.

## SPECIAL CASES

(i) Considering $\rho=\zeta$ in (1.3.7), we obtain an integral operator introduced by Rahman et al. [52] as

$$
\begin{equation*}
\left(\varepsilon_{a+; ;, \kappa}^{\omega ; \vartheta ; d} f\right)(x)=\int_{a}^{x}(x-z)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(x-z)^{\delta} ; q\right) f(z) d z \tag{1.3.8}
\end{equation*}
$$

(ii) Next, on taking $q=0$ in 1.3 .8 we get an integral operator given by Srivastava and Tomovski [78:

$$
\begin{equation*}
\left(\varepsilon_{a+; \delta, \kappa}^{\omega ; \vartheta} f\right)(x)=\int_{a}^{x}(x-z)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(x-z)^{\delta}\right) f(z) d z \tag{1.3.9}
\end{equation*}
$$

(iii) Further, if we take $\omega=0$, the integral operator in (1.3.9) reduces to RiemannLiouville fractional integral operator as defined in 1.4.1.

### 1.4 FRACTIONAL CALCULUS

The term Fractional calculus has its origin to the letter written by L'hospital in 1695 to Leibniz, wherein he enquired whether a meaning could be ascribed to $\frac{d^{n} f(x)}{d x^{n}}$ if n were a fraction. Because the answer to the questions was affirmative, various authors started working on the subject. In the initial stage of development, the order n was taken to be fraction. Although now n is taken as an arbitrary number, the subject is still known as fractional calculus. The works of Caputo [4], Gorenflo and Vessela [12], Kiryakova [30], McBridge [39], Miller and Ross [42], Nishimoto [44], Oldham and Spanier [45], Podlubny [50] and Samko, Kilbas and Marichev [55], provide a comprehensive account of the development and applications in the field of fractional calculus.

The following well known Fractional integral operator has been widely studied.
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The Riemann-Liouville fractional integral and derivative operator $I_{a+}^{p}$ and $D_{a+}^{p}$, which are defined by (see, for details, [29], [42] and [55])

$$
\begin{equation*}
\left(I_{a+}^{\mu} f\right)(x)=\frac{1}{\Gamma(\mu)} \int_{a}^{x} \frac{f(t)}{(x-t)^{1-\mu}} d t \quad(\mathfrak{R}(\mu)>0) \tag{1.4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(D_{a+}^{\mu} f\right)(x)=\left(\frac{d}{d x}\right)^{n}\left(I_{a+}^{n-\mu} f\right)(x) \quad(\mathfrak{R}(\mu)>0 ; n=[\mathfrak{R}(\mu)]+1) \tag{1.4.2}
\end{equation*}
$$

( $[x]$ denotes the greatest integer in the real number $x$ )
will be required during the course of our study.
Hilfer [20] generalized the operator in (1.4.2) and defined a general fractional derivative operator $D_{a+}^{\mu, \nu}$ of order $0<\mu<1$ and type $0 \leqq \nu \leqq 1$ with respect to $x$ as follows:

$$
\begin{equation*}
\left(D_{a+}^{\mu, \nu} f\right)(x)=\left(I_{a+}^{\nu(1-\mu)} \frac{d}{d x}\left(I_{a+}^{(1-\nu)(1-\mu)} f\right)\right)(x) . \tag{1.4.3}
\end{equation*}
$$

Eq.(1.4.3) yields the classical Riemann-Liouville fractional derivative operator $D_{a+}^{\mu}$ when $\nu=0$ and for $\nu=1$ it reduces to the fractional derivative operator introduced by Joseph Liouville (1809-1882) in 1832, which is called the LiouvilleCaputo fractional derivative operator (see [13], [29] and [79]).

In the present work we have introduced and developed a pair of unified Fractional Integral Operators whose kernels involve the product $S_{V}^{U}$ polynomial, generalized extended Mittag-Leffler function and extended Hurwitz-Lerch Zeta function and defined by (1.1.44), (1.1.53) and (1.1.63) respectively.

$$
\begin{gather*}
I_{x}^{\eta, \rho}\{f(t)\}=x^{-\eta-\rho-1} \int_{0}^{x} t^{\eta}(x-t)^{\rho} S_{V}^{U}\left[y_{1}\left(\frac{t}{x}\right)^{\eta_{1}}\left(1-\frac{t}{x}\right)^{\rho_{1}}\right] E_{\delta, \kappa}^{\vartheta ; d}\left(w\left(1-\frac{t}{x}\right)^{\rho_{0}} ; q, \sigma, \zeta\right) \\
* \Phi_{\mu_{j} ; \sigma_{j} Q}^{\lambda_{j} ; \rho_{j} P}\left(y_{2}\left(\frac{t}{x}\right)^{\eta_{2}}\left(1-\frac{t}{x}\right)^{\rho_{2}}, s, a\right) f(t) d t \tag{1.4.4}
\end{gather*}
$$

where $f(t) \in \Lambda$,

$$
\begin{gather*}
\min \{\mathfrak{R}(\eta+\varsigma+1, \rho+1)\}>0 \quad \text { and } \quad \min \left(\rho_{0}, \eta_{1}, \rho_{1}\right)>0 \quad \text { and } \\
J_{t}^{\eta^{\prime}, \rho^{\prime}}\{f(z)\}=t^{t^{\prime^{\prime}}} \int_{t}^{\infty} z^{-\eta^{\prime}-\rho^{\prime}-1}(z-t)^{\rho^{\prime}} S_{V^{\prime}}^{U^{\prime}}\left[y_{1}^{\prime}\left(\frac{t}{z}\right)^{\eta_{1}^{\prime}}\left(1-\frac{t}{z}\right)^{\rho_{1}^{\prime}}\right] E_{\delta^{\prime}, \kappa^{\prime}}^{q^{\prime} ; \dot{k}^{\prime}}\left(w^{\prime}\left(1-\frac{t}{z}\right)^{\rho_{0}^{\prime}} ; q^{\prime}, \sigma^{\prime}, \zeta^{\prime}\right) \\
 \tag{1.4.5}\\
* \Phi_{\mu_{j}^{\prime} ; \sigma_{j}^{\prime}}^{\lambda_{j}^{\prime} ; \rho_{j}^{\prime} \rho^{\prime}}\left(y_{2}^{\prime}\left(\frac{t}{z}\right)^{\eta_{2}^{\prime}}\left(1-\frac{t}{z}\right)^{\rho_{2}^{\prime}}, s^{\prime}, a^{\prime}\right) f(z) d z
\end{gather*}
$$

provided that

$$
\begin{array}{r}
\mathfrak{R}\left(w_{2}\right)>0 \quad \text { or } \quad \mathfrak{R}\left(w_{2}\right)=0 \quad \text { and } \quad \min \left\{\mathfrak{R}\left(\eta^{\prime}-w_{1}\right)\right\}>0 ; \\
\mathfrak{R}\left(\rho^{\prime}+1\right)>0, \min \left(\rho_{0}^{\prime}, \eta_{1}^{\prime}, \rho_{1}^{\prime}\right) \geq 0
\end{array}
$$

On suitably specializing the parameters involved in the functions $S_{V}^{U}[z], E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \sigma, \zeta)$ and $\Phi_{\mu_{j} ; \sigma_{j} Q}^{\lambda_{j} ; \rho_{j} P}(z, s, a)$ our fractional integral operators can be easily reduced to leftand right-sided generalized fractional integral operators involving the Gauss hypergeometric function and classical Riemann-Liouville left- and right-sided fractional integral operators.
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### 1.5 FRACTIONAL DIFFERENTIAL EQUATIONS

Fractional differential equations have gained considerable importance due to their application in various disciplines, such as physics, mechanics, chemistry, engineering, etc. In recent years, there has been a significant development in ordinary and partial differential equations involving fractional derivatives (see the monographs of Kilbas et al. [29], Miller and Ross [42], Oldham and Spanier [45], Podlubny [50] and Samko et al. 55]). Numerous problems in these areas are modeled mathematically by systems of fractional differential equations.

A growing number of works in science and engineering deal with dynamical systems described by fractional order equations that involve derivatives and integrals of non-integer order [Benson et al. [2], Metzler \& Klafter 41], Zaslavasky [82]]. These new models are more adequate than the previously used integer order models, because fractional order derivatives and integrals describe the memory and hereditary properties of different substances [50]. This is the most significant advantage of the fractional order models in comparison with integer order models, in which such effects are neglected. In the context of flow in porous media, fractional space derivatives exhibit large motions through highly conductive layers or fractures, while fractional time derivatives describe particles that remain motionless for extended period of time [40].

Recent applications of fractional differential equations to a number of systems have given opportunity for physicists to study even more complicated systems.

For example, the fractional diffusion equation allow describing complex systems with anomalous behavior in much the same way as simpler systems.

### 1.5.1 A GENERAL FAMILY OF FRACTIONAL DIFFERENTIAL EQUATIONS

The following family of fractional differential equations [79, p.803, Eq.(3.7)] was introduced and studied by several authors [18, 22] on account of their importance in dielectric relaxation in glasses.

$$
\begin{equation*}
a\left(D_{0+}^{\alpha_{1}, \beta_{1}} y\right)(x)+b\left(D_{0+}^{\alpha_{2}, \beta_{2}} y\right)(x)+c y(x)=g(x) \tag{1.5.1}
\end{equation*}
$$

where

$$
\left(0<\alpha_{1} \leqq \alpha_{2}<1 ; 0 \leqq \beta_{1}, \beta_{2} \leqq 1 \text { and } a, b, c \in \mathbb{R}\right)
$$

in the space of Lebesgue integrable functions ( see [13, [78]) $y \in L(0, \infty)$ with the initial conditions:

$$
\begin{equation*}
\left(I_{0+}^{\left(1-\beta_{i}\right)\left(1-\alpha_{i}\right)} y\right)(0+)=C_{i} \quad(i=1,2) \tag{1.5.2}
\end{equation*}
$$

where, without loss of generality, we assume that

$$
\left(1-\beta_{1}\right)\left(1-\alpha_{1}\right) \leqq\left(1-\beta_{2}\right)\left(1-\alpha_{2}\right)
$$

if $C_{1}<\infty$, then $C_{2}=0$ unless $\left(1-\beta_{1}\right)\left(1-\alpha_{1}\right)=\left(1-\beta_{2}\right)\left(1-\alpha_{2}\right)$.
In the thesis, we shall study a generalized form of fractional differential equation (1.5.1) and aim at finding it's solution by using Laplace Transfrom method.
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### 1.6 BRIEF CHAPTER BY CHAPTER SUMMARY OF THE THESIS

Now we present a brief summary of the work carried out in Chapter 2 to 6 .
In Chapter-2, we first give a brief survey of Mittag-Leffler function and it's various generalizations introduced from time to time. Next, we introduce our function of study and call it generalized extended Mittag-Leffler (GEML) function and present some basic properties of the function of our study. Further, we obtain some integral representations of generalized extended Mittag-Leffler function. Later on, we obtain Laplace transform, Mellin transform and Inverse Mellin transfrom of function of our study. Finally, in this chapter we obtain right-sided Riemann- Liouville fractional integral operator $I_{a+}^{\gamma}$, right-sided Riemann- Liouville fractional derivative operator $D_{a+}^{\gamma}$ and Hilfer derivative operator $D_{a+}^{\gamma, \eta}$ of our function of study GEML. The results established in this chapter generalize the findings of Shukla and Prajapati [59] and Özarslan and Yilmaz [46].

In Chapter-3, Firstly, we give an introduction to all the functions and integral operator which will be required in the sequel. Next, we introduce and study an integral operator whose kernel is generalized extended Mittag-Leffler (GEML) function and point out it's known special cases. Then we derive boundedness property of aforementioned integral operator. Further, we obtain image of some useful functions under the integral operator of our study along with some of it's special cases. Finally, we establish composition relationship of integral operator of our study with right-sided Riemann- Liouville fractional integral operator $I_{a+}^{\gamma}$
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and an integral operator $H_{a+; P, Q ; \beta}^{w ; M, N ; \alpha}$ involving the Fox H-function. The results stated in this chapter generalize the findings of Kilbas et al. [28] and Srivastava and Tomovski [78.

In Chapter-4, we first define extended Hurwitz-Lerch zeta function and give it's integral representation. Next, we define a new integral transform whose kernel is extended Hurwitz-Lerch zeta function and name it as the $\mathcal{E}$-transform. The transform of our study yields known integral transforms [1, p. 44, Eqs. (1.3.5) and (1.3.6)]. Further, we evaluate the Mellin transform of extended HurwitzLerch Zeta function and Inversion formula for $\mathcal{E}$-transform. Next, we present some basic properties and prove the Uniqueness theorem for $\mathcal{E}$-transform. Finally, we obtain $\mathcal{E}$-transform of Derivatives and Integrals.

In Chapter-5, we study a pair of class of fractional integral operators whose kernel involve the product of $S_{V}^{U}[z], E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \sigma, \zeta)$ and $\Phi_{\mu_{j} ; \sigma_{j}{ }_{Q}}^{\lambda_{j} ; \rho_{\rho} P}(z, s, a)$ which stand for $S_{V}^{U}$ polynomial, generalized extended Mittag-Leffler function and extended Hurwitz-Lerch Zeta function. Next, we derive three new and interesting composition formulae for the operators of our study. The operators of our study are quite general in nature and may be considered as extensions of a number of simpler fractional integral operators studied from time to time by several authors. Later on, by suitably specializing the coefficients and the parameters of functions involved in our fractional integral operators we can get a large number of expressions for the composition of fractional integral operators. Finally, as an application of our main findings we obtain three interesting integrals which are believed to be new.
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In Chapter-6, we define the $\bar{H}$-function, the Mittag-Leffler function, it's various generalizations and certain fractional integral operators that we will be using in our study. Further, we define Laplace transform and provide some necessary results required in finding solutions of fractional differential equations involving Hilfer derivative operator and an integral operator involving $\bar{H}$-function. Furthermore, we consider a generalized form of General Family of fractional differential equations and find it's solution. On account of general nature of our findings we can obtain a number of special cases by taking particular values of the parameters involved therein. We mention here two new and three known special cases.

Next, we study some interesting two new and three known special cases of our main findings involving $\bar{H}$-function. Later on, by giving numerical values to the parameters in the functions and the operators involved therein we have plotted some graphs with the help of MATLAB SOFTWARE.

Futher, we obtain solution of another fractional differential equation involving $D_{0+}^{\alpha, \beta_{1}}$ and $\overline{\mathcal{H}}_{0+; p, q, \beta}^{w ; m, n ; \gamma}$. Finally, by specializing the parameters occuring therein we can obtain a number of special cases of this result. However, we give here only two known and two new special cases.

## GENERALIZED EXTENDED MITTAG-LEFFLER FUNCTION AND ASSOCIATED FRACTIONAL CALCULUS

The main findings of this chapter have bearing on the following paper as detailed below:

1. N. JOLLY and R. JAIN (2017). STUDY OF GENERALIZED EXTENDED MITTAG-LEFFLER FUNCTION AND IT'S PROPERTIES, South East Asian J. of Math. $\mathcal{F}$ Math. Sci., 14(1), 47-58 .

In this chapter, we first give a brief survey of Mittag-Leffler function and it's various generalizations introduced from time to time. Next, we introduce our function of study and call it generalized extended Mittag-Leffler (GEML) function and present some basic properties of the function of our study. Further, we obtain some integral representations of generalized extended Mittag-Leffler function. Later on, we obtain Laplace transform, Mellin transform and Inverse Mellin transfrom of function of our study. Finally, in this chapter we obtain rightsided Riemann- Liouville fractional integral operator $I_{a+}^{\gamma}$, right-sided RiemannLiouville fractional derivative operator $D_{a+}^{\gamma}$ and Hilfer derivative operator $D_{a+}^{\gamma, \eta}$ of our function of study GEML. The results established in this chapter generalize the findings of Shukla and Prajapati [59] and Özarslan and Yilmaz [46].
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### 2.1 INTRODUCTION

## GENERALIZED EXTENDED MITTAG-LEFFLER FUNCTION

A special function of the form $E_{\delta}(z)$ was introduced by the Swedish mathematician Gosta Mittag-Leffler [43] in 1903 as

$$
\begin{equation*}
E_{\delta}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(\delta n+1)} \quad(\delta \in \mathbb{C}, \mathfrak{R}(\delta)>0) \tag{2.1.1}
\end{equation*}
$$

which is direct generalization of the exponential function for $\delta=1$. In 1905, Wiman [81] gave the generalization of $E_{\delta}(z)$ known as Wiman's function or generalized Mittag-Leffler function defined as follows

$$
\begin{equation*}
E_{\delta, \kappa}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(\delta n+\kappa)} \quad(\delta, \kappa \in \mathbb{C}, \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0) . \tag{2.1.2}
\end{equation*}
$$

Later on, Prabhakar [51] introduced a new generalization of $E_{\delta, \kappa}(z)$ as $E_{\delta, \kappa}^{\vartheta}(z)$,

$$
\begin{gather*}
E_{\delta, \kappa}^{\vartheta}(z)=\sum_{n=0}^{\infty} \frac{(\vartheta)_{n}}{\Gamma(\delta n+\kappa)} \frac{z^{n}}{n!}  \tag{2.1.3}\\
(\kappa, \delta, \vartheta \in \mathbb{C}, \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0, \mathfrak{R}(\vartheta)>0),
\end{gather*}
$$

where $(\vartheta)_{n}$ denotes the Pochhammer symbol (see for details, [53], [66] and [67]):

$$
\begin{equation*}
(\vartheta)_{0}=1, \quad(\vartheta)_{n}=\vartheta(\vartheta+1)(\vartheta+2) \cdots(\vartheta+n-1) . \tag{2.1.4}
\end{equation*}
$$

Moreover, generalization of $E_{\delta, \kappa}^{\vartheta}(z)$ was introduced and studied by Shukla and Prajapati [59] defined as

$$
\begin{gather*}
E_{\delta, \kappa}^{\vartheta, r}(z)=\sum_{n=0}^{\infty} \frac{(\vartheta)_{r n}}{\Gamma(\delta n+\kappa)} \frac{z^{n}}{n!}  \tag{2.1.5}\\
(\vartheta, \delta, \kappa \in \mathbb{C}, \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0, \mathfrak{R}(\vartheta)>0 \text { and } r \in(0,1) \cup \mathbb{N}),
\end{gather*}
$$

(2.1.5) was further investigated by Srivastava and Tomovski 78

$$
\begin{gather*}
E_{\delta, \kappa}^{\vartheta, \xi}(z)=\sum_{n=0}^{\infty} \frac{(\vartheta)_{\xi n}}{\Gamma(\delta n+\kappa)} \frac{z^{n}}{n!}  \tag{2.1.6}\\
(z, \kappa, \vartheta \in \mathbb{C}, \mathfrak{R}(\delta)>\max (0, \mathfrak{R}(\xi)-1), \mathfrak{R}(\xi)>0)
\end{gather*}
$$

Lately, Özarslan and Yilmaz [46] studied extended Mittag-Leffler function and defined it in the following manner:

$$
\begin{equation*}
E_{\delta, \kappa}^{(\vartheta ; d)}(z ; q)=\sum_{n=0}^{\infty} \frac{B_{q}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n}}{\Gamma(\delta n+\kappa)} \frac{z^{n}}{n!} \quad(q \geq 0, \mathfrak{R}(d)>\mathfrak{R}(\vartheta)>0) \tag{2.1.7}
\end{equation*}
$$

$$
\begin{aligned}
& \text { where } \quad B_{q}(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} e^{\frac{-q}{t(1-t)}} d t \\
& (\mathfrak{R}(q) \geq 0, \mathfrak{R}(x)>0, \mathfrak{R}(y)>0) .
\end{aligned}
$$

Now, in this chapter, we propose to introduce and investigate further generalization of extended Mittag-Leffler function in 2.1.7 as $E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \rho, \zeta)$,

$$
\begin{gather*}
E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \rho, \zeta)=\sum_{n=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n}}{\Gamma(\delta n+\kappa)} \frac{z^{n}}{n!}  \tag{2.1.9}\\
\quad(q \geq 0, \mathfrak{R}(d)>\mathfrak{R}(\vartheta)>0, \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0),
\end{gather*}
$$
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where $B_{q}^{(\rho, \zeta)}(x, y)$ represents generalized Beta type function as follows(see, for details, [65, p. 348, Eq.(1.2)]; see also [48, p. 32, Chapter 4]):

$$
\begin{align*}
B_{q}^{(\rho, \zeta)}(x, y) & =\int_{0}^{1} t^{x-1}(1-t)^{y-1}{ }_{1} F_{1}\left(\rho ; \zeta ; \frac{-q}{t(1-t)}\right) d t  \tag{2.1.10}\\
& (\mathfrak{R}(q) \geq 0, \min (\mathfrak{R}(x), \mathfrak{R}(y), \mathfrak{R}(\zeta), \mathfrak{R}(\rho))>0) .
\end{align*}
$$

Further, we also present the contour representation of generalized extended MittagLeffler function in the following manner:

$$
\begin{align*}
E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \rho, \zeta)=\frac{1}{(2 \pi i)^{2}} \frac{\Gamma(\zeta)}{\Gamma(\rho) \Gamma(\vartheta) \Gamma(d-\vartheta)} \int_{\mathfrak{L}_{1}} \int_{\mathfrak{L}_{2}} & \frac{\Gamma\left(\rho-\xi_{1}\right)}{\Gamma\left(\zeta-\xi_{1}\right)} \frac{\Gamma\left(\vartheta+\xi_{1}+\xi_{2}\right) \Gamma\left(d-\vartheta+\xi_{1}\right) \Gamma\left(\xi_{1}\right)}{\Gamma\left(d+\xi_{2}+2 \xi_{1}\right)} \\
& \cdot \frac{\Gamma\left(d+\xi_{2}\right) \Gamma\left(-\xi_{2}\right)}{\Gamma\left(\kappa+\delta \xi_{2}\right)}(q)^{-\xi_{1}}(z)^{\xi_{2}} d \xi_{1} d \xi_{2} \tag{2.1.11}
\end{align*}
$$

For, $\rho=\zeta$ generalization of extended Mittag-Leffler function in 2.1.9) reduces to extended Mittag- Leffler function in 2.1.7).

In the sequel, we shall represent Lebesgue measurable real or complex valued functions defined on a finite interval $[a, b]$ of real line $\mathbb{R}$ (see, for details, [13] and [27]; see also [55]) in the following manner:

$$
\begin{equation*}
L(a, b)=\left\{f(x):\|f\|_{1}=\int_{a}^{b}|f(x)| d x<\infty\right\} . \tag{2.1.12}
\end{equation*}
$$

### 2.2 BASIC PROPERTIES OF GENERALIZED EXTENDED MITTAG-LEFFLER FUNCTION

Theorem 2.2.1. For $d, \vartheta, \kappa, \delta \in \mathbb{C}, \mathfrak{R}(d)>\mathfrak{R}(\vartheta)>0, \mathfrak{R}(\delta)>0$, $\mathfrak{R}(\kappa)>0$ and $q \geq 0$, we have

$$
\begin{equation*}
E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \rho, \zeta)=\kappa E_{\delta, \kappa+1}^{\vartheta ; d}(z ; q, \rho, \zeta)+\delta z \frac{d}{d z} E_{\delta, \kappa+1}^{\vartheta ; d}(z ; q, \rho, \zeta) \tag{2.2.1}
\end{equation*}
$$

provided that the conditions of generalized extended Mittag-Leffler function in (2.1.9) are satisfied.

Proof. Using (2.1.9) in the right hand side of (2.2.1), we obtain

$$
\begin{align*}
& \kappa E_{\delta, \kappa+1}^{\vartheta ; d}(z ; q, \rho, \zeta)+\delta z \frac{d}{d z} E_{\delta, \kappa+1}^{\vartheta ; d}(z ; q, \rho, \zeta) \\
&=\kappa E_{\delta, \kappa+1}^{\vartheta ; d}(z ; q, \rho, \zeta)+\delta z \frac{d}{d z} \sum_{n=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n}}{\Gamma(\delta n+\kappa+1)} \frac{z^{n}}{n!} \\
&=\kappa E_{\delta, \kappa+1}^{\vartheta ; d}(z ; q, \rho, \zeta)+\sum_{n=0}^{\infty} \frac{\delta n B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n}}{\Gamma(\delta n+\kappa+1)} \frac{z^{n}}{n!} \\
&=\sum_{n=0}^{\infty} \frac{(\delta n+\kappa) B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n}}{\Gamma(\delta n+\kappa+1)} \frac{z^{n}}{n!} \\
&=\sum_{n=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n}}{\Gamma(\delta n+\kappa)} \frac{z^{n}}{n!} . \tag{2.2.2}
\end{align*}
$$

Again, applying (2.1.9) in 2.2.2 we get the desired result.

Theorem 2.2.2. If $d, \vartheta, \kappa, \delta \in \mathbb{C}, \mathfrak{R}(d)>\mathfrak{R}(\vartheta)>0, \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0$ and $q \geq 0$ then for $m \in \mathbb{N}$,

$$
\begin{equation*}
\left(\frac{d}{d z}\right)^{m} E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \rho, \zeta)=(d)_{m} E_{\delta m+\kappa, \kappa}^{\vartheta+m ; d+m}(z ; q, \rho, \zeta) \tag{2.2.3}
\end{equation*}
$$
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$$
\begin{equation*}
\left(\frac{d}{d z}\right)^{m}\left[z^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega z^{\delta} ; q, \rho, \zeta\right)\right]=z^{\kappa-m-1} E_{\delta, \kappa-m}^{\vartheta ; d}\left(\omega z^{\delta} ; q, \rho, \zeta\right), \quad \operatorname{Re}(\kappa-m)>0 \tag{2.2.4}
\end{equation*}
$$

provided that the conditions of generalized extended Mittag-Leffler function in 2.1.9) are satisfied.

Proof. Applying (2.1.9) in the left hand side of (2.2.3) and differentiating $m$ times, we get

$$
\begin{align*}
\left(\frac{d}{d z}\right)^{m} E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \rho, \zeta) & =\sum_{n=m}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n}}{\Gamma(\delta n+\kappa)} \frac{z^{n-m}}{(n-m)!} \\
& =\sum_{n=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n+m, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n+m}}{\Gamma(\delta(n+m)+\kappa)} \frac{z^{n}}{n!} \\
& =(d)_{m} \sum_{n=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n+m, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d+m)_{n}}{\Gamma(\delta(n+m)+\kappa)} \frac{z^{n}}{n!} . \tag{2.2.5}
\end{align*}
$$

Now, reinterpreting (2.2.5) in the form of generalized extended Mittag-Leffler function, we obtain right hand side of (2.2.3).
Next, Considering left hand side of (2.2.4) and applying (2.1.9), we obtain

$$
\begin{align*}
\left(\frac{d}{d z}\right)^{m}\left[z^{\kappa-1}\right. & \left.E_{\delta, \kappa}^{\vartheta ; d}\left(\omega z^{\delta} ; q, \rho, \zeta\right)\right] \\
& =\left(\frac{d}{d z}\right)^{m} \sum_{n=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n}}{\Gamma(\delta n+\kappa)} \frac{\omega^{n} z^{\delta n+\kappa-1}}{n!}  \tag{2.2.6}\\
& =z^{\kappa-m-1} \sum_{n=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n}}{\Gamma(\delta n+\kappa-m)} \frac{\omega^{n} z^{\delta n}}{n!} \tag{2.2.7}
\end{align*}
$$

Reinterpreting (2.2.7) in the form of generalized extended Mittag-Leffler function, we obtain right hand side of (2.2.4).

Remark 2.2.1. On taking $\rho=\zeta, q=0$ and $\vartheta=1$ in (2.2.4, we obtain the result given by Shukla and Prajapati [59, p. 801,theorem 2.2, Eq.(2.2.3)].

Theorem 2.2.3. If $\vartheta, \kappa, \delta \in \mathbb{C}, \mathfrak{R}(d)>\mathfrak{R}(\vartheta)>0, \mathfrak{R}(\delta)>0, \mathfrak{R}(\alpha)>0$,
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$$
\begin{gather*}
\mathfrak{R}(\kappa)>0, \min (\mathfrak{R}(\vartheta+n), \mathfrak{R}(d-\vartheta), \mathfrak{R}(\zeta), \mathfrak{R}(\rho))>0 \text { and } \mathfrak{R}(q)>0 \text { then } \\
\frac{1}{\Gamma(\alpha)} \int_{0}^{1} u^{\kappa-1}(1-u)^{\alpha-1} E_{\delta, \kappa}^{\vartheta ; d}\left(z u^{\delta} ; q, \rho, \zeta\right) d u=E_{\delta, \kappa+\alpha}^{\vartheta ; d}(z ; q, \rho, \zeta) .  \tag{2.2.8}\\
\text { If } \vartheta, \kappa, \delta, \alpha \in \mathbb{C}, \mathfrak{R}(d)>\mathfrak{R}(\vartheta)>0, \mathfrak{R}(\delta)>0, \mathfrak{R}(\alpha)>0, \mathfrak{R}(\kappa)>0, \\
\min (\mathfrak{R}(\vartheta+n), \mathfrak{R}(d-\vartheta), \mathfrak{R}(\zeta), \mathfrak{R}(\rho))>0 \text { and } \mathfrak{R}(q)>0 \text { then } \\
\int_{0}^{z} t^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega t^{\delta} ; q, \rho, \zeta\right) d t=z^{\kappa} E_{\delta, \kappa+1}^{\vartheta ; d}\left(\omega z^{\delta} ; q, \rho, \zeta\right) . \tag{2.2.9}
\end{gather*}
$$

In particular,

$$
\begin{equation*}
\int_{0}^{z} t^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega t^{\delta} ; q, \rho, \zeta\right) d t=z^{\kappa} E_{\delta, \kappa+1}^{(\vartheta ; d)}\left(\omega z^{\delta} ; q\right) . \tag{2.2.10}
\end{equation*}
$$

Proof. Applying (2.1.9) in left hand side of (2.2.8) and using definition of Beta function, we obtain the desired result after a little simplification.
Next, for the proof of assertion (2.2.9), we proceed by using the definition of generalized extended Mittag-Leffler function given by $(2.1 .9)$, evaluating the intergral obtained and reinterpreting it in the form of (2.1.9), gives us the desired result.
Substituting $\vartheta=d$ in equation (2.2.9), we obtain the result (2.2.10) after some simplification.

Remark 2.2.2. If we reduce generalized extended Mittag-Leffler function to two parametric Mittag-Leffler function in (2.2.9, we get the result obtained by Shukla and Prajapati [59, p. 803,theorem 2.4, Eq.(2.4.5)].
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### 2.3 INTEGRAL REPRESENTATION OF THE GENERALIZED EXTENDED MITTAGLEFFLER FUNCTION

Theorem 2.3.1. For the GEML function, we have

$$
\begin{equation*}
E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \rho, \zeta)=\frac{1}{B(\vartheta, d-\vartheta)} \int_{0}^{1} t^{\vartheta-1}(1-t)^{d-\vartheta-1}{ }_{1} F_{1}\left(\rho ; \zeta ; \frac{-q}{t(1-t)}\right) E_{\delta, \kappa}^{d}(t z) d t \tag{2.3.1}
\end{equation*}
$$

where $\mathfrak{R}(q) \geq 0, \mathfrak{R}(d)>\mathfrak{R}(\vartheta)>0, \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0$, provided that conditions of GEML function in 2.1.9) are satisfied.

Proof. To prove the above result, we proceed by using 2.1 .10 in the left hand side of (2.3.1)

$$
\begin{align*}
& E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \rho, \zeta) \\
& =\sum_{n=0}^{\infty} \frac{1}{B(\vartheta, d-\vartheta)}\left\{\int_{0}^{1} t^{\vartheta+n-1}(1-t)^{d-\vartheta-1}{ }_{1} F_{1}\left(\rho ; \zeta ; \frac{-q}{t(1-t)}\right) d t\right\} \frac{(d)_{n}}{\Gamma(\delta n+\kappa)} \frac{z^{n}}{n!} . \tag{2.3.2}
\end{align*}
$$

Interchaging the order of summation and integration in (2.3.2) (which is permissible under the assumptions stated in the above theorem), we get

$$
\begin{align*}
& E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \rho, \zeta) \\
& =\int_{0}^{1} t^{\vartheta-1}(1-t)^{d-\vartheta-1}{ }_{1} F_{1}\left(\rho ; \zeta ; \frac{-q}{t(1-t)}\right) \sum_{n=0}^{\infty} \frac{(d)_{n}}{B(\vartheta, d-\vartheta)} \frac{(t z)^{n}}{\Gamma(\delta n+\kappa) n!} d t . \tag{2.3.3}
\end{align*}
$$

Finally, applying (2.1.3) in (2.3.3), we get the desired result.

Corollary 2.3.1. If we take $t=\frac{u}{1+u}$ in 2.3.1, we get

$$
\begin{equation*}
E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \rho, \zeta)=\frac{1}{B(\vartheta, d-\vartheta)} \int_{0}^{\infty} \frac{u^{\vartheta-1}}{(1-u)^{d}}{ }_{1} F_{1}\left(\delta ; \sigma ; \frac{-q(1+u)^{2}}{u}\right) E_{\delta, \kappa}^{d}\left(\frac{u z}{1+u}\right) d u . \tag{2.3.4}
\end{equation*}
$$

Corollary 2.3.2. Taking $t=\sin ^{2} \theta$ in 2.3.1), we obtain the following integral representation:

$$
\begin{align*}
& E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \rho, \zeta) \\
& =\frac{2}{B(\vartheta, d-\vartheta)} \int_{0}^{\frac{\pi}{2}}(\sin \theta)^{2 \vartheta-1}(\cos \theta)^{2 d-2 \vartheta-1}{ }_{1} F_{1}\left(\rho ; \zeta ; \frac{-q}{\sin ^{2} \theta \cos ^{2} \theta}\right) E_{\delta, \kappa}^{d}\left(z \sin ^{2} \theta\right) d \theta . \tag{2.3.5}
\end{align*}
$$

### 2.4 INTEGRAL TRANSFORMS OF THE FUNCTION OF OUR STUDY

## LAPLACE TRANSFORM

Theorem 2.4.1. The Laplace transform of generalized extended Mittag-Leffler function is defined as

$$
\int_{0}^{\infty} z^{a-1} e^{-s z} E_{\delta, \kappa}^{\vartheta ; d}\left(x z^{\sigma} ; q, \rho, \zeta\right) d z=\frac{s^{-a} \Gamma(\zeta)}{\Gamma(\rho) \Gamma(\vartheta) \Gamma(d-\vartheta)} H_{1,1: 1,1,3 ; 2,2}^{0,1: 2,1 ;, 2}\left[\begin{array}{c|c}
q & A^{*}  \tag{2.4.1}\\
\frac{-x}{s^{\sigma}} & B^{*}
\end{array}\right],
$$

where

$$
\begin{aligned}
& A^{*}=(1-\vartheta ; 1,1):(1-\rho, 1) ;(1-a, \sigma),(1-d, 1) \\
& B^{*}=(1-d ; 1,2):(0,1),(d-\vartheta, 1),(1-\zeta, 1) ;(0,1)(1-\kappa, \delta),
\end{aligned}
$$
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and $\vartheta, \kappa, \delta, a, \sigma \in \mathbb{C}, \mathfrak{R}(d)>\mathfrak{R}(\vartheta)>0, \mathfrak{R}(\delta)>0, \mathfrak{R}(\alpha)>0, \mathfrak{R}(\kappa)>0$, $\mathfrak{R}(a)>0, \mathfrak{R}(\sigma)>0$ and $\mathfrak{R}(q)>0$, provided that the conditions of generalized extended Mittag-Leffler function mentioned in 2.1.9) are satisfied.
where the $H$-function of two variables occurring in the right hand side of (2.4.1) is defined in chapter zero by (1.1.30).

Proof. To prove (2.4.1), we first apply (2.1.9) in left hand side of (2.4.1), and obtain

$$
\begin{align*}
& \int_{0}^{\infty} z^{a-1} e^{-s z} E_{\delta, \kappa}^{\vartheta ; d}\left(x z^{\sigma} ; q, \rho, \zeta\right) d z \\
& \quad=\sum_{n=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n}}{\Gamma(\delta n+\kappa)} \frac{x^{n}}{n!} \int_{0}^{\infty} z^{n \sigma+a-1} e^{-s z} d z \\
& \quad=s^{-a} \sum_{n=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{\Gamma(a+n \sigma)(d)_{n}}{\Gamma(\delta n+\kappa) n!}\left(\frac{x}{s^{\sigma}}\right)^{n} \tag{2.4.2}
\end{align*}
$$

Further, evaluating the function $B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)$ in the right hand side of (2.4.2) with the help of 2.1.10) in series form, we get

$$
\begin{align*}
& \int_{0}^{\infty} z^{a-1} e^{-s z} E_{\delta, \kappa}^{\vartheta ; d}\left(x z^{\sigma} ; q, \rho, \zeta\right) d z \\
& =\frac{s^{-a} \Gamma(\zeta)}{\Gamma(\rho) \Gamma(\vartheta) \Gamma(d-\vartheta)} \sum_{n=0}^{\infty} \sum_{r=0}^{\infty} \frac{\Gamma(\rho+r) \Gamma(\vartheta+n-r) \Gamma(d-\vartheta-r)}{\Gamma(\zeta+r) \Gamma(d+n-2 r)} \\
& \quad \cdot \frac{\Gamma(a+n \sigma) \Gamma(d+n)}{\Gamma(\delta n+\kappa)} \frac{(-q)^{r}}{r!}\left(\frac{x}{s^{\sigma}}\right)^{n} . \tag{2.4.3}
\end{align*}
$$

Finally, applying definition of $H$-function of two variables 1.1.30 for $r=2$ in (2.4.3), we get the desired result.

Remark 2.4.1. On taking, $\sigma=\delta$ and $\kappa=a$ in (2.4.1), we obtain the result given by (2.2.8).

### 2.4 INTEGRAL TRANSFORMS OF THE FUNCTION OF OUR STUDY

## MELLIN TRANSFORM

Theorem 2.4.2. The Mellin transform of the generalized extended Mittag-Leffler function is as follows:

$$
\mathcal{M}\left(E_{\delta, \kappa}^{\vartheta ; d}\left(\omega z^{\delta} ; q, \rho, \zeta\right) ; s\right)=\frac{\Gamma(s)(\rho)_{-s}(d-\vartheta)_{s}}{\Gamma(\vartheta)(\zeta)_{-s}}{ }_{2} \Psi_{2}\left[\begin{array}{c}
(\vartheta+s, 1),(d, 1) ;  \tag{2.4.4}\\
(\kappa, s),(d+2 s, 1) ;
\end{array}\right],
$$

$$
\begin{aligned}
& (\mathfrak{R}(q) \geq 0, \mathfrak{R}(d)>\mathfrak{R}(\vartheta)>0, \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0, \\
& \quad \min (\mathfrak{R}(\vartheta+n), \mathfrak{R}(d-\vartheta), \mathfrak{R}(\zeta), \mathfrak{R}(\rho))>0),
\end{aligned}
$$

where ${ }_{2} \Psi_{2}$ denotes a special case of the Generalized Hypergeometric function defined by (1.1.26).

Proof. In order to prove (2.4.4), we proceed by obtaining the Mellin transform of the generalized extended Mittag-Leffler function

$$
\begin{equation*}
\mathcal{M}\left(E_{\delta, \kappa}^{\vartheta ; d}\left(\omega z^{\delta} ; q, \rho, \zeta\right) ; s\right)=\int_{0}^{\infty} q^{s-1} E_{\delta, \kappa+1}^{\vartheta ; d}\left(\omega z^{\delta} ; q, \rho, \zeta\right) d q . \tag{2.4.5}
\end{equation*}
$$

Now, using equation (2.1.9) in (2.4.5) and interchanging the order of integration (which is permissible under the conditions stated in the theorem), we get

$$
\begin{align*}
& \mathcal{M}\left(E_{\delta, \kappa}^{\vartheta ; d}\left(\omega z^{\delta} ; q, \rho, \zeta\right) ; s\right) \\
& =\frac{1}{B(\vartheta, d-\vartheta)} \int_{0}^{1} t^{\vartheta-1}(1-t)^{d-\vartheta-1} E_{\delta, \kappa}^{d}(t z)\left[\int_{0}^{\infty} q^{s-1}{ }_{1} F_{1}\left(\rho ; \zeta ; \frac{-q}{t(1-t)}\right) d q\right] d t . \tag{2.4.6}
\end{align*}
$$
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Substituting $u=\frac{q}{t(1-t)}$ in equation 2.4.6, we get

$$
\begin{align*}
& \mathcal{M}\left(E_{\delta, \kappa}^{\vartheta ; d}\left(\omega z^{\delta} ; q, \rho, \zeta\right) ; s\right) \\
& =\frac{1}{B(\vartheta, d-\vartheta)} \int_{0}^{1} t^{\vartheta+s-1}(1-t)^{d+s-\vartheta-1} E_{\delta, \kappa}^{d}(t z)\left[\int_{0}^{\infty} u^{s-1}{ }_{1} F_{1}(\rho ; \zeta ;-u) d u\right] d t \\
& =\frac{\Gamma(s) \Gamma(\rho-s) \Gamma(\zeta)}{B(\vartheta, d-\vartheta) \Gamma(\rho) \Gamma(\zeta-s)} \int_{0}^{1} t^{\vartheta+s-1}(1-t)^{d+s-\vartheta-1} E_{\delta, \kappa}^{d}(t z) d t . \tag{2.4.7}
\end{align*}
$$

Further, using (2.1.3) in (2.4.7) and evaluating the integral obtained by using definition of Beta function, we obtain
$\mathcal{M}\left(E_{\delta, \kappa}^{\vartheta ; d}\left(\omega z^{\delta} ; q, \rho, \zeta\right) ; s\right)=\frac{\Gamma(s) \Gamma(\rho-s) \Gamma(\zeta) \Gamma(d+s-\vartheta)}{B(\vartheta, d-\vartheta) \Gamma(\rho) \Gamma(\zeta-s) \Gamma(d)} \sum_{r=0}^{\infty} \frac{\Gamma(\vartheta+r+s) \Gamma(d+r)}{\Gamma(\delta r+\kappa) \Gamma(d+r+2 s)} \frac{z^{r}}{r!}$.

Reinterpreting the summation $r$ over gamma's in (2.4.8) as Wright Generalized Hypergeometric function (1.1.27), we get the desired result.

## INVERSE MELLIN TRANSFORM

Taking inverse Mellin transform on both sides of (2.4.4), we have
$E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \rho, \zeta)=\frac{1}{2 \pi i \Gamma(\vartheta)} \int_{\nu-i \infty}^{\nu+i \infty} \frac{\Gamma(s)(\rho)_{-s}(d-\vartheta)_{s}}{(\zeta)_{-s}}{ }_{2} \Psi_{2}\left[\begin{array}{c}(\vartheta+s, 1),(d, 1) ; \\ (\kappa, s),(d+2 s, 1) ;\end{array}\right] q^{-s} d s$,
where $\nu>0$.

Remark 2.4.2. If we consider, $\rho=\zeta$ in (2.4.4), we obtain the result given by Özarslan and Yilmaz 46, p.4, Theorem 5].

### 2.4 INTEGRAL TRANSFORMS OF THE FUNCTION OF OUR STUDY

## FRACTIONAL CALCULUS

Right-sided Riemann- Liouville fractional integral operator $I_{a+}^{\gamma}$ and right-sided Riemann- Liouville fractional derivative operator $D_{a+}^{\gamma}$ studied earlier by Samko et al. [55] will be defined and represented in the present chapter in the following manner:

$$
\begin{equation*}
\left(I_{a+}^{\gamma} f\right)(x)=\frac{1}{\Gamma(\gamma)} \int_{a}^{x} \frac{f(t)}{(x-t)^{1-\gamma}} d t \quad(\gamma \in \mathbb{C}, \mathfrak{R}(\gamma)>0) \tag{2.4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(D_{a+}^{\gamma} f\right)(x)=\left(\frac{d}{d x}\right)^{n}\left(I_{a+}^{n-\gamma} f\right)(x) \quad(\gamma \in \mathbb{C}, \mathfrak{R}(\gamma)>0, n=[\mathfrak{R}(\gamma)]+1), \tag{2.4.11}
\end{equation*}
$$

respectively. Hilfer (see [20, 21]) generalized the Riemann-Liouville fraction derivative operator in 2.4.11) as $D_{a+}^{\gamma, \eta}$ with order $0<\gamma<1$ and $0 \leq \eta \leq 1$ by

$$
\begin{equation*}
\left(D_{a+}^{\gamma, \eta} f\right)(x)=\left(I_{a+}^{\eta(1-\gamma)} \frac{d}{d x}\left(I_{a+}^{(1-\eta)(1-\gamma)} f\right)\right)(x) . \tag{2.4.12}
\end{equation*}
$$

The following result on right-sided Riemann- Liouville fractional integral operator $I_{a+}^{\gamma}$ was given by Mathai and Haubold [36] as

$$
\begin{equation*}
I_{a+}^{\gamma}(\tau-a)^{\mu-1}=\frac{\Gamma(\mu)}{\Gamma(\gamma+\mu)}(x-a)^{\gamma+\mu-1} \tag{2.4.13}
\end{equation*}
$$

where $\gamma, \mu \in \mathbb{C}, \mathfrak{R}(\gamma)>0$ and $\mathfrak{R}(\mu)>0$. Another result of our interest was established by Srivastava and Tomovski [78] as

$$
\begin{equation*}
D_{a+}^{\gamma, \eta}\left[(\tau-a)^{\beta-1}\right](x)=\frac{\Gamma(\beta)}{\Gamma(\beta-\gamma)}(x-a)^{\beta-\gamma-1}, \tag{2.4.14}
\end{equation*}
$$

where $x>a, 0<\gamma<1,0 \leq \eta \leq 1, \mathfrak{R}(\gamma)>0$ and $\mathfrak{R}(\beta)>0$.

### 2.5 RIGHT-SIDED RIEMANN-LIOUVILLE

 FRACTIONAL INTEGRAL OPERATOR $I_{a+}^{\gamma}$ AND DERIVATIVE OPERATOR $D_{a+}^{\gamma}$ AND HILFER DERIVATIVE OPERATOR $D_{a+}^{\gamma, \eta}$ OF THE FUNCTION OF OUR STUDYTheorem 2.5.1. If $x>a\left(a \in \mathbb{R}^{+}=[0, \infty)\right), \vartheta, \gamma, \kappa, \omega \in \mathbb{C}, \mathfrak{R}(\kappa)>0$, $\mathfrak{R}(\delta)>0$ and $\mathfrak{R}(\gamma)>0$ then
$I_{a+}^{\gamma}\left[(\tau-a)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(\tau-a)^{\delta} ; q, \rho, \zeta\right)\right](x)=(x-a)^{\gamma+\kappa-1} E_{\delta, \kappa+\gamma}^{\vartheta ; d}\left(\omega(x-a)^{\delta} ; q, \rho, \zeta\right)$,
$D_{a+}^{\gamma}\left[(\tau-a)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(\tau-a)^{\delta} ; q, \rho, \zeta\right)\right](x)=(x-a)^{\kappa-\gamma-1} E_{\delta, k-\gamma}^{\vartheta ; d}\left(\omega(x-a)^{\delta} ; q, \rho, \zeta\right)$
and
$D_{a+}^{\gamma, \eta}\left[(\tau-a)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(\tau-a)^{\delta} ; q, \rho, \zeta\right)\right](x)=(x-a)^{\kappa-\gamma-1} E_{\delta, \kappa-\gamma}^{\vartheta ; d}\left(\omega(x-a)^{\delta} ; q, \rho, \zeta\right)$,
provided that conditions of GEML function in (2.1.9) are satisfied.
Proof. In order to prove result (2.5.1), we proceed by using (2.4.10) and 2.1.9) in the left hand side of (2.5.1) and upon interchanging the order of summation and integration (which is permissible under the assumptions stated in the above theorem), we obtain

### 2.5 RIGHT-SIDED RIEMANN-LIOUVILLE

 FRACTIONAL INTEGRAL OPERATOR $I_{a+}^{\gamma}$ AND DERIVATIVE OPERATOR $D_{a+}^{\gamma}$ AND HILFER DERIVATIVE OPERATOR $D_{a+}^{\gamma, \eta}$ OF THE FUNCTION OF OUR STUDY$$
\begin{align*}
& I_{a+}^{\gamma}\left[(\tau-a)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(\tau-a)^{\delta} ; q, \rho, \zeta\right)\right](x) \\
& =\frac{1}{\Gamma(\gamma) B(\vartheta, d-\vartheta)} \sum_{n=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{\Gamma(\delta n+\kappa)} \frac{(d)_{n} \omega^{n}}{n!} \cdot \int_{a}^{x}(\tau-a)^{\kappa+\delta n-1}(x-\tau)^{\gamma-1} d \tau . \tag{2.5.4}
\end{align*}
$$

Again, applying (2.4.10) to (2.5.4) and using the result (2.4.13), we get

$$
\begin{align*}
& I_{a+}^{\gamma}\left[(\tau-a)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(\tau-a)^{\delta} ; q, \rho, \zeta\right)\right](x) \\
& =(x-a)^{\gamma+\kappa-1} \sum_{n=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta) \Gamma(\delta n+\kappa+\gamma)} \frac{(d)_{n}\left(w(x-a)^{\delta}\right)^{n}}{n!} . \tag{2.5.5}
\end{align*}
$$

reinterpreting the above expression in terms of GEML function given by 2.1.9 we arrive at assertion 2.5.1.
Further, in order to the prove 2.5.2), we use 2.4.11) and previously proved result (2.5.1) in the left hand side of (2.5.2)

$$
\begin{align*}
D_{a+}^{\gamma}\left[(\tau-a)^{\kappa-1}\right. & \left.E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(\tau-a)^{\delta} ; q, \rho, \zeta\right)\right](x) \\
& =\left(\frac{d}{d x}\right)^{n}\left[(x-a)^{n-\gamma+\kappa-1} E_{\delta, \kappa-\gamma+n}^{\vartheta ; d}\left(\omega(x-a)^{\delta} ; q, \rho, \zeta\right)\right] \\
& =(x-a)^{\kappa-\gamma-1} E_{\delta, \kappa-\gamma}^{\vartheta ; d}\left(\omega(x-a)^{\delta} ; q, \rho, \zeta\right), \tag{2.5.6}
\end{align*}
$$

from (2.5.6) we get the desired result.
Finally, for the proof of assertion (2.5.3), we use (2.1.9) in the left hand side of (2.5.3)

$$
\begin{align*}
D_{a+}^{\gamma, \eta}\left[(\tau-a)^{\kappa-1}\right. & \left.E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(\tau-a)^{\delta} ; q, \rho, \zeta\right)\right](x) \\
& =D_{a+}^{\gamma, \eta}\left[\sum_{n=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta) \Gamma(\delta n+\kappa)} \frac{(d)_{n} w^{n}}{n!}(\tau-a)^{\delta n+\kappa-1}\right], \tag{2.5.7}
\end{align*}
$$

and obtain 2.5.7 to which we apply 2.4.14 to get the required result.

## AN INTEGRAL OPERATOR INVOLVING GENERALIZED EXTENDED MITTAG-LEFFLER FUNCTION

The main findings of this chapter have bearing on the following paper as detailed below:
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In this chapter, we first give a brief introduction to all the functions and integral operator which will be required in the sequel. Next, we introduce and study an integral operator whose kernel is generalized extended Mittag-Leffler (GEML) function and point out it's known special cases. Then we derive boundedness property of aforementioned integral operator. Next, we obtain image of some useful functions namely extended Hurwitz-Lerch Zeta function, S-generalized Gauss hypergeometric function and Fox H -function under the integral operator of our study along with some of it's special cases. Finally, we establish composition relationship of integral operator of our study with right-sided Riemann- Liouville fractional integral operator $I_{a+}^{\gamma}$ and an integral operator $H_{a+; P, Q ; \beta}^{w ; M, N ; \alpha}$ involving the Fox H-function. The results stated in this chapter generalize the findings of Kilbas et al. [28] and Srivastava and Tomovski 78].
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### 3.1 INTRODUCTION

## S-GENERALIZED GAUSS HYPERGEOMETRIC FUNCTION

The S-generalized Gauss hypergeometric function $F_{p}^{(\alpha, \beta ; \tau, \mu)}(a, b ; c ; z)$ was introduced and investigated by Srivastava et al. [65, p. 350, Eq. (1.12)]. It is represented in the following manner:

$$
\begin{align*}
& F_{p}^{(\alpha, \beta ; \tau, \mu)}(a, b ; c ; z)=\sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}^{(\alpha, \beta ; \tau, \mu)}(b+n, c-b)}{B(b, c-b)} \frac{z^{n}}{n!} \quad(|z|<1)  \tag{3.1.1}\\
& \quad(\mathfrak{R}(p) \geq 0 ; \quad \min \mathfrak{R}(\alpha), \mathfrak{R}(\beta), \mathfrak{R}(\tau), \mathfrak{R}(\mu)\}>0 ; \quad \mathfrak{R}(c)>\mathfrak{R}(b)>0),
\end{align*}
$$

in terms of the classical Beta function $B(\lambda, \mu)$ and the S-generalized Beta function $B_{p}^{(\alpha, \beta ; \tau, \mu)}(x, y)$, which was also defined by Srivastava et al. [65, p. 350, Eq.(1.13)] as follows:

$$
\begin{align*}
& B_{p}^{(\alpha, \beta ; \tau, \mu)}(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1}{ }_{1} F_{1}\left(\alpha ; \beta ;-\frac{p}{t^{\tau}(1-t)^{\mu}}\right) d t  \tag{3.1.2}\\
& \quad(\mathfrak{R}(p) \geq 0 ; \quad \min \{\mathfrak{R}(x), \mathfrak{R}(y), \mathfrak{R}(\alpha), \mathfrak{R}(\beta), \mathfrak{R}(\tau), \mathfrak{R}(\mu)\}>0)
\end{align*}
$$

For $\tau=\mu$, the S-generalized Gauss hypergeometric function defined by (3.1.1) reduces to the following generalized Gauss hypergeometric function $F_{p}^{(\alpha, \beta ; \tau)}(a, b ; c ; z)$ studied earlier by Parmar [49, p.44]

$$
\begin{equation*}
F_{p}^{(\alpha, \beta ; \tau)}(a, b ; c ; z)=\sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}^{(\alpha, \beta ; \tau)}(b+n, c-b)}{B(b, c-b)} \frac{z^{n}}{n!} \quad(|z|<1) \tag{3.1.3}
\end{equation*}
$$

$$
(\mathfrak{R}(p) \geq 0 ; \quad \min \{\mathfrak{R}(\alpha), \mathfrak{R}(\beta), \mathfrak{R}(\tau)\}>0 ; \quad \mathfrak{R}(c)>\mathfrak{R}(b)>0) .
$$

## EXTENDED HURWITZ-LERCH ZETA FUNCTION

The extended Hurwitz-Lerch Zeta function introduced by Srivastava et al. [77, p. 503, Eq.(6.2)] (see also [70] and [62]) is recalled here in slightly modified form:

$$
\begin{gathered}
\Phi_{k_{1}, \ldots, k_{P} ; l_{1}, \ldots, l_{Q}}^{\left(\varrho_{1}, \ldots, \varrho_{P}, v_{1}, \ldots, v_{Q}\right)}(z, s, a)=\Phi_{l_{j} ; v_{j} Q}^{k_{j} ; \rho_{j} P}(z, s, a)=\sum_{m=0}^{\infty} \frac{\prod_{j=1}^{P}\left(k_{j}\right)_{m \varrho_{j}}}{\prod_{j=1}^{Q}\left(l_{j}\right)_{m v_{j}}} \frac{z^{m}}{(m+a)^{s}} \\
\left(P, Q \in \mathbb{N}_{0} ; k_{j} \in \mathbb{C}(j=1, \cdots, P) ; a, l_{j} \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}(j=1, \cdots, Q) ;\right. \\
\varrho_{j}, v_{n} \in \mathbb{R}^{+}(j=1 \cdots P ; n=1 \cdots, Q) ; \Im>-1 \text { when } s, z \in \mathbb{C} ; \\
\Im=-1 \text { and } s \in \mathbb{C} \text { when }|z|<\mho ; \Im=-1 \text { and } \mathfrak{R}(\varpi)>\frac{1}{2} \text { when }|z|=\mho \\
\text { where } \mho:=\left(\prod_{j=1}^{P} \varrho_{j}^{-\varrho_{j}}\right)\left(\prod_{j=1}^{Q} v_{j}^{v_{j}}\right) \text { and } \Im:=\sum_{j=1}^{Q} v_{j}-\sum_{j=1}^{P} \varrho_{j}, \\
\left.\varpi:=s+\sum_{j=1}^{Q} l_{j}-\sum_{j=1}^{P} k_{j}+\frac{P-Q}{2}\right) .
\end{gathered}
$$

## SPECIAL CASES OF EXTENDED HURWITZ-LERCH ZETA FUNCTION

(i) General Hurwitz-Lerch Zeta function : If we take $Q=0$ and $P=\rho_{j}=$ $k_{j}=1$ in (1.1.63), we get

$$
\begin{equation*}
\Phi_{-}^{1 ; P}(z, s, a)=\Phi(z, s, a)=\sum_{m=0}^{\infty} \frac{z^{m}}{(m+a)^{s}}, \tag{3.1.5}
\end{equation*}
$$

where $\Phi(z, s, a)$ is defined in [8, p.27, Eq.(1.11)].
(ii) Riemann Zeta function : Again, if we take $Q=0$ and $P=\rho_{j}=k_{j}=z=$
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$a=1$ in (1.1.63), we get

$$
\begin{equation*}
\Phi_{-}^{1 ; P}(1, s, 1)=\zeta(s)=\sum_{m=0}^{\infty} \frac{1}{(m+1)^{s}}, \tag{3.1.6}
\end{equation*}
$$

where $\zeta(s)$ is defined in [8, Chapter 1](see, for details, [66, Chapter 2]).
(iii) Hurwitz (or generalized) Zeta function : Further, if we take $Q=0$ and $P=\rho_{j}=k_{j}=z=1$ in (1.1.63), we get

$$
\begin{equation*}
\Phi_{-}^{1 ; P}(1, s, a)=\zeta(s, a)=\sum_{m=0}^{\infty} \frac{1}{(m+a)^{s}}, \tag{3.1.7}
\end{equation*}
$$

where $\zeta(s, a)$ is defined in [8, Chapter 1] ( see also, [66, Chapter 2]).
(iv) Lerch Zeta function : If we take $Q=0, P=\rho_{j}=k_{j}=a=1$ and $z=e^{2 \pi i \xi}$ in 1.1.63), we get

$$
\begin{equation*}
\Phi_{-}^{1 ; P}\left(e^{2 \pi i \xi}, s, 1\right)=\ell_{s}(\xi)=\sum_{m=0}^{\infty} \frac{e^{2 m \pi i \xi}}{(m+1)^{s}} \tag{3.1.8}
\end{equation*}
$$

where $\ell_{s}(\xi)$ is defined in [8, Chapter 1](see, for details, [66, Chapter 2]).
(v) Lipschitz-Lerch Zeta function : If we take $Q=0, P=\rho_{j}=k_{j}=1$ and $z=e^{2 \pi i \xi}$ in 1.1.63), we get

$$
\begin{equation*}
\Phi_{-}^{1 ; P}\left(e^{2 \pi i \xi}, s, a\right)=\phi(\xi, s, a)=\sum_{m=0}^{\infty} \frac{e^{2 m \pi i \xi}}{(m+a)^{s}}, \tag{3.1.9}
\end{equation*}
$$

where $\phi(\xi, s, a)$ is defined in [66, p. 122, Eq. (2.5)](see, for details, [80, p. 280, Example 8]).

### 3.2 AN INTEGRAL OPERATOR INVOLVING THE GENERALIZED EXTENDED MITTAGLEFFLER FUNCTION AS IT'S KERNEL AND IT'S PROPERTIES

An integral operator with GEML function given by (2.1.9) as it's kernel and $x>a\left(a \in \mathbb{R}^{+}=[0, \infty)\right)$ is defined as follows

$$
\begin{gathered}
\left(\varepsilon_{a+; ;,<; \zeta ;}^{\omega ; \vartheta ; d ; \rho} f\right)(x)= \\
\int_{a}^{x}(x-z)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(x-z)^{\delta} ; q, \rho, \zeta\right) f(z) d z \\
(\vartheta, \omega \in \mathbb{C}, \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0),
\end{gathered}
$$

provided that conditions of GEML function in (2.1.9) are satisfied.

## SPECIAL CASES

(i) Considering $\rho=\zeta$ in (3.2.1), we obtain an integral operator introduced by Rahman et al. [52] as

$$
\begin{equation*}
\left(\varepsilon_{a+; ;, \kappa}^{\omega ; \vartheta ; d} f\right)(x)=\int_{a}^{x}(x-z)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(x-z)^{\delta} ; q\right) f(z) d z \tag{3.2.2}
\end{equation*}
$$

(ii) Next, on taking $q=0$ in (3.2.2) we get an integral operator given by Srivastava
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and Tomovski [78]:

$$
\begin{equation*}
\left(\varepsilon_{a+; ;, \kappa}^{\omega ; \vartheta} f\right)(x)=\int_{a}^{x}(x-z)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; j}\left(\omega(x-z)^{\delta}\right) f(z) d z \tag{3.2.3}
\end{equation*}
$$

(iii) Further, if we take $\omega=0$, the integral operator in (3.2.3) reduces to RiemannLiouville fractional integral operator as defined in (2.4.10).

Theorem 3.2.1. Under the various parametric constraints stated already with the definition (3.2.1), let the function $\varphi$ be in the space $L(\mathfrak{a}, \mathfrak{b})$ of Lebesgue measurable functions on a finite interval $[\mathfrak{a}, \mathfrak{b}](\mathfrak{b}>\mathfrak{a})$ of the real line $\mathbb{R}$ given by

$$
\begin{equation*}
L(\mathfrak{a}, \mathfrak{b})=\left\{\mathfrak{f}:\|\mathfrak{f}\|_{1}=\int_{a}^{b}|\mathfrak{f}(x)| d x<\infty\right\} . \tag{3.2.4}
\end{equation*}
$$

Then the integral operator $\varepsilon_{a+;, \delta, ; ; \zeta}^{\omega ; \gamma ; ; ; \rho}$ is bounded on $L(\mathfrak{a}, \mathfrak{b})$ and

$$
\begin{equation*}
\left\|\varepsilon_{a+; ; \delta, k ; ; \zeta}^{\omega ; \vartheta ; j ;} \varphi\right\|_{1} \leqq \mathfrak{m} .\|\varphi\|_{1} \tag{3.2.5}
\end{equation*}
$$

where the constant $\mathfrak{m}(0<\mathfrak{m}<\infty)$ is given by

$$
\begin{equation*}
\mathfrak{m}=\left((b-a)^{R e(\kappa)} \sum_{n=0}^{\infty} \frac{\left|B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)\right|}{B(\vartheta, d-\vartheta)} \frac{\left|(d)_{n}\right|}{\Gamma(\delta n+\kappa)} \frac{\left|\omega(b-a)^{\Re(\delta)}\right|^{n}}{n!}\right) . \tag{3.2.6}
\end{equation*}
$$

Proof. It is sufficient to prove that

$$
\begin{gathered}
\left\|\varepsilon_{a+; \delta, \kappa ; \zeta}^{\omega ; \vartheta ; d ; \rho} \varphi\right\|_{1}=\int_{a}^{b}\left|\int_{a}^{x}(x-t)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left[\omega(x-t)^{\delta} ; q, \rho, \zeta\right] \varphi(t) d t\right| d x<\infty \\
(q \geq 0, \mathfrak{R}(d)>\mathfrak{R}(\vartheta)>0, \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0),
\end{gathered}
$$

We apply the definitions (3.2.1 and (3.2.4 in conjuction with the definition (2.1.9) of the GEML function. Upon interchanging the order of integration by
means of the Dirichlet formula [42, p.56], we thus find that

$$
\begin{align*}
\left\|\varepsilon_{a+; \delta, \kappa ; 弓}^{\omega ; \vartheta ; j ; \rho} \varphi\right\|_{1} & \leqq \int_{a}^{b}|\varphi(t)|\left(\int_{t}^{b}(x-t)^{\Re(\kappa)-1}\left|E_{\delta, \kappa}^{\vartheta ; d}\left[\omega(x-t)^{\delta} ; q, \rho, \zeta\right]\right| d x\right) d t \\
& =\int_{a}^{b}|\varphi(t)|\left(\int_{0}^{b-t} \tau^{\Re(\kappa)-1}\left|E_{\delta, \kappa}^{\vartheta ; d}\left[\omega(\tau)^{\delta} ; q, \rho, \zeta\right]\right| d \tau\right) d t \\
& \leqq \int_{a}^{b}|\varphi(t)|\left(\int_{0}^{b-a} \tau^{\Re(\kappa)-1}\left|E_{\delta, \kappa}^{\vartheta ; d}\left[\omega(\tau)^{\delta} ; q, \rho, \zeta\right]\right| d \tau\right) d t \\
& \leqq\left(\sum_{n=0}^{\infty} \frac{\left|B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)\right|}{B(\vartheta, d-\vartheta)} \frac{\left|(d)_{n}\right|}{\Gamma(\delta n+\kappa)} \frac{|\omega|^{n}}{n!} \cdot \int_{0}^{b-a} \tau^{n \mathfrak{\Re}(\delta)+\mathfrak{\Re}(\kappa)-1} d \tau\right) \cdot\|\varphi\|_{1} \\
& =\mathfrak{m} \cdot\|\varphi\|_{1} \quad(\Re(\kappa)>0) . \tag{3.2.7}
\end{align*}
$$

This completes the proof of the boundedness property of the integral operator $\varepsilon_{a+; \delta, ; ; \zeta}^{\omega ; \vartheta ; d ; \rho}$ as asserted by Theorem 3.2.1.

Remark 3.2.1. Throughout the present investigation, it is tactily assumed that, in such situations as those occurring in the definitions (2.4.10), (2.4.11) and (3.2.1), the number $\mathfrak{a}$ in the function space $L(\mathfrak{a}, \mathfrak{b})$ coincides precisely with the lower terminal $a$ in the integrals involved in the definitions (2.4.10), 2.4.11) and (3.2.1).

Remark 3.2.2. The results obtained by Kilbas et al. [28] and Srivastava and Tomovski [78] can be deduced as special cases of Theorem 3.2.1.
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### 3.3 IMAGES

In this section, we will find images of some useful functions under our operator defined by (3.2.1)

$$
\begin{align*}
& (\mathbf{I}) \quad\left(\varepsilon_{a+;, \delta, k ; \zeta}^{\omega ; \gamma ; ; \rho}\left[(z-a)^{\alpha-1} \Phi_{l_{j} ; v_{j} Q}^{k_{j} ; Q_{j} P}(\beta z, s, a)\right]\right)(x) \\
& =\frac{\Gamma(\zeta) \Gamma(\alpha)}{\Gamma(\rho) \Gamma(d)} \frac{(x-a)^{\kappa+\alpha-1}}{B(\vartheta, d-\vartheta)} \sum_{m=0}^{\infty} \frac{\prod_{j=1}^{P}\left(k_{j}\right)_{m \varrho_{j}}}{m!\prod_{j=1}^{Q}\left(l_{j}\right)_{m v_{j}}} \frac{(\beta x)^{m}}{(m+a)^{s} m!\Gamma(-m)} \\
& \cdot H_{2,2: 1,2 ; 1,3 ; 3,1}^{0,2: 1,1 ; 1,1,2}\left[\begin{array}{c|cc}
\omega(x-a)^{\delta} & A^{*}: & C^{*} \\
q^{-1} & & \\
\frac{a}{x}-1 & B^{*}: & D^{*}
\end{array}\right], \tag{3.3.1}
\end{align*}
$$

where
$A^{*}=(1-\vartheta ; 1,1,0),(1-\kappa ; \delta, 0,1)$
$C^{*}=(1-d, 1) ;(1-d+\vartheta, 1),(\zeta, 1),(1,1) ;(1+m, 1)$
$B^{*}=(1-d ; 1,2,0),(1-\alpha-\kappa ; \delta, 0,1)$
$D^{*}=(1-\kappa, \delta),(0,1) ;(\rho, 1) ;(0,1)$,
provided that conditions given by (3.2.1) are satisfied.
where the multivariable $H$-function for $r=3$ occurring in the right hand side of (3.3.1) is defined in chapter zero by (1.1.36).

Proof. By defination (3.2.1), we have

$$
\begin{align*}
& \left(\varepsilon_{a+; \delta, \kappa ; ;}^{\omega ; \vartheta ; d ; \rho}\left[(z-a)^{\alpha-1} \Phi_{l_{j ;} ; v_{j} Q}^{k_{j} ; g_{j} P}(\beta z, s, a)\right]\right)(x) \\
& \left.=\int_{a}^{x}(x-z)^{\kappa-1}(z-a)^{\alpha-1} E_{\delta, k}^{\vartheta ; d}\left(\omega(x-z)^{\delta} ; q, \rho, \zeta\right) \Phi_{l_{j} ; v_{j} Q}^{k_{j} ; \dot{\varphi}_{P} P}(\beta z, s, a)\right) d z \tag{3.3.2}
\end{align*}
$$

Next, using (2.1.9) and (3.1.4 and interchanging the order of summation and integration (which is permissible under the assumptions stated in the above theorem), we get the following expression after a little simplification

$$
\begin{align*}
& \left(\varepsilon_{a+; ; \delta, \kappa ; \zeta ; \zeta ;}^{\omega ; ; ; j ; \rho}\left[(z-a)^{\alpha-1} \Phi_{l_{j} ; v_{j} Q}^{k_{j} ; \varrho_{j} P}(\beta z, s, a)\right]\right)(x) \\
& =\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n} \omega^{n}}{\Gamma(\delta n+\kappa) n!} \frac{\prod_{j=1}^{P}\left(k_{j}\right)_{m \varrho_{j}}}{m!\prod_{j=1}^{Q}\left(l_{j}\right)_{m v_{j}}} \frac{\beta^{m}}{(m+a)^{s}} \\
& \quad \cdot \int_{a}^{x}(x-z)^{\delta n+\kappa-1}(z-a)^{\alpha-1} z^{m} d z \tag{3.3.3}
\end{align*}
$$

Further, substituting $u=\frac{x-z}{x-a}$ in the right hand side of (3.3.3) and evaluating the u-integral with the help of [53, p. 47, Theorem 16], we obtain the following expression:

$$
\begin{align*}
&\left(\varepsilon_{a+;, \delta, \kappa ; \zeta}^{\omega ; \gamma ; j ; \rho}\left[(z-a)^{\alpha-1} \Phi_{l_{j} ; v_{j} Q}^{k_{j} ; Q_{j} P}(\beta z, s, a)\right]\right)(x) \\
&=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n} \omega^{n}}{n!} \frac{\prod_{j=1}^{P}\left(k_{j}\right)_{m \varrho_{j}}}{m!} \frac{\beta^{m}}{\prod_{j=1}^{Q}\left(l_{j}\right)_{m v_{j}}}(m+a)^{s} \\
&x-a)^{\delta n+\kappa+\alpha-1} x^{m}  \tag{3.3.4}\\
& \cdot \frac{\Gamma(\alpha)}{\Gamma(\alpha+\delta n+\kappa)^{2}} F_{1}\binom{-m, \delta n+\kappa ;}{\alpha+\delta n+\kappa ;}
\end{align*}
$$

Interpreting the functions present in (3.3.4 in form of multivariable H -function 1.1.36) for $r=3$, we obtain the desired result.
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(II)

$$
\left(\varepsilon_{a+; \delta, k ; \zeta}^{\omega ; \xi ; j ; \rho}\left[(z-a)^{\sigma-1} F_{P}^{(\alpha, \beta ; \tau, \mu)}(a, b ; c ; \lambda z)\right]\right)(x)
$$

$$
\begin{array}{r}
=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{B_{P}^{(\alpha, \beta ; \tau, \mu)}(b+n, c-b)}{B(b, c-b)} \frac{(d)_{n}(a)_{m} \omega^{n} \lambda^{m}}{\Gamma(\delta n+\kappa) n!m!}(x-a)^{\delta n+\kappa+\lambda-1} x^{m}  \tag{3.3.5}\\
\left.\cdot \frac{\Gamma(\sigma)}{\Gamma(\sigma+\delta n+\kappa)}{ }_{2}^{2} F_{1}\binom{-m, \delta n+\kappa ;}{\sigma+\delta n+\kappa ;} \frac{x-a}{x}\right)
\end{array}
$$

provided that conditions given by (3.2.1) are satisfied.
The proof of (3.3.5) will follow on similar lines as those given in the proof of (3.3.1).
(III)

$$
\left.\left.\begin{array}{l}
\left(\varepsilon_{a+; ;,, k ; \zeta}^{\omega ; \vartheta ; ; ; \rho}\left[\tau^{\beta} H_{P, Q}^{M, N}\left[A \tau^{\sigma} \left\lvert\, \begin{array}{c}
\left(a_{j}, \alpha_{j}\right)_{1, P} \\
\left(b_{j}, \beta_{j}\right)_{1, Q}
\end{array}\right.\right]\right]\right)(x) \\
=x^{\beta}(x-a)^{\kappa} \frac{\Gamma(\zeta)}{\Gamma(\rho) \Gamma(d-\vartheta) \Gamma(\vartheta)} H_{3,2: Q, P+1 ; 0,1 ; 3,1 ; 2,1}^{0,3 ; N, M ; 1,0 ; 1,2 ; 1,}
\end{array} \right\rvert\, \begin{array}{ccc}
\frac{1}{A x^{\sigma}} & A^{*}: C^{*}  \tag{3.3.6}\\
\frac{-(x-a)}{x} & \\
\frac{1}{q} & \\
\omega(x-a)^{\delta} & B^{*}: D^{*}
\end{array}\right],
$$

where

$$
\begin{aligned}
& A^{*}=(1+\beta ; \sigma, \eta, 0,0),(1-\vartheta ; 0,0,1,1),(1-\kappa ; 0,1,0, \delta) \\
& C^{*}=\left(1-b_{j}, \beta_{j}\right)_{1, Q} ;-;(1,1),(1-d+\vartheta, 1),(\zeta, 1) ;(1-d, 1) \\
& B^{*}=(-\kappa ; 0,1,0, \delta),(1-d ; 0,0,2,1) \\
& D^{*}=\left(1-a_{j}, \alpha_{j}\right)_{1, P},(1+\beta, \sigma) ;(0,1) ;(\rho, 1) ;(0,1)(1-\kappa, \delta),
\end{aligned}
$$

provided that conditions given by (3.2.1) are satisfied. where the multivariable $H$-function for $r=4$ occurring in the right hand side of (3.3.1) is defined in chapter zero by 1.1.36).

The proof of (3.3.5) will follow on similar lines as those given in the proof of (3.3.1).

## SPECIAL CASES OF THE MAIN FINDINGS

(i) In image (I), if we reduce extended Hurwitz-Lerch Zeta function in (3.3.1) to general Hurwitz-Lerch Zeta function 3.1.5, by taking $Q=0$ and $P=\rho_{j}=\kappa_{j}=$ 1 , we can easily obtain the following interesting result after a little simplification:

$$
\begin{align*}
& \left(\varepsilon_{a+; \delta, \kappa ; ;}^{\omega ; \vartheta ; j ; \rho}\left[(z-a)^{\alpha-1} \Phi(\beta z, s, a)\right](x)\right. \\
& =\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n} \omega^{n}}{n!} \frac{\beta^{m}}{(m+a)^{s}}(x-a)^{\delta n+\kappa+\alpha-1} x^{m} \\
& \quad \cdot \frac{\Gamma(\alpha)}{\Gamma(\alpha+\delta n+\kappa)^{2}} F_{1}\binom{-m, \delta n+\kappa ;}{\alpha+\delta n+\kappa ;} \tag{3.3.7}
\end{align*}
$$

(ii) Next, in image (I) if we reduce extended Hurwitz-Lerch Zeta function in (3.3.1) to general Riemann Zeta function (3.1.6) by taking $Q=0, P=\rho_{j}=\kappa_{j}=$ 1 and $\beta z=a=1$, we can easily obtain the following interesting result after a little simplification:
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$\left(\varepsilon_{a+; ; \delta, \kappa ; \zeta}^{\omega ; \gamma ; j ;}\left[(z-a)^{\alpha-1} \zeta(s)\right]\right)(x)$
$=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n} \omega^{n}}{\Gamma(\delta n+\kappa) n!} \frac{1}{(m+1)^{s}}(x-1)^{\delta n+\kappa+\alpha-1} \beta(\delta n+\kappa, \alpha)$.
(iii) Again, in image (I) if we reduce extended Hurwitz-Lerch Zeta function in (3.3.1) to Hurwitz (or generalized) Zeta function (3.1.7) by taking $Q=0, P=$ $\rho_{j}=\kappa_{j}=1$ and $\beta z=1$, we can easily obtain the following interesting result after a little simplification:

$$
\begin{align*}
& \left(\varepsilon_{a+; ; \delta, \kappa ; \zeta}^{\omega ; \xi ; j}\left[(z-a)^{\alpha-1} \zeta(s, a)\right]\right)(x) \\
& =\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n} \omega^{n}}{n!} \frac{1}{(m+a)^{s}}(x-a)^{\delta n+\kappa+\alpha-1} \beta(\delta n+\kappa, \alpha) . \tag{3.3.9}
\end{align*}
$$

(iv) Further, in image (I) if we reduce extended Hurwitz-Lerch Zeta function in (3.3.1) to Lerch Zeta function (3.1.8) by taking $Q=0, P=\rho_{j}=\kappa_{j}=a=1$ and $\beta z=e^{2 \pi i \xi}$, we can easily obtain the following interesting result after a little simplification:

$$
\begin{align*}
& \left(\varepsilon_{a+i ; \delta ; \kappa ; ; \zeta}^{\omega ; \vartheta ; \rho}\left[(z-a)^{\alpha-1} \ell_{s}(\xi)\right]\right)(x) \\
& =\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n} \omega^{n}}{n!} \frac{e^{2 \pi i m \xi}}{(m+1)^{s}}(x-1)^{\delta n+\kappa+\alpha-1} \beta(\delta n+\kappa, \alpha) . \tag{3.3.10}
\end{align*}
$$

(v) In image (I), if we reduce extended Hurwitz-Lerch Zeta function in (3.3.1) to Lerch Zeta function 3.1.9 by taking $Q=0, P=\rho_{j}=\kappa_{j}=1$ and $\beta z=e^{2 \pi i \xi}$, we can easily obtain the following interesting result after a little simplification:

$$
\begin{align*}
& \left(\varepsilon_{a+; ; \delta ; \kappa ; ;}^{\omega ; \vartheta ; \rho}\left[(z-a)^{\alpha-1} \ell_{s}(\xi)\right]\right)(x) \\
& =\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n} \omega^{n}}{n!} \frac{e^{2 \pi i m \xi}}{(m+a)^{s}}(x-a)^{\delta n+\kappa+\alpha-1} \beta(\delta n+\kappa, \alpha) . \tag{3.3.11}
\end{align*}
$$

## COMPOSITION RELATIONSHIP

Theorem 3.3.1. If $\vartheta, \gamma, \delta, \kappa, \omega \in \mathbb{C}, \mathfrak{R}(\kappa)>0, \mathfrak{R}(\gamma)>0, \mathfrak{R}(\delta)>0$, then
where $f \in L(a, b)$.
Proof. In order to prove the left hand side of above mentioned assertion, we proceed by using (3.2.1) in (2.4.10)

$$
\begin{align*}
\left(I_{a+}^{\gamma}\left[\varepsilon_{a+; ;, \delta, ; ; \zeta}^{\omega ; \vartheta ; j ; \rho} f\right]\right)(x) & =\frac{1}{\Gamma(\gamma)} \int_{a}^{x} \frac{\left(\varepsilon_{a+; \delta, \kappa ; \zeta ;}^{\omega ; \vartheta ; j ; \rho} f\right)(z)}{(x-z)^{1-\gamma}} d z  \tag{3.3.13}\\
& =\frac{1}{\Gamma(\gamma)} \int_{a}^{x}(x-z)^{\gamma-1}\left[\int_{a}^{z}(z-u)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(z-u)^{\delta} ; q, \rho, \zeta\right) f(u) d u\right] d z \tag{3.3.14}
\end{align*}
$$

Now, by interchanging the order of integration (which is permissible under the assumptions stated in the above theorem), we obtain
$\left(I_{a+}^{\gamma}\left[\varepsilon_{a+; ; \delta, ; ; \zeta ; \zeta ; j}^{\omega ; \gamma ; \rho} f\right]\right)(x)=\int_{a}^{x}\left[\frac{1}{\Gamma(\gamma)} \int_{u}^{x}(x-z)^{\gamma-1}(z-u)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(z-u)^{\delta} ; q, \rho, \zeta\right) d z\right] f(u) d u$.
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Substituting $(z-u)=\sigma$ in the above equation, we have

$$
\begin{align*}
\left(I_{a+}^{\gamma}\left[\varepsilon_{a+; \delta, \kappa ; \zeta ; \zeta ; j ; j}^{\omega ; ; j} f\right]\right)(x) & =\int_{a}^{x}\left[\frac{1}{\Gamma(\gamma)} \int_{0}^{x-u}(x-u-\sigma)^{\gamma-1}(\sigma)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega \sigma^{\delta} ; q, \rho, \zeta\right) d \sigma\right] f(u) d u . \\
& =\int_{a}^{x}\left(I_{0+}^{x-u} \sigma^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega \sigma^{\delta} ; q, \rho, \zeta\right)\right)(x-u) f(u) d u \tag{3.3.16}
\end{align*}
$$

Further, applying (2.5.1) in (3.3.16), we have

$$
\begin{align*}
\left(I_{a+}^{\gamma}\left[\varepsilon_{a+; ; \delta ; \kappa ; \zeta}^{\omega ; \vartheta ; d ; \rho} f\right]\right)(x) & =\int_{a}^{x}(x-u)^{\gamma+\kappa-1} E_{\delta, \kappa+\gamma}^{\vartheta ; d}\left(\omega(x-u)^{\delta} ; q, \rho, \zeta\right) f(u) d u \\
& =\left(\varepsilon_{a+; ;, \kappa+\gamma ; \zeta}^{\omega ; \vartheta ; d ; \rho} f\right)(x) . \tag{3.3.17}
\end{align*}
$$

this proves the first part of (3.3.12).
In order to prove the second part, we proceed by using (3.2.1) in the right hand side of 3.3 .12

$$
\begin{align*}
\left(\varepsilon_{a+; ;, \kappa ; \zeta \zeta}^{\omega ; \vartheta ; j ; \rho}\left[I_{a+}^{\gamma} f\right]\right)(x) & =\int_{a}^{x}(x-z)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(x-z)^{\delta} ; q, \rho, \zeta\right)\left[I_{a+}^{\gamma} f\right](z) d z \\
& =\int_{a}^{x}(x-z)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(x-z)^{\delta} ; q, \rho, \zeta\right)\left(\frac{1}{\Gamma(\gamma)} \int_{a}^{z} \frac{f(u)}{(z-u)^{1-\gamma}} d u\right) d z . \tag{3.3.18}
\end{align*}
$$

Next, interchanging the order of integration (which is permissible under the assumptions stated in the above theorem), we have
$\left(\varepsilon_{a+; ; ;, \kappa ; \zeta}^{\omega ; \gamma ; j ; \rho}\left[I_{a+}^{\gamma} f\right]\right)(x)=\int_{a}^{x}\left[\frac{1}{\Gamma(\gamma)} \int_{u}^{x}(x-z)^{\kappa-1}(z-u)^{\gamma-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega(x-z)^{\delta} ; q, \rho, \zeta\right) d z\right] f(u) d u$.

Substituting $(x-\tau)=\varepsilon$, we obtain

$$
\begin{equation*}
\left(\varepsilon_{a+; ;, ; ; ; \zeta ;<;}^{\omega ; \gamma ; \rho}\left[I_{a+}^{\gamma} f\right]\right)(x)=\int_{a}^{x}\left[\frac{1}{\Gamma(\gamma)} \int_{0}^{x-u}(\varepsilon)^{\kappa-1}(x-\varepsilon-u)^{\gamma-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega \varepsilon^{\delta} ; q, \rho, \zeta\right) d \varepsilon\right] f(u) d u . \tag{3.3.20}
\end{equation*}
$$

Again, by using 2.4.10 and 2.5.1, we get

$$
\begin{equation*}
\left.\left(\varepsilon_{a+;, \delta, \kappa ; \zeta \zeta ; \zeta ; \rho}^{\omega ; ; ; I_{a+}^{\gamma}} f\right]\right)(x)=\left(\varepsilon_{a+;, \kappa+\kappa+\gamma ; \zeta}^{\omega ; \vartheta ; d ;} f\right)(x), \tag{3.3.21}
\end{equation*}
$$

from (3.3.17) and (3.3.21) we get the desired proof.

Remark 3.3.1. The above theorem generalizes the results obtained by Kilbas et al. [28] and Srivastava and Tomovski [78].

## AN INTEGRAL OPERATOR $H_{a+; P, Q ; \beta}^{w ; M, N ; \alpha}$ INVOLVING THE FOX H-FUNCTION

In our present investigation, we make use of a special case of general families of fractional integral operators having Fox-H function in their kernels (see [75, p. 15, Eq. (6.3)]), defined and represented in the following manner:

$$
\begin{gathered}
\left(H_{a+; P, Q ; \beta}^{w ; M, N ; \alpha} \varphi\right)(x)=\int_{a}^{x}(x-t)^{\beta-1} H_{P, Q}^{M, N}\left[\omega(x-t)^{\alpha}\right] \varphi(t) d t \\
\left(\mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\} ; 1 \leqq M \leqq Q ; 0 \leqq N \leqq P ; \mathfrak{R}(\beta)+\min _{1 \leqq j \leqq M}\left\{\mathfrak{R}\left(\frac{\alpha b_{j}}{\beta_{j}}\right)\right\}>0\right) .
\end{gathered}
$$

Theorem 3.3.2. If $\vartheta, \kappa, \delta, \beta \in \mathbb{C}, w \in \mathbb{C} \backslash\{0\}, \mathfrak{R}(\beta)>0, \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>$
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0 and $\mathfrak{R}(\beta)+\min _{1 \leqq j \leqq M}\left\{\mathfrak{R}\left(\frac{\alpha b_{j}}{\beta_{j}}\right)\right\}>0$ then
where $f \in L(a, b)$ and

$$
A^{*}=(1-\vartheta ; 1,1,0)
$$

$$
C^{*}=(1,1),(1-d+\vartheta, 1),(\zeta, 1) ;(1-d, 1) ;\left(a_{j}, \alpha_{j}\right)_{1, P},(1-\beta, \alpha)
$$

$$
B^{*}=(1-\kappa-\beta ; 0, \delta, \alpha),(1-d ; 2,1,0)
$$

$$
D^{*}=(\rho, 1) ;(0,1) ;\left(b_{j}, \beta_{j}\right)_{1, Q},
$$

where the multivariable $H$-function for $r=3$ occurring in the right hand side of (3.3.23) is defined in chapter zero by (1.1.36).

Proof. In order to prove the left hand side of above mentioned assertion, we proceed by using (3.3.22) in 3.3.23)

$$
\begin{align*}
& \left(H_{a+; P . Q ; \beta}^{\omega_{2} ; M, N ; \alpha}\left[\varepsilon_{a+; \delta, ; ; \zeta}^{\omega_{1} ; \vartheta ; ; ; \rho} f\right]\right)(x) \\
& =\int_{a}^{x}(x-t)^{\beta-1} H_{P, Q}^{M, N}\left[\omega_{2}(x-t)^{\alpha}\right]\left(\varepsilon_{a+; \delta, \kappa ; \zeta}^{\omega_{1} ; \vartheta ; ; \rho} f\right)(t) d t \\
& =\int_{a}^{x}(x-t)^{\beta-1} H_{P, Q}^{M, N}\left[\omega_{2}(x-t)^{\alpha}\right]\left[\int_{a}^{t}(t-\tau)^{\kappa-1} E_{\delta, \kappa}^{\vartheta ; d}\left(\omega_{1}(t-\tau)^{\delta} ; q, \rho, \zeta\right) f(\tau) d \tau\right] d t . \tag{3.3.24}
\end{align*}
$$

Now, by interchanging the order of integration (which is permissible under the assumptions stated in the above theorem), we obtain

$$
\begin{align*}
& \left(H_{a+; P . Q ; \beta}^{\omega_{2} ; M, N ; \alpha}\left[\varepsilon_{a+;, \delta ; ; \zeta}^{\omega_{1} ; \vartheta ; ; ; \rho} f\right]\right)(x) \\
& =\frac{\Gamma(\zeta)}{\Gamma(\rho) \Gamma(d-\vartheta) \Gamma(\vartheta)} \int_{a}^{x}(x-\tau)^{\beta+\kappa-1} H_{1,2: 3,1 ; 1,1 ; 1 ; P, Q}^{0,1: 1,21,1 ; M, N+1}\left[\begin{array}{c|cc}
q^{-1} & A^{*}: & C^{*} \\
\omega_{1}(x-\tau)^{\delta} & & \\
\omega_{2}(x-\tau)^{\alpha} & B^{*}: & D^{*}
\end{array}\right] f(\tau) d \tau \\
& =\left(\varepsilon_{a+;, \delta, ; \zeta}^{\omega_{1} ; \vartheta ; d ; \rho}\left[H_{a+; P, Q ; \beta}^{\omega_{2} ; M, N ; \alpha} f\right]\right)(x), \tag{3.3.23}
\end{align*}
$$

$$
\begin{align*}
& \left(H_{a+; P . Q ; \beta}^{\omega_{2} ; M, N ; \alpha}\left[\varepsilon_{a+i, j, j ;<; \zeta}^{\omega_{1} ; \gamma ; \rho} f\right]\right)(x) \\
& =\int_{a}^{x}\left[\int_{\tau}^{x}(x-t)^{\beta-1}(t-\tau)^{\kappa-1} H_{P, Q}^{M, N}\left[\omega_{2}(x-t)^{\alpha}\right] E_{\delta, k}^{\vartheta ; d}\left(\omega_{1}(t-\tau)^{\delta} ; q, \rho, \zeta\right) d t\right] f(\tau) d \tau \tag{3.3.25}
\end{align*}
$$

Using (2.1.9) and (1.1.4) in the right hand side of the above equation and changing the order of summation and integration (which is permissible under the assumptions stated in the above theorem) and then substituting $(t-\tau)=\sigma$, we have

$$
\left.\left.\begin{array}{rl}
\left(H _ { a + ; P , Q ; \beta } ^ { \omega _ { 2 } ; M , N ; \alpha } \left[\varepsilon_{a+; \delta, \kappa ; \zeta}^{\omega_{1} ; \vartheta ; d ; \rho} f\right.\right.
\end{array}\right]\right)(x)=\frac{1}{2 \pi i} \sum_{n=0}^{\infty} \int_{a}^{x} \frac{B_{q}^{(\rho, \zeta)}(\vartheta+n, d-\vartheta)}{B(\vartheta, d-\vartheta)} \frac{(d)_{n}}{\Gamma(\delta n+\kappa)} \frac{\omega_{1}^{n}}{n!} \int_{\mathfrak{L}} \Theta(\mathfrak{s}) \omega_{2}^{\mathfrak{s}} .
$$

Further, substituting $\frac{\sigma}{x-\tau}=z$, using beta function and contour representation of generalized extended Mittag-Leffler function (2.1.11), we have

$$
\begin{align*}
& \left(H_{a+; P \cdot Q ; \beta}^{\omega_{2} ; M, N ; \alpha}\left[\varepsilon_{a+; \delta, \kappa ; ;}^{\omega_{1} ; \vartheta ; d ; \rho} f\right)(x)\right. \\
& \left.=\frac{1}{(2 \pi i)^{3}} \frac{\Gamma(\zeta)}{\Gamma(\rho) \Gamma(d-\vartheta) \Gamma(\vartheta)} \int_{a}^{x}(x-\tau)^{\beta+\kappa-1} f(\tau) \int_{\mathfrak{L}} \int_{\mathfrak{L}_{1}} \int_{\mathfrak{L}_{2}} \Theta(\mathfrak{s})\left(\omega_{2}(x-\tau)^{\alpha}\right)^{\mathfrak{s}}\left(\omega_{1}(x-\tau)^{\delta}\right)\right)^{\xi_{2}}\left(q_{1}\right)^{-\xi_{1}} \\
& \cdot \frac{\Gamma(\beta+\alpha \mathfrak{s})}{\Gamma\left(\kappa+\beta+\delta \xi_{2}+\alpha \mathfrak{s}\right)} \frac{\Gamma\left(-\xi_{2}\right) \Gamma\left(\xi_{1}\right) \Gamma\left(\rho-\xi_{1}\right)}{\Gamma\left(\zeta-\xi_{1}\right)} \frac{\Gamma\left(\vartheta+\xi_{2}+\xi_{1}\right) \Gamma\left(d-\vartheta+\xi_{1}\right) \Gamma\left(d+\xi_{2}\right)}{\Gamma\left(d+\xi_{2}+2 \xi_{1}\right)} d \mathfrak{s} d \xi_{1} d \xi_{2} d \tau, \tag{3.3.27}
\end{align*}
$$

reinterpreting the right hand side of (3.3.27) in the form of multivariable H-function 1.1.36) for $r=3$, we obtain the desired result.
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## A NEW INTEGRAL TRANSFORM ASSOCIATED WITH THE EXTENDED HURWITZ-LERCH ZETA FUNCTION

The main findings of this chapter have bearing on the following paper detailed below:

1. H.M. SRIVASTAVA, N. JOLLY, M.K. BANSAL and R. JAIN (2018). A STUDY OF NEW INTEGRAL TRANSFORM ASSOCIATED WITH $\lambda$-EXTENDED HURWITZ-LERCH ZETA FUNCTION, Revista de la Real Academia de Ciencias Exactas, Físicas y Naturales, https://doi.org/10.1007/s13398-018-0570-4.

In this chapter, we first define extended Hurwitz-Lerch zeta function and give it's integral representation. Next, we define a new integral transform whose kernel is extended Hurwitz-Lerch zeta function and name it as the $\mathcal{E}$-transform. The transform of our study yield known integral transforms [1, p. 44, Eqs. (1.3.5) and (1.3.6)]. Further, we evaluate the Mellin transform of extended Hurwitz-Lerch Zeta function and Inversion formula for $\mathcal{E}$-transform. Next, we present some basic properties and prove the Uniqueness theorem for $\mathcal{E}$-transform. Finally, we obtain $\mathcal{E}$-transform of Derivatives and Integrals.

## 4. A NEW INTEGRAL TRANSFORM ASSOCIATED WITH THE EXTENDED HURWITZ-LERCH ZETA FUNCTION

### 4.1 INTRODUCTION

The extended Hurwitz-Lerch zeta function introduced by Srivastava et al. [77, p.

503, Eq.(6.2)](see also [62] and [70]) is recalled here in slightly modified form:

$$
\begin{gather*}
\Phi_{\lambda_{1}, \ldots, \lambda_{p} ; \mu_{1}, \ldots, \mu_{q}}^{\left(\rho_{1}, \ldots, \rho_{p}, \sigma_{1}, \ldots, \sigma_{q}\right)}(z, s, a)=\Phi_{\left(\mu_{j} ; \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(z, s, a)=\sum_{n=0}^{\infty} \frac{\prod_{j=1}^{p}\left(\lambda_{j}\right)_{n \rho_{j}}}{n!\prod_{j=1}^{q}\left(\mu_{j}\right)_{n \sigma_{j}}} \frac{z^{n}}{(n+a)^{s}}  \tag{4.1.1}\\
\left(p, q \in \mathbb{N}_{0} ; \lambda_{j} \in \mathbb{C}(j=1, \cdots, p) ; a, \mu_{j} \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}(j=1, \cdots, q) ;\right. \\
\rho_{j}, \sigma_{k} \in \mathbb{R}^{+}(j=1 \cdots p ; k=1 \cdots, q) ; \Delta>-1 \text { when } s, z \in \mathbb{C}
\end{gather*}
$$

$\Delta=-1$ and $s \in \mathbb{C}$ when $|z|<\nabla^{*} ; \Delta=-1$ and $\mathfrak{R}(\Xi)>\frac{1}{2}$ when $|z|=\nabla^{*}$

$$
\begin{gathered}
\text { where } \nabla^{*}:=\left(\prod_{j=1}^{p} \rho_{j}^{-\rho_{j}}\right)\left(\prod_{j=1}^{q} \sigma_{j}^{\sigma_{j}}\right) \text { and } \Delta:=\sum_{j=1}^{q} \sigma_{j}-\sum_{j=1}^{p} \rho_{j}, \\
\left.\Xi:=s+\sum_{j=1}^{q} \mu_{j}-\sum_{j=1}^{p} \lambda_{j}+\frac{p-q}{2}\right),
\end{gathered}
$$

the integral representation of extended Hurwitz-Lerch zeta function was also given by Srivastava et al. ([77],Theorem 8)see also([63], Theorem 6).

$$
\begin{align*}
\Phi_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(z, s, a)= & \left.\frac{1}{\Gamma(s)} \int_{0}^{\infty} t^{s-1} e^{-a t}{ }_{p} \Psi^{*}{ }_{q}\left[\begin{array}{l}
\left(\lambda_{1}, \rho_{1}\right), \cdots,\left(\lambda_{p}, \rho_{p}\right) ; \\
\left(\mu_{1}, \sigma_{1}\right), \cdots,\left(\mu_{q}, \sigma_{q}\right) ;
\end{array}\right] e^{-t}\right] d t  \tag{4.1.2}\\
& (\min \{\Re(a), \mathfrak{R}(s)\}>0),
\end{align*}
$$

where ${ }_{p} \Psi^{*}{ }_{q}\left(p, q \in \mathbb{N}_{0}\right)$ denotes the Fox-Wright function, which is generalization of the familiar generalized hypergeometric function ${ }_{p} F_{q}\left(p, q \in \mathbb{N}_{0}\right)$ defined by [8,
p.183]
${ }_{p} \Psi^{*}{ }_{q}\left[\begin{array}{c}\left(\lambda_{j}, \rho_{j}\right)_{1, p} ; \\ \left(\mu_{j}, \sigma_{j}\right)_{1, q} ;\end{array}\right]:=\sum_{n=0}^{\infty} \frac{\left(\lambda_{1}\right)_{\rho_{1} n} \cdots\left(\lambda_{p}\right)_{\rho_{p} n}}{\left(\mu_{1}\right)_{\sigma_{1} n} \cdots\left(\mu_{q}\right)_{\sigma_{q} n}} \frac{z^{n}}{n!}=\frac{\Gamma\left(\mu_{1}\right) \cdots \Gamma\left(\mu_{q}\right)}{\Gamma\left(\lambda_{1}\right) \cdots \Gamma\left(\lambda_{p}\right)}{ }_{p} \Psi_{q}\left[\begin{array}{c}\left(\lambda_{j}, \rho_{j}\right)_{1, p} ; \\ \left(\mu_{j}, \sigma_{j}\right)_{1, q} ;\end{array}\right]$.

### 4.2 A SET OF MAIN RESULTS

In this section, we first introduce the new integral transform of our study whose kernel involves the extended Hurwitz-Lerch zeta function defined by (4.1.2).

### 4.2.1 THE EXTENDED HURWITZ-LERCH ZETA TRANSFORM OR THE $\mathcal{E}$-TRANSFORM

The extended Hurwitz-Lerch zeta transform studied in this chapter will be defined and represented in the following manner:

$$
\begin{equation*}
\mathcal{E}_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(z, s, a)[f(t)](\mathbf{s}):=\int_{0}^{\infty} \Phi_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j} ; \rho_{j} ; p\right)}(\mathrm{s} t, s, a) f(t) d t=: \varphi(\mathbf{s}) \quad(f(t) \in \Lambda) \tag{4.2.1}
\end{equation*}
$$

in the neighbourhood of $t=z$, where $\Lambda$ denotes the class of admissible functions $f(t)$, which are integrable in every finite interval in $(0, \infty)$ with the following order estimates:

$$
f(t)=\left\{\begin{array}{cl}
O\left(t^{\omega}\right) & (t \rightarrow 0)  \tag{4.2.2}\\
O\left(t^{\kappa} e^{-\mu t}\right) & (|t| \rightarrow \infty)
\end{array}\right.
$$

provided that the existence conditions given with 4.1.2) for the extended HurwitzLerch zeta function are satisfied, $\mathfrak{R}(\omega)>-1$ and
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$$
\mathfrak{R}(\mu)>0 \quad \text { or } \quad \mathfrak{R}(\mu)=0 \quad \text { and } \quad \max _{1 \leq j \leq p}\left\{\mathfrak{R}\left(\kappa+\frac{\lambda_{j}-1}{\rho_{j}}+1\right)\right\}<0 .
$$

We shall refer this transform as $\mathcal{E}$-transform.
If we reduce the extended Hurwitz-Lerch zeta function to general Fox-Wright function of the type ${ }_{p} \Psi_{q}^{*}$ defined by (4.1.3) [18, p.271, Eqs. (7) and (9)], we are led to the known integral transfroms studied earlier in [1, p. 44, Eqs. (1.3.5) and (1.3.6)].

### 4.2.2 THE MELLIN TRANSFORM OF THE EXTENDED HURWITZ-LERCH ZETA FUNCTION

The Mellin transform of a suitably constrained function $f(t)$ is defined by (see, for example, [6, p.340, Eq.(8.2.5)]):

$$
\begin{equation*}
\mathfrak{M}[f(t)](\mathrm{s}):=\int_{0}^{\infty} t^{\mathrm{s}-1} f(t) d t=: F_{\mathfrak{M}}(\mathrm{s}) \quad(\mathfrak{R}(\mathrm{s})>0) \tag{4.2.3}
\end{equation*}
$$

provided that the improper integral in 4.2.3 exists.
If

$$
\int_{0}^{\infty} t^{\ell-1}|f(t)| d t<\infty
$$

for some $\ell>0$, then the Mellin Inversion Formula reads as follows [14, p.1194]:

$$
\begin{equation*}
f(z)=\mathfrak{M}^{-1}[f(\mathbf{s})](z)=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} z^{-\mathbf{s}} F_{\mathfrak{M}}(\mathbf{s}) d \mathbf{s} \quad(c>\ell), \tag{4.2.4}
\end{equation*}
$$

where $F_{\mathfrak{M}}(\mathrm{s})$ is given by Eq. (4.2.3), provided that the above integral exists.

Theorem 4.2.1. If $\mathfrak{R}(\mathrm{s})<\min _{1 \leq j \leq p}\left\{\mathfrak{R}\left(\frac{\lambda_{j}}{\rho_{j}}+a\right)\right\} \quad$ and $\quad \mathfrak{R}(a-\mathrm{s})>0, \quad$ then $\mathfrak{M}\left[\Phi_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(z t, s, a)\right](\mathbf{s})=\frac{(-z)^{-\mathbf{s}} \Gamma(\mathbf{s}) \prod_{j=1}^{q} \Gamma\left(\mu_{j}\right) \prod_{j=1}^{p} \Gamma\left(\lambda_{j}-\mathbf{s} \rho_{j}\right)}{\prod_{j=1}^{P} \Gamma\left(\lambda_{j}\right) \prod_{j=1}^{q} \Gamma\left(\mu_{j}-\mathbf{s} \sigma_{j}\right)}\left(\frac{\Gamma(a-\mathbf{s})}{\Gamma(a-\mathbf{s}+1)}\right)^{s}$,
provided that each member of the assertions 4.2.5) exists.

Proof. Our demonstration of the assertion 4.2.5) of Theorem 4.2.1 is based upon the Mellin Inversion Formula (4.2.3) in conjunction with the integral representation 4.1.2) for the extended Hurwitz-Lerch zeta function.
For direct derivation of the assertion 4.2.5 of Theorem 4.2.1, we can apply the representations (4.1.2) together with the following familiar Eulerian integral:

$$
\begin{equation*}
\int_{0}^{\infty} t^{\rho-1} e^{-\sigma t}=\frac{\Gamma(\rho)}{\sigma^{\rho}} \quad(\min \{\mathfrak{R}(\rho), \mathfrak{R}(\sigma)\}>0) \tag{4.2.6}
\end{equation*}
$$

The details involved are fairly straightforward and are, therefore, being omitted here.

### 4.3 INVERSION FORMULA FOR $\mathcal{E}$-TRANSFORM

Theorem 4.3.1. If $t^{\ell-1} f(t) \in L(0, \infty)$, the function $f(t)$ is of bounded variation in the neighbourhood of the point $t=z$ and

$$
\begin{equation*}
\varphi(\mathrm{s})=\mathcal{E}_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(z, s, a)[f(t)](\mathrm{s}):=\int_{0}^{\infty} \Phi_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j} ; \rho_{j} ; p\right)}(\mathrm{s} t, s, a) f(t) d t \quad(f(t) \in \Lambda) \tag{4.3.1}
\end{equation*}
$$
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then

$$
\begin{align*}
& \frac{1}{2}[f(z+0)+f(z-0)]=\frac{1}{2 \pi i} \int_{\mathcal{L}}(-1)^{\ell-1} \frac{\prod_{j=1}^{p} \Gamma\left(\lambda_{j}\right) \prod_{j=1}^{q} \Gamma\left(\mu_{j}-\sigma_{j}+\ell \sigma_{j}\right)}{\Gamma(1-\ell) \prod_{j=1}^{q} \Gamma\left(\mu_{j}\right) \prod_{j=1}^{p} \Gamma\left(\lambda_{j}-\rho_{j}+\ell \rho_{j}\right)} \\
& \cdot\left(\frac{\Gamma(a+\ell)}{\Gamma(a+\ell-1)}\right)^{s} z^{-\ell} \Omega(\ell) d \ell, \tag{4.3.2}
\end{align*}
$$

where

$$
\begin{equation*}
\Omega(\ell)=\int_{0}^{\infty} \mathbf{s}^{-\ell} \varphi(\mathbf{s}) d \mathbf{s} \tag{4.3.3}
\end{equation*}
$$

provided that existence conditions for the extended Hurwitz-Lerch zeta function given by (4.1.2) are satisfied, the extended Hurwitz-Lerch zeta function transform of $|f(z)|$ exists, and $\min \{1-\ell, \mathfrak{R}(\ell+a-1), \mathfrak{R}(s)\}>0$.

Proof. In order to prove the inversion formula (4.3.2), we substitute the value of $\varphi(\mathrm{s})$ from (4.3.1) into the right-hand side of (4.3.3), we get

$$
\begin{equation*}
\Omega(\ell):=\int_{0}^{\infty} \mathbf{s}^{-\ell} \varphi(\mathbf{s}) d \mathbf{s}=\int_{0}^{\infty} \mathbf{s}^{-\ell} \int_{0}^{\infty} \Phi_{b_{j} ; \beta_{j} q}^{a_{j} ; \alpha_{j} p}(\mathrm{~s} t, s, a) f(t) d t d \mathbf{s} . \tag{4.3.4}
\end{equation*}
$$

Upon interchanging the order of the t-integral and the s-integrals in (4.3.4), which is permissible under the conditions stated above, if we evaluate the s-integral by using (4.2.5), we obtain
$\Omega(\ell):=\int_{0}^{\infty} \frac{\Gamma(1-\ell) \prod_{j=1}^{q} \Gamma\left(\mu_{j}\right) \prod_{j=1}^{p} \Gamma\left(\lambda_{j}-\rho_{j}+\ell \rho_{j}\right)}{\prod_{j=1}^{p} \Gamma\left(\lambda_{j}\right) \prod_{j=1}^{q} \Gamma\left(\mu_{j}-\sigma_{j}+\ell \sigma_{j}\right)}\left(\frac{\Gamma(a+\ell-1)}{\Gamma(a+\ell)}\right)^{s}(-t)^{\ell-1} f(t) d t$.

Finally, by applying the Mellin Inversion formula 4.2.4 to this last $t$-integral (4.3.5), we get the desired result (4.3.2) after a little simplification.

### 4.4 BASIC PROPERTIES OF THE $\mathcal{E}$-TRANSFORM

In this section, we present linearity property and scaling property of the $\mathcal{E}$-transform.

### 4.4.1 LINEARITY PROPERTY

We state the following linearity property.
Theorem 4.4.1. Let $\mathcal{E}_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(z, s, a)\left[f_{k}(t)\right](\mathrm{s}) \quad(k=1, \cdots, n)$ denote the $\mathcal{E}$-transform of the functions $f_{k}(t) \quad(k=1, \cdots, n)$. Then

$$
\begin{align*}
& \mathcal{E}_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(z, s, a)\left[c_{1} f_{1}(t)+\cdots+c_{k} f_{k}(t)\right](\mathbf{s}) \\
& =c_{1} \mathcal{E}_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(z, s, a)\left[f_{1}(t)\right](\mathbf{s})+\cdots+c_{n} \varepsilon_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(z, s, a)\left[f_{n}(t)\right](\mathbf{s}) \tag{4.4.1}
\end{align*}
$$

for any constants $c_{1}, \cdots, c_{n}$.
Proof. The proof of the linearity property (4.4.1) asserted by Theorem 4.4.1 follows readily from the definition (4.2.1) of the $\mathcal{E}$-transform.

### 4.4.2 SCALING PROPERTY

Now, we state the following scaling property of the $\mathcal{E}$-transform which is derivable in a straight forward manner from it's definition 4.2.1.

Theorem 4.4.2. Let $\mathcal{E}_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(z, s, a ; b, \lambda)[f(t)](\mathrm{s})$ denote the $\mathcal{E}$-transform 4.2.1) of the function $f(t)$. Then

$$
\begin{equation*}
\mathcal{E}_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j} ; \rho_{j} ; p\right)}(z, s, a ; b, \lambda)[\xi f(t)](\mathbf{s})=\frac{1}{\xi} \varepsilon_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j} ; \rho_{j} ; p\right)}(z, s, a ; b, \lambda)[f(t)]\left(\frac{\mathbf{s}}{\xi}\right) \quad(\xi>0) . \tag{4.4.2}
\end{equation*}
$$

Now we shall define an important function that will be required in the proof of uniqueness theorem.
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### 4.5 THE $\bar{H}-\mathbf{F U N C T I O N}$

We recall here that, in the course of evaluation (in two different ways) of some Feynman integrals which are known to arise naturally in perturbation calculations of the equilibrium properties of a magnetic field of phase transitions, InayatHussain [23] was led eventually to a further generalization of Fox's $H$-function defined by 1.1.4. Inayat-Hussain's general $\bar{H}$-function is known to contain such special cases as (for example) the polylogarithm function of complex order and the exact partition function of the Gaussian model in statistical mechanics. In terms of a suitable Mellin-Barnes contour integral of the type $\mathcal{L}$, which we have already encountered in our present investigation, it is defined as follows (see, for details, the subsequent systematic investigation of this general $\bar{H}$-function by Buschman [3]; see also [76]):

$$
\bar{H}_{p, q}^{m, n}\left[z \left\lvert\, \begin{array}{cc}
\left(e_{j}, E_{j} ; \in_{j}\right)_{1, n}, & \left(e_{j}, E_{j}\right)_{n+1, p}  \tag{4.5.1}\\
\left(f_{j}, F_{j}\right)_{1, m}, & \left(f_{j}, F_{j} ; \Im_{j}\right)_{m+1, q}
\end{array}\right.\right]=\frac{1}{2 \pi \omega} \int_{\mathfrak{L}} \bar{\Theta}(\xi) z^{\xi} d \xi
$$

where, $\omega=\sqrt{-1}, z \in \mathbb{C} \backslash\{0\}, \mathbb{C}$ being the set of complex numbers,

$$
\begin{equation*}
\bar{\Theta}(\xi)=\frac{\prod_{j=1}^{m} \Gamma\left(f_{j}-F_{j} \xi\right) \prod_{j=1}^{n}\left\{\Gamma\left(1-e_{j}+E_{j} \xi\right)\right\}^{\epsilon_{j}}}{\prod_{j=m+1}^{q}\left\{\Gamma\left(1-f_{j}+F_{j} \xi\right)\right\}^{\Im_{j}} \prod_{j=n+1}^{p} \Gamma\left(e_{j}-E_{j} \xi\right)} \tag{4.5.2}
\end{equation*}
$$

and which obviously contains fractional powers of some of the $\Gamma$-functions. Here, and in what follows, $e_{j} \quad(j=1, \cdots, p)$ and $f_{j} \quad(j=1, \cdots, q)$,

$$
\min \left\{E_{j}, F_{j}\right\}>0 \quad(j=1, \cdots, p ; k=1, \cdots, q)
$$

and the exponents (or powers)

$$
\epsilon_{j} \quad(j=1, \cdots, n) \quad \text { and } \quad \Im_{j} \quad(j=m+1, \cdots, q)
$$

can take on non-integers values. Clearly, when all of the exponents (or powers)

$$
\epsilon_{j} \quad(j=1, \cdots, n) \quad \text { and } \quad \Im_{j} \quad(j=m+1, \cdots, q)
$$

take on integer values, the $\bar{H}$-function defined by 4.5.1 would reduce to the relatively more familiar $H$-function defined by (1.1.4, which has indeed been investigated and applied in the mathematical, physical, engineering and statistical sciences rather extensively.

Now, we state and prove an important lemma that will be required to establish our Uniqueness theorem.

### 4.6 THE UNIQUENESS THEOREM

Lemma 4.6.1. If

$$
\begin{equation*}
\int_{0}^{\infty} \Phi_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(-\eta t, s, a) f(t) d t=0 \tag{4.6.1}
\end{equation*}
$$

then

$$
f(t) \equiv 0 \quad(t \in(0, \infty))
$$

provided that $f(t)$ is continuous in $(0, \infty), f(t) \in \Lambda$ and the existence conditions for the extended Hurwitz-Lerch zeta function:

$$
\begin{equation*}
\Phi_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(z, s, a) \tag{4.6.2}
\end{equation*}
$$
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are satisfied.
Proof. We first multiply the left-hand side of (4.6.1) by
and then integrate with respect to $\eta$ from $\eta=0$ to $\eta=\infty$ under the following parametric constraints:

$$
\min _{1 \leq j \leq q+1}\left\{\mathfrak{R}\left(\frac{\mu_{j}}{\sigma_{j}}, a+1\right)\right\}>0 \quad \text { and } \quad \max _{1 \leq j \leq p}\left\{\mathfrak{R}\left(\varrho+\frac{\lambda_{j}}{\rho_{j}}\right)\right\}<0
$$

the $\bar{H}$-function being defined above by 4.5.1). We thus have

$$
\int_{0}^{\infty} \eta^{\varrho-1} \bar{H}_{q+2, p+2}^{1, q+1}\left[\frac{y^{\sigma}}{\eta} \left\lvert\, \begin{array}{l}
C^{*}  \tag{4.6.3}\\
D^{*}
\end{array}\right.\right] \int_{0}^{\infty} \Phi_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(-\eta t, s, a) f(t) d t d \eta=0
$$

where, for convenience,

$$
C^{*}=(-a+\varrho, 1 ; s),\left(1-\mu_{j}+\sigma_{j} \varrho, \sigma_{j}\right)_{1, q},(\varrho, 1)
$$

and

$$
D^{*}=(0, \sigma),(1-a+\varrho, 1 ; s),\left(1-\lambda_{j}+\rho_{j} \varrho, \rho_{j}\right)_{1, p} .
$$

Now, if we interchange the order of integration in the left-hand side of (4.6.3), we get

$$
\int_{0}^{\infty} f(t) d t \int_{0}^{\infty} \eta^{\varrho-1} \bar{H}_{q+2, p+2}^{1, q+1}\left[\frac{y^{\sigma}}{\eta} \left\lvert\, \begin{array}{c}
C^{*}  \tag{4.6.4}\\
D^{*}
\end{array}\right.\right] \Phi_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(-\eta t, s, a) d \eta=0
$$

Expressing the $\bar{H}$-function in the form of its Mellin-Barnes contour integral representation given by 4.5.1) and changing the order of the resulting s-integral,
we obtain

$$
\begin{aligned}
\int_{0}^{\infty} f(t) \frac{1}{2 \pi i} \int_{\mathfrak{L}} & \frac{\Gamma(-\sigma \mathbf{s})\{\Gamma(1+a-\varrho+\mathbf{s})\}^{s} \prod_{j=1}^{q} \Gamma\left(\mu_{j}-\sigma_{j} \varrho+\sigma_{j} \mathbf{s}\right)}{\{\Gamma(a-\varrho+\mathbf{s})\}^{s} \prod_{j=1}^{p} \Gamma\left(\lambda_{j}-\rho_{j} \varrho+\rho_{j} \mathbf{s}\right) \Gamma(\varrho-\mathbf{s})} y^{\sigma \mathbf{s}} \\
& \cdot \int_{0}^{\infty} \eta^{\varrho-\mathbf{s}+1} \Phi_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(-\eta t, s, a) d \eta d \mathbf{s} d t=0
\end{aligned}
$$

We now evaluate the $\eta$-integral with the help of 4.2.5). We thus obtain the following result after a little simplification:

$$
\begin{equation*}
\int_{0}^{\infty} t^{-\varrho \sigma+\sigma-1} e^{-y t} f\left(t^{\sigma}\right) d t=0 \tag{4.6.5}
\end{equation*}
$$

which, by applying Lerch's Theorem [32, p. 339], immediately yields the following result:

$$
\begin{equation*}
f\left(t^{\sigma}\right) \equiv 0 \tag{4.6.6}
\end{equation*}
$$

This evidently leads us to the assertion of the above Lemma.

Theorem 4.6.1. (Uniqueness theorem) If the functions $f_{1}(t)$ and $f_{2}(t)$ are continuous in the semi-closed interval $[0, \infty), \eta>0$ and

$$
\begin{equation*}
\int_{0}^{\infty} \Phi_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(-\eta t, s, a) f_{1}(t) d t=\int_{0}^{\infty} \Phi_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(-\eta t, s, a) f_{2}(t) d t \tag{4.6.7}
\end{equation*}
$$

in which both integrals are convergent, then

$$
\begin{equation*}
f_{1}(t)=f_{2}(t) \quad(0 \leqq t<\infty) . \tag{4.6.8}
\end{equation*}
$$

Proof. Theorem 4.6.1 follows as a direct consequence of the Lemma. We choose to omit the details involved.
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## $4.7 \quad \mathcal{E}$-TRANSFORM OF DERIVATIVES AND INTEGRALS

By using integration by parts and the principle of mathematical induction on $m$, we can easily derive the following result.

Theorem 4.7.1. If $f^{(m)}(z)$ is the derivative of the function $f(z)$ of order $m$ with respect to $z$, then
$\mathcal{E}_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(z, s, a)\left[f^{(m)}(t)\right](\mathbf{s})=(-\mathbf{s})^{m} \frac{\prod_{j=1}^{q} \Gamma\left(\mu_{j}\right) \prod_{j=1}^{p} \Gamma\left(\lambda_{j}+m \rho_{j}\right)}{\prod_{j=1}^{p} \Gamma\left(\lambda_{j}\right) \prod_{j=1}^{q} \Gamma\left(\mu_{j}+m \sigma_{j}\right)} \mathcal{E}_{\left(\mu_{j}+m \sigma_{j} ; \sigma_{j} ; q\right)}^{\left(\lambda_{j}+m \rho_{j}, \rho_{j} ; p\right)}(z, s, a+m)[f(t)](\mathbf{s})$,
provided that there exists $\varepsilon_{1}$ and $\varepsilon_{2}$ such that

$$
\begin{gathered}
\lim _{t \rightarrow 0} \Phi_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(\mathrm{s} t, s, a) f^{m}(t) d t=0, \quad \lim _{t \rightarrow \infty} \Phi_{\left(\mu_{j} ; \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(\mathrm{s} t, s, a+1) f^{m}(t) d t=0 \\
\text { and } \quad \quad_{\left(\mu_{j} ; \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(z, s, a+1)\left[f^{(m)}(t)\right](\mathbf{s}),
\end{gathered}
$$

exists when $\varepsilon_{1}<\mathfrak{R}(\mathbf{s})<\varepsilon_{2}$.
Proof. We will be omitting the details of the proof as it is fairly simple.

Finally, we state the following easily derivable result.
Theorem 4.7.2. If

$$
\begin{equation*}
F(z)=\int_{0}^{z} f(t) d t \tag{4.7.2}
\end{equation*}
$$

so that

$$
\begin{equation*}
F(0)=0 \quad \text { and } \quad F^{(1)}(z)=f(z) \tag{4.7.3}
\end{equation*}
$$

then
$\mathcal{E}_{\left(\mu_{j}, \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(z, s, a+1)\left[\int_{0}^{t} f(u) d u\right](\mathbf{s})=-\frac{1}{\mathrm{~s}} \frac{\prod_{j=1}^{p} \Gamma\left(\lambda_{j}\right) \prod_{j=1}^{q} \Gamma\left(\mu_{j}+\sigma_{j}\right)}{\prod_{j=1}^{q} \Gamma\left(\mu_{j}\right) \prod_{j=1}^{p} \Gamma\left(\lambda_{j}+\rho_{j}\right)} \varepsilon_{\left(\mu_{j} ; \sigma_{j} ; q\right)}^{\left(\lambda_{j}, \rho_{j} ; p\right)}(z, s, a)[f(t)](\mathbf{s})$,

Proof. Our demonstration of the assertion 4.7.4) of Theorem 4.7.2 is fairly straightforward. We, therefore, skip the details involved.

# A STUDY OF COMPOSITION FORMULAE FOR FRACTIONAL INTEGRAL OPERATORS INVOLVING THE PRODUCT OF 

 FUNCTIONS $E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \sigma, \zeta), \Phi_{\mu_{j} ; \sigma_{j} Q}^{\lambda_{j} ; \rho_{j} P}(z, s, a)$ and $S_{V}^{U}[z]$The main findings of this chapter have bearing on the following paper detailed below:

1. N. Jolly and R. JAIN (2016). AN INVESTIGATION OF COMPOSITION FORMULAE FOR FRACTIONAL INTEGRAL OPERATORS, Palestine Journal of Mathematics, (Accepted).

In this chapter, we study a pair of class of fractional integral operators whose kernel involve the product of $S_{V}^{U}[z], E_{\delta, k}^{\vartheta ; d}(z ; q, \sigma, \zeta)$ and $\Phi_{\mu_{j} ; \sigma_{j} Q}^{\lambda_{j} ; \rho_{j} P}(z, s, a)$ which stand for $S_{V}^{U}$ polynomial, generalized extended Mittag-Leffler function and extended Hurwitz-Lerch Zeta function. Next, we derive three new and interesting composition formulae for the operators of our study. The operators of our study are quite general in nature and may be considered as extensions of a number of simpler fractional integral operators studied from time to time by several authors. By suitably specializing the coefficients and the parameters of functions involved in our fractional integral operators we can get a large number of expressions for the composition of fractional integral operators. Finally, as an application of our main findings we obtain three interesting integrals which are believed to be new.

## 5. A STUDY OF COMPOSITION FORMULAE FOR

FRACTIONAL INTEGRAL OPERATORS INVOLVING THE
PRODUCT OF FUNCTIONS $E_{\delta, \kappa}^{\vartheta ; D}(Z ; Q, \sigma, \zeta), \Phi_{\mu_{J} ; \sigma_{J} Q}^{\lambda_{J} ; \rho_{J} P}(Z, S, A)$ AND $S_{V}^{U}[Z]$

### 5.1 INTRODUCTION

In this chapter, $\Lambda$ will denote the class of function $f(t)$ for which

$$
f(t)= \begin{cases}O\left\{|t|^{\zeta}\right\} ; & \max \{|t|\} \rightarrow 0  \tag{5.1.1}\\ O\left\{|t|^{w_{1}} e^{-w_{2}|t|}\right\} ; & \min \{|t|\} \rightarrow \infty\end{cases}
$$

The fractional integral operators studied herein will be defined and represented in the following manner:

$$
\begin{gather*}
I_{x}^{\eta, \rho}\{f(t)\}=x^{-\eta-\rho-1} \int_{0}^{x} t^{\eta}(x-t)^{\rho} S_{V}^{U}\left[y_{1}\left(\frac{t}{x}\right)^{\eta_{1}}\left(1-\frac{t}{x}\right)^{\rho_{1}}\right] E_{\delta, k}^{\vartheta ; d}\left(w\left(1-\frac{t}{x}\right)^{\rho_{0}} ; q, \sigma, \zeta\right) \\
* \Phi_{\mu_{j} ; \sigma_{j} Q}^{\lambda_{j} ; \rho_{j} P}\left(y_{2}\left(\frac{t}{x}\right)^{\eta_{2}}\left(1-\frac{t}{x}\right)^{\rho_{2}}, s, a\right) f(t) d t, \tag{5.1.2}
\end{gather*}
$$

where $f(t) \in \Lambda$,

$$
\min \{\Re(\eta+\varsigma+1, \rho+1)\}>0 \quad \text { and } \quad \min \left(\rho_{0}, \eta_{1}, \rho_{1}\right)>0 \quad \text { and }
$$

$S_{V}^{U}[z], E_{\delta, \kappa}^{\vartheta ; d}(z ; q, \sigma, \zeta)$ and $\Phi_{\mu_{j} ; \sigma_{j} Q}^{\lambda_{j} ; \rho_{j} P}(z, s, a)$ occurring in 5.1.2 stand for $S_{V}^{U}$ polynomial, generalized extended Mittag-Leffler function and extended Hurwitz-Lerch Zeta function and defined by (1.1.44) in chapter $1,\left(\begin{array}{|c}2.1 .9) \\ \text { chapter } 2 \\ 2\end{array}\right.$ and (3.1.4) chapter 3 respectively.

$$
\begin{gather*}
J_{t}^{\eta^{\prime}, \rho^{\prime}}\{f(z)\}=t^{\eta^{\prime}} \int_{t}^{\infty} z^{-\eta^{\prime}-\rho^{\prime}-1}(z-t)^{\rho^{\prime}} S_{V^{\prime}}^{U^{\prime}}\left[y_{1}^{\prime}\left(\frac{t}{z}\right)^{\eta_{1}^{\prime}}\left(1-\frac{t}{z}\right)^{\rho_{1}^{\prime}}\right] E_{\delta^{\prime}, \kappa^{\prime}}^{q^{\prime} ; j^{\prime}}\left(w^{\prime}\left(1-\frac{t}{z}\right)^{\rho_{0}^{\prime}} ; q^{\prime}, \sigma^{\prime}, \zeta^{\prime}\right) \\
* \Phi_{\mu_{j}^{\prime} ; \sigma_{j}^{\prime} Q^{\prime}}^{\lambda_{j}^{\prime} ; \rho_{j}^{\prime} P^{\prime}}\left(y_{2}^{\prime}\left(\frac{t}{z}\right)^{\eta_{2}^{\prime}}\left(1-\frac{t}{z}\right)^{\rho_{2}^{\prime}}, s^{\prime}, a^{\prime}\right) f(z) d z, \tag{5.1.3}
\end{gather*}
$$

provided that

$$
\begin{gathered}
\mathfrak{R}\left(w_{2}\right)>0 \quad \text { or } \quad \mathfrak{R}\left(w_{2}\right)=0 \quad \text { and } \quad \min \left\{\mathfrak{R}\left(\eta^{\prime}-w_{1}\right)\right\}>0 ; \\
\mathfrak{R}\left(\rho^{\prime}+1\right)>0, \min \left(\rho_{0}^{\prime}, \eta_{1}^{\prime}, \rho_{1}^{\prime}\right) \geq 0 .
\end{gathered}
$$

On suitably specializing the parameters involved in the functions $S_{V}^{U}[z], E_{\delta, k}^{\vartheta ; d}(z ; q, \sigma, \zeta)$ and $\Phi_{\mu_{j} ; \sigma_{j} Q}^{\lambda_{j} ; \rho_{j} P}(z, s, a)$ our fractional integral operators can be easily reduced to leftand right-sided generalized fractional integral operators involving the Gauss hypergeometric function and classical Riemann-Liouville left- and right-sided fractional integral operators.

## 2. MAIN RESULTS

## Result 1

$$
\begin{equation*}
I_{x}^{\eta^{\prime}, \rho^{\prime}}\left[J_{t}^{\eta, \rho}\{f(z)\}\right]=\frac{1}{x} \int_{0}^{x} F\left(\frac{z}{x}\right) f(z) d z+\int_{x}^{\infty} \frac{1}{z} F^{*}\left(\frac{x}{z}\right) f(z) d z \tag{5.1.4}
\end{equation*}
$$

where

$$
\begin{aligned}
& F(t)=\frac{\Gamma(\zeta) \Gamma\left(\zeta^{\prime}\right) \Gamma\left(\eta+\eta^{\prime}+\eta_{1} R+\eta_{1}^{\prime} R^{\prime}+\eta_{2} n+\eta_{2}^{\prime} m+1\right)}{\Gamma(\sigma) \Gamma\left(\sigma^{\prime}\right) \Gamma(d-\vartheta) \Gamma\left(d^{\prime}-\vartheta^{\prime}\right) \Gamma(\vartheta) \Gamma\left(\vartheta^{\prime}\right)} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{R=0}^{[V / U]} \sum_{R^{\prime}=0}^{\left[V^{\prime} / U^{\prime}\right]} \\
& \frac{(-V)_{U R}\left(-V^{\prime}\right)_{U^{\prime} R^{\prime}} A_{V, R} A_{V^{\prime}, R^{\prime}}}{R!R^{\prime}!} \frac{\prod_{j=1}^{P}\left(\lambda_{j}\right)_{n \rho_{j}} \prod_{j=1}^{P^{\prime}}\left(\lambda_{j}^{\prime}\right)_{m \rho_{j}^{\prime}}}{n!m!\prod_{j=1}^{Q}\left(\mu_{j}\right)_{n \sigma_{j}} \prod_{j=1}^{Q^{\prime}}\left(\mu_{j}^{\prime}\right)_{m \sigma_{j}^{\prime}}} \frac{1}{(n+a)^{s}} \frac{1}{\left(m+a^{\prime}\right)^{s^{s}}} y_{1}^{R}\left(y_{1}^{\prime}\right)^{R^{\prime}}
\end{aligned}
$$

## 5. A STUDY OF COMPOSITION FORMULAE FOR
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\begin{align*}
&\left(y_{2}\right)^{n}\left(y_{2}^{\prime}\right)^{m} t^{\eta+\eta_{1} R+\eta_{2} n}(1-t)^{\rho+\rho^{\prime}+\rho_{1} R+\rho_{1}^{\prime} R^{\prime}+n \rho_{2}+m \rho_{2}^{\prime}+1} \\
& \cdot H_{4,4: 0,1 ; 1,2 ; 1,2 ; 3,1 ; 3,1}^{0,4: 1,0 ; 1,1 ; 1,1 ; 1,2 ; 1,2} {\left[\begin{array}{c|cc} 
& A^{*}: & C^{*} \\
-t & & \\
-w(1-t)^{\rho_{0}} & & \\
-w^{\prime}(1-t)^{\rho_{0}^{\prime}} & & \\
\frac{1}{q} & & \\
\frac{1}{q^{\prime}} & & B^{*}: \\
& D^{*}
\end{array}\right] } \tag{5.1.5}
\end{align*}
$$

where

$$
\begin{aligned}
A^{*}= & \left(1-\eta-\eta^{\prime}-\rho-\rho^{\prime}-\left(\rho_{1}^{\prime}+\eta_{1}^{\prime}\right) R^{\prime}-\left(\rho_{1}+\eta_{1}\right) R+\left(\rho_{2}+\eta_{2}\right) n-\left(\rho_{2}^{\prime}+\eta_{2}^{\prime}\right) m ; 1, \rho_{0}, \rho_{0}^{\prime}, 0,0\right) \\
& \left(-\rho^{\prime}-\rho_{1}^{\prime} R^{\prime}-\rho_{0}^{\prime} m ; 1,0, \rho_{0}^{\prime}, 0,0\right),(1-\vartheta ; 0,1,0,1,0),\left(1-\vartheta^{\prime} ; 0,0,1,0,1\right) \\
B^{*}= & \left(1-\eta-\eta^{\prime}-\rho-\rho^{\prime}-\left(\rho_{1}^{\prime}+\eta_{1}^{\prime}\right) R^{\prime}-\left(\rho_{1}+\eta_{1}\right) R+\left(\rho_{2}+\eta_{2}\right) n-\left(\eta_{2}^{\prime}+\rho_{2}^{\prime}\right) m ; 0, \rho_{0}, \rho_{0}^{\prime}, 1,0\right) \\
& \left(-1-\eta-\eta^{\prime}-\rho^{\prime}-\eta_{1} R-\left(\rho_{1}^{\prime}+\eta_{1}^{\prime}\right) R^{\prime}-\eta_{2} n-\eta_{2}^{\prime} m ; 1,0, \rho_{0}^{\prime}, 0,0\right),(1-d ; 0,1,0,2,0) \\
& \left(1-d^{\prime} ; 0,0,1,0,2\right) \\
C^{*}= & -;(1-d, 1) ;\left(1-d^{\prime}, 1\right) ;(1,1),(1-d+\vartheta, 1),(\zeta, 1) ;(1,1),\left(1-d^{\prime}+\vartheta^{\prime}, 1\right),\left(\zeta^{\prime}, 1\right) \\
D^{*}= & (0,1) ;(0,1),(1-\kappa, \delta) ;(0,1),\left(1-\kappa^{\prime}, \delta^{\prime}\right) ;(\rho, 1) ;\left(\rho^{\prime}, 1\right)
\end{aligned}
$$

and $F^{*}(t)$ can be obtained from $\mathrm{F}(\mathrm{t})$ by interchanging the parameters with dashes with those without dashes and following conditions are satisfied

$$
\left.\begin{array}{r}
\text { where } f(t) \in \Lambda \\
\mathfrak{R}\left(\eta^{\prime}+\eta+\varsigma\right)>-2, \mathfrak{R}\left(\rho+\rho^{\prime}+\rho_{0}^{\prime}+\rho_{0}\right)>-2 \\
\mathfrak{R}\left(w_{2}\right)>0 \quad \text { or } \mathfrak{R}\left(w_{2}\right)=0 \quad \text { and } \quad \mathfrak{R}\left(\eta^{\prime}-w_{1}\right)>0
\end{array}\right\}
$$

## Result 2

$$
\begin{equation*}
I_{x}^{\eta^{\prime}, \rho^{\prime}}\left[I_{t}^{\eta, \rho}\{f(z)\}\right]=\frac{1}{x} \int_{0}^{x} G\left(\frac{z}{x}\right) f(z) d z \tag{5.1.6}
\end{equation*}
$$

where

$$
\begin{aligned}
G(X)= & \frac{\Gamma(\zeta) \Gamma\left(\zeta^{\prime}\right)}{\Gamma(\sigma) \Gamma\left(\sigma^{\prime}\right) \Gamma(d-\vartheta) \Gamma\left(d^{\prime}-\vartheta^{\prime}\right) \Gamma(\vartheta) \Gamma\left(\vartheta^{\prime}\right)} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{R=0}^{[V / U]} \sum_{R^{\prime}=0}^{\left[V^{\prime} / U^{\prime}\right]} \frac{(-V)_{U R}\left(-V^{\prime}\right)_{U^{\prime} R^{\prime}} A_{V, R} A_{V^{\prime}, R^{\prime}}}{R!R^{\prime}!} \\
& \cdot \frac{\prod_{j=1}^{P}\left(\lambda_{j}\right)_{n \rho_{j}} \prod_{j=1}^{P^{\prime}}\left(\lambda_{j}^{\prime}\right)_{m \rho_{j}^{\prime}}}{n!m!\prod^{Q}\left(\mu_{j}\right)_{n \sigma_{j}} \prod^{Q^{\prime}}\left(\mu_{j}^{\prime}\right)_{m \sigma_{:}^{\prime}}} \frac{1}{(n+a)^{s}} \frac{1}{\left(m+a^{\prime}\right)^{s^{\prime}}} y_{1}^{R}\left(y_{1}^{\prime}\right)^{R^{\prime}}\left(y_{2}\right)^{n}\left(y_{2}^{\prime}\right)^{m} X^{\eta^{\prime}+\eta_{1}^{\prime} R^{\prime}+\eta_{2}^{\prime} m}
\end{aligned}
$$

$$
\cdot(1-X)^{\rho+\rho^{\prime}+\rho_{1} R+\rho_{1}^{\prime} R^{\prime}+n \rho_{2}+m \rho_{2}^{\prime}+1} H_{4,3: 0,1 ; 1 ;, 2 ; 2,3 ; 3,1 ; 3,1}^{0,4: 0,0,1 ; 1,21,2 ; 1,2}\left[\begin{array}{c|cc}
X & A^{* *}: & C^{* *}  \tag{5.1.7}\\
w(1-X)^{\rho_{0}} & & \\
w^{\prime}(1-X)^{\rho_{0}^{\prime}} & & \\
\frac{1}{q} & & \\
\frac{1}{q^{\prime}} & B^{* *}: \quad D^{* *}
\end{array}\right],
$$

where

$$
\left.\begin{array}{r}
A^{* *}=\left(\eta-\eta^{\prime}-\rho^{\prime}-\rho_{1}^{\prime} R^{\prime}-\rho_{2}^{\prime} m+\eta_{2} n+\eta_{1} R-\eta_{1}^{\prime} R^{\prime}-\eta_{2}^{\prime} m ; 1,0, \rho_{0}^{\prime}, 0,0\right), \\
\left(-\rho-\rho_{1} R-\rho_{2} n ; 1, \rho_{0}, 0,0,0\right),(1-\vartheta ; 0,1,0,1,0),\left(1-\vartheta^{\prime} ; 0,0,1,0,1\right) \\
B^{* *}=\left(-2-\rho-\rho^{\prime}-\rho_{1} R-\rho_{2} n-\rho_{1}^{\prime} R^{\prime}-\rho_{2}^{\prime} m ; 1, \rho_{0}, \rho_{0}^{\prime}, 0,0\right), \\
(1-d ; 0,1,0,2,0),\left(1-d^{\prime} ; 0,0,1,0,2\right) \\
C^{* *}=-;(1-d, 1) ;\left(1-d^{\prime}, 1\right),\left(-\rho-\rho_{1}^{\prime} R-\rho_{2}^{\prime} m, \rho_{0}^{\prime}\right) ; \\
(1,1),(1-d+\vartheta, 1),(\zeta, 1) ;(1,1),\left(1-d^{\prime}+\vartheta^{\prime}, 1\right),\left(\zeta^{\prime}, 1\right)
\end{array}\right\}
$$
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\left.\begin{array}{r}
D^{* *}=(0,1) ;(0,1),(1-\kappa, \delta) ; \\
(0,1),\left(1-\kappa^{\prime}, \delta^{\prime}\right),\left(\eta-\eta^{\prime}-\rho^{\prime}-\rho_{1}^{\prime} R^{\prime}-\rho_{2}^{\prime} m+\eta_{2} n+\eta_{1} R-\eta_{1}^{\prime} R^{\prime}-\eta_{2}^{\prime} m ; \rho_{0}^{\prime}\right) ; \\
(\sigma, 1) ;\left(\sigma^{\prime}, 1\right)
\end{array}\right\}
$$

and following conditions are satisfied

$$
\left.\begin{array}{r}
\text { where } f(t) \in \Lambda \\
\mathfrak{R}\left(\eta^{\prime}+\eta+\varsigma\right)>-2, \mathfrak{R}\left(\rho+\rho^{\prime}+\rho_{0}^{\prime}+\rho_{0}\right)>-2 \\
\min \left\{\eta_{1}, \eta_{1}^{\prime}, \rho_{1}, \rho_{1}^{\prime}\right\} \geq 0
\end{array}\right\}
$$

## Result 3

$$
\begin{equation*}
J_{x}^{\eta, \rho}\left[J_{t}^{\eta^{\prime}, \rho^{\prime}}\{f(z)\}\right]=\int_{x}^{\infty} \frac{1}{z} G^{*}\left(\frac{x}{z}\right) f(z) d z, \tag{5.1.8}
\end{equation*}
$$

where $G(x)$ is given by (5.2.2), $f(t) \in \Lambda$ exists and following conditions are satisfied

$$
\left.\begin{array}{r}
\mathfrak{R}\left(w_{2}\right)>0 \quad \text { or } \mathfrak{R}\left(w_{2}\right)=0 \quad \text { and } \quad \mathfrak{R}\left(\eta+\eta^{\prime}-w_{1}\right)>0 ; \\
\mathfrak{R}\left(\rho+\rho^{\prime}+\rho_{0}^{\prime}+\rho_{0}\right)>-2,
\end{array}\right\}
$$

Proof of (5.1.4), (5.1.8) \& (5.1.6): In order to prove Result 1, we proceed by expressing I- and J-operators in the left hand side of (5.1.4) in their integral forms with the help of (5.1.2) and (5.1.3), we obtain

$$
\begin{array}{r}
I_{x}^{\eta^{\prime}, \rho^{\prime}}\left[J_{t}^{\eta, \rho}\{f(z)\}\right]=x^{\eta-\rho-1} \int_{0}^{x} t^{\eta}(x-t)^{\rho} S_{V}^{U}\left[y\left(\frac{t}{x}\right)^{\eta_{1}}\left(1-\frac{t}{x}\right)^{\rho_{1}}\right] E_{\delta, \kappa}^{\vartheta ; d}\left(w\left(1-\frac{t}{x}\right)^{\rho_{0}} ; q, \sigma, \zeta\right) \\
\cdot \Phi_{\mu_{j}, \sigma_{j} Q}^{\lambda_{j} ; \rho_{j} P}\left(y_{2}\left(\frac{t}{x}\right)^{\eta_{2}}\left(1-\frac{t}{x}\right)^{\rho_{2}}, s, a\right) t^{\eta^{\prime}} \int_{t}^{\infty} z^{-\eta^{\prime}-\rho^{\prime}-1}(z-t)^{\rho^{\prime}} S_{V^{\prime}}^{U^{\prime}}\left[y^{\prime}\left(\frac{t}{z}\right)^{\eta_{1}^{\prime}}\left(1-\frac{t}{z}\right)^{\rho_{1}^{\prime}}\right] \\
\cdot E_{\delta^{\prime}, \kappa^{\prime}}^{\vartheta^{\prime} ; d^{\prime}}\left(w^{\prime}\left(1-\frac{t}{z}\right)^{\rho_{0}^{\prime}} ; q^{\prime}, \sigma^{\prime}, \zeta^{\prime}\right) \Phi_{\mu_{j}^{\prime} ; \sigma_{j}^{\prime} Q^{\prime}}^{\lambda_{j}^{\prime} ; P^{\prime} P^{\prime}}\left(y_{2}^{\prime}\left(\frac{t}{z}\right)^{\eta_{2}^{\prime}}\left(1-\frac{t}{z}\right)^{\rho_{2}^{\prime}}, s^{\prime}, a^{\prime}\right) f(z) d z d t \tag{5.1.9}
\end{array}
$$

Next, we interchange the order of t - and z - integrals (which is permissible under the conditions stated) and obtain the following after a little simplification:

$$
\begin{align*}
I_{x}^{\eta^{\prime}, \rho^{\prime}}\left[J_{t}^{\eta, \rho}\{f(z)\}\right] & =\int_{0}^{x} f(z) \int_{0}^{z} g(x, z, t) d t d z+\int_{x}^{\infty} f(z) \int_{0}^{x} g(x, z, t) d t d z \\
& =\int_{0}^{x} f(z) I_{1} d z+\int_{x}^{\infty} f(z) I_{2} d z \tag{5.1.10}
\end{align*}
$$

where

$$
\begin{align*}
g(x, z, t) & =x^{-\eta-\rho-1} t^{\eta+\eta^{\prime}}(x-t)^{\rho}(z-t)^{\rho^{\prime}} z^{-\eta^{\prime}-\rho^{\prime}-1} S_{V}^{U}\left[y\left(\frac{t}{x}\right)^{\eta_{1}}\left(1-\frac{t}{x}\right)^{\rho_{1}}\right] \\
& \cdot E_{\delta, \kappa}^{\vartheta ; d}\left(w\left(1-\frac{t}{x}\right)^{\rho_{0}} ; q, \sigma, \zeta\right) \Phi_{\mu_{j} ; \sigma_{j} Q}^{\lambda_{j} ; \rho_{j} P}\left(y_{2}\left(\frac{t}{x}\right)^{\eta_{2}}\left(1-\frac{t}{x}\right)^{\rho_{2}}, s, a\right) \\
& \cdot S_{V^{\prime}}^{U^{\prime}}\left[y^{\prime}\left(\frac{t}{z}\right)^{\eta_{1}^{\prime}}\left(1-\frac{t}{z}\right)^{\rho_{1}^{\prime}}\right] E_{\delta^{\prime}, \kappa^{\prime}}^{\gamma^{\prime} ; d^{\prime}}\left(w^{\prime}\left(1-\frac{t}{z}\right)^{\rho_{0}^{\prime}} ; q^{\prime}, \sigma^{\prime}, \zeta^{\prime}\right) \\
& \cdot \Phi_{\mu_{j}^{\prime} ; \sigma_{j}^{\prime} Q^{\prime}}^{\lambda_{j}^{\prime} ; \rho^{\prime} P^{\prime}}\left(y_{2}^{\prime}\left(\frac{t}{z}\right)^{\eta_{2}^{\prime}}\left(1-\frac{t}{z}\right)^{\rho_{2}^{\prime}}, s^{\prime}, a^{\prime}\right) \tag{5.1.11}
\end{align*}
$$
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$$
I_{1}=\int_{0}^{z} g(x, z, t) d t \quad \text { and } \quad I_{2}=\int_{0}^{x} g(x, z, t) d t
$$

To evaluate $I_{1}$, we first express both the generalised extended Mittag-Leffler functions in terms of their respective contour integral forms using (2.1.9). Next, express both the $S_{U}^{V}$ polynomials and extended Hurwitz-Lerch Zeta functions in terms of their respective series with the help of (1.1.44) and 1.1.63). Further, on interchanging the order of summations and contour integral, we get

$$
\begin{align*}
I_{1}= & \left(\frac{1}{2 \pi \omega}\right)^{4} \frac{\Gamma(\zeta) \Gamma\left(\zeta^{\prime}\right)}{\Gamma(\sigma) \Gamma\left(\sigma^{\prime}\right) \Gamma(d-\vartheta) \Gamma\left(d^{\prime}-\vartheta^{\prime}\right) \Gamma(\vartheta) \Gamma\left(\vartheta^{\prime}\right)} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{R=0}^{[V / U]} \sum_{R^{\prime}=0}^{\left[V^{\prime} / U^{\prime}\right]} \\
& \frac{(-V)_{U R}\left(-V^{\prime}\right)_{U^{\prime} R^{\prime}} A_{V, R} A_{V^{\prime}, R^{\prime}}}{R!R^{\prime}!} \frac{\prod_{j=1}^{P}\left(\lambda_{j}\right)_{n \rho_{j}} \prod_{j=1}^{P^{\prime}}\left(\lambda_{j}^{\prime}\right)_{m \rho_{j}^{\prime}}}{n!m!\prod_{j=1}^{Q}\left(\mu_{j}\right)_{n \sigma_{j}} \prod_{j=1}^{Q^{\prime}}\left(\mu_{j}^{\prime}\right)_{n \sigma_{j}^{\prime}}} \frac{1}{(n+a)^{s}} \frac{1}{\left(m+a^{\prime}\right)^{s^{\prime}}} y_{1}^{R}\left(y_{1}^{\prime}\right)^{R^{\prime}}\left(y_{2}\right)^{n}\left(y_{2}^{\prime}\right)^{m} \\
& \int_{\mathfrak{L}_{1}} \ldots \int_{\mathfrak{L}_{4}} \int_{0}^{z} t^{\eta+\eta^{\prime}+\eta_{1} R+\eta_{1}^{\prime} R^{\prime}+\eta_{2} n+\eta_{2}^{\prime} m} x^{-\eta-\rho-\left(\eta_{1}+\rho_{1}\right) R-\rho_{0} \xi_{2}-\left(\eta_{2}+\rho_{2}\right) n-1}(x-t)^{\rho+\rho_{1} R+\rho_{0} \xi_{2}+\rho_{2} n} \\
& (z-t)^{\rho^{\prime}+\rho_{1}^{\prime} R^{\prime}+\rho_{0}^{\prime} \xi_{4}+\rho_{2}^{\prime} m} z^{-\eta^{\prime}-\rho^{\prime}-\left(\eta_{2}^{\prime}+\rho_{2}^{\prime}\right) m-\left(\eta_{1}^{\prime}+\rho_{1}^{\prime}\right) R^{\prime}-\rho_{0}^{\prime} \xi_{4}-1} \frac{\Gamma\left(-\xi_{1}\right) \Gamma\left(\xi_{2}\right) \Gamma\left(\sigma-\xi_{2}\right)}{\Gamma\left(\zeta-\xi_{2}\right)} \\
& \frac{\Gamma\left(\vartheta+\xi_{1}+\xi_{2}\right) \Gamma\left(d-\vartheta+\xi_{2}\right) \Gamma\left(d+\xi_{1}\right)}{\Gamma\left(d+\xi_{1}+2 \xi_{2}\right) \Gamma\left(\kappa+\delta \xi_{1}\right)} q^{-\xi_{2}}(-\omega)^{\xi_{1}} \frac{\Gamma\left(-\xi_{3}\right) \Gamma\left(\xi_{4}\right) \Gamma\left(\sigma^{\prime}-\xi_{4}\right)}{\Gamma\left(\zeta^{\prime}-\xi_{4}\right)} \\
& \frac{\Gamma\left(\vartheta^{\prime}+\xi_{4}+\xi_{3}\right) \Gamma\left(d^{\prime}-\vartheta^{\prime}+\xi_{4}\right) \Gamma\left(d^{\prime}+\xi_{3}\right)}{\Gamma\left(d^{\prime}+\xi_{3}+2 \xi_{4}\right) \Gamma\left(\kappa^{\prime}+\delta^{\prime} \xi_{3}\right)}\left(q^{\prime}\right)^{-\xi_{4}}\left(-\omega^{\prime}\right)^{\xi_{3}} d t d \xi_{1} \cdots d \xi_{4} \tag{5.1.12}
\end{align*}
$$

Now, we substitute $t=u z$ in (5.1.12) and evaluate the u-integral using the known result [53, p. 47, Eq.(16)]. Finally, re-interpreting the result in terms of the Multivariable H -function we obtain $I_{1}$.

In order to evaluate $I_{2}$, we proceed on similar lines as mentioned above substi-
tuting $t=u x$. On substituting the values of $I_{1}$ and $I_{2}$ in (5.1.10), we get the required result.

Similarly, we can prove the results (5.1.6) and (5.1.8) with the help of the results given by [53, p.60, Eq.(5)], so we omit the details.

### 5.2 APPLICATIONS

In this section we first give the application of result 1. Thus, on taking both $S_{U}^{V}$ polynomials and extended Hurwitz-Lerch Zeta functions equal to unity and taking $f(z)=(1-\gamma z)^{l}$ therein, we arrive at the following after a little simplification:

$$
\begin{aligned}
& x^{-\eta-1} \int_{0}^{x} t^{\eta+l}\left(1-\frac{t}{x}\right)^{\rho}\left(1-\frac{1}{\gamma t}\right)^{\rho^{\prime}+l+1} H_{4,3: 1,2 ; 3,1 ; 0,1 ; 3,1 ; 3,1}^{0,4: 1,1 ; 1 ; 1,0 ; 1,2 ; 1,2}\left[\begin{array}{c|cc}
-w\left(1-\frac{t}{x}\right)^{\rho_{0}} & I^{*}: K^{*} \\
-w^{\prime}\left(1-\frac{1}{\gamma t}\right)^{\rho_{0}^{\prime}} & & \\
\frac{-1}{\gamma^{t}} & & \\
\frac{1}{q} & \\
\frac{1}{q^{\prime}} & J^{*}: & L^{*}
\end{array}\right] d t \\
& =(1-\gamma x)^{\rho+\rho^{\prime}+l+2}\left\{H_{6,6: 1,1 ; 1,2,2,1,2 ; 0,1 ; 3,1 ; 3,1}^{0,6: 1,1 ; 1,1,1 ; 1,1,2,1,2}\left[\begin{array}{c|cc}
-1 & P^{*}: & R^{*} \\
-w(1-\gamma x)^{\rho_{0}} & & \\
-w^{\prime}(1-\gamma x)^{\rho_{0}^{\prime}} & & \\
-\gamma x & & \\
\frac{1}{q} & & \\
\frac{1}{q^{\prime}} & Q^{*}: \quad S^{*}
\end{array}\right]\right.
\end{aligned}
$$
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\left.+\left(\frac{-1}{\gamma x}\right)^{\rho^{\prime}+\rho+2} H_{6,6: 1,1 ; 1,2 ; 1,2 ; 0,1 ; 3,1 ; 3,1}^{0,6: 1,1 ; 1,1 ; 1,1 ; 1,0 ; 1,2 ; 1,2}\left[\begin{array}{c|cc}
-1 & E^{*}: & G^{*}  \tag{5.2.1}\\
-w\left(1-\frac{1}{\gamma x}\right)^{\rho_{0}} & & \\
-w^{\prime}\left(1-\frac{1}{\gamma x}\right)^{\rho_{0}^{\prime}} & & \\
-\frac{1}{\gamma x} & & \\
\frac{1}{q} & & \\
\frac{1}{q^{\prime}} & F^{*}: H^{*}
\end{array}\right]\right\}
$$

where

$$
\begin{array}{r}
I^{*}=(1-\vartheta ; 1,0,0,1,0),\left(1-\vartheta^{\prime} ; 0,1,0,0,1\right), \\
\quad\left(-\rho^{\prime} ; 0, \rho_{0}^{\prime}, 1,0,0\right),\left(-\rho^{\prime}-\eta^{\prime} ; 0, \rho_{0}^{\prime}, 1,0,0\right)
\end{array}
$$

$$
J^{*}=(1-d ; 1,0,0,2,0),\left(1-d^{\prime} ; 0,1,2,0,0\right),\left(l-\eta^{\prime}-\rho^{\prime} ; 0, \rho_{0}^{\prime}, 1,0,0\right)
$$

$$
K^{*}=(1-d, 1) ;\left(1-d^{\prime}, 1\right) ;-;
$$

$(1,1),(1-d+\vartheta, 1),(\zeta, 1) ;(1,1),\left(1-d^{\prime}+\vartheta^{\prime}, 1\right),\left(\zeta^{\prime}, 1\right)$
$\left.L^{*}=(0,1),(1-\kappa, \delta) ;(0,1),\left(1-\kappa^{\prime}, \delta^{\prime}\right),\left(1-\rho-\eta^{\prime}-l, \rho_{0}^{\prime}\right) ;(0,1) ;(\sigma, 1) ;\left(\sigma^{\prime}, 1\right)\right)$

$$
\left.\begin{array}{r}
P^{*}=\left(-1-\eta-\eta^{\prime}-\rho-\rho^{\prime} ; 1, \rho_{0}, \rho_{0}^{\prime}, 0,0,0\right),\left(-\rho^{\prime} ; 1,0, \rho_{0}^{\prime}, 0,0,0\right), \\
(1-\vartheta ; 0,1,0,0,1,0),\left(1-\vartheta^{\prime} ; 0,0,1,0,0,1\right), \\
\left(1-\rho-\rho^{\prime}-\eta-l ; 1, \rho_{0}, \rho_{0}^{\prime}, 0,0,0\right),\left(-1-\rho-\rho^{\prime} ; 0, \rho_{0}, \rho_{0}^{\prime}, 1,0,0\right) \\
Q^{*}=\left(-1-\eta-\eta^{\prime}-\rho-\rho^{\prime} ; 0, \rho_{0}, \rho_{0}^{\prime}, 0,0,0\right),\left(-1-\eta-\eta^{\prime}-\rho^{\prime} ; 1,0, \rho_{0}^{\prime}, 0,0,0\right), \\
(1-d ; 0,1,0,0,2,0),\left(1-d^{\prime} ; 0,0,1,0,0,2\right), \\
\left(-1-\rho-\rho^{\prime}-\eta-l ; 1, \rho_{0}, \rho_{0}^{\prime}, 0,0,0\right),\left(-1-\eta-\rho-\rho^{\prime} ; 1, \rho_{0}, \rho_{0}^{\prime}, 0,0,0\right)
\end{array}\right\}
$$

$$
\left.\left.\begin{array}{r}
R^{*}=(1-\eta, 1) ;(1-d, 1) ;\left(1-d^{\prime}, 1\right) ;-; \\
\left.(1,1),(1-d+\vartheta, 1),(\zeta, 1) ;(1,1),\left(1-d^{\prime}+\vartheta^{\prime}, 1\right),\left(\zeta^{\prime}, 1\right)\right\} \\
S^{*}=(0,1) ;(0,1),(1-\kappa, \delta) ;(0,1),\left(1-\kappa^{\prime}, \delta^{\prime}\right) ;(0,1) ;(\sigma, 1) ;\left(\sigma^{\prime}, 1\right)
\end{array}\right\}, \begin{array}{r}
E^{*}=\left(-1-\eta-\eta^{\prime}-\rho-\rho^{\prime} ; 1,0, \rho_{0}, \rho_{0}^{\prime}, 0,0\right),\left(-\rho ; 1,0, \rho_{0}, 0,0,0\right), \\
(1-\vartheta ; 0,0,1,0,0,1),\left(1-\vartheta^{\prime} ; 0,1,0,0,1,0\right),\left(-1-\rho-\rho^{\prime}-\eta^{\prime} ; 1,0, \rho_{0}, \rho_{0}^{\prime}, 0,0\right), \\
F^{*}=\left(-1-\eta-\rho^{\prime} ; \rho, 1, \rho_{0}, \rho_{0}^{\prime}, 0,0\right) \\
(1-d ; 0,0,1,0,0,2), \\
\left(1-\rho^{\prime} ; 0,0, \rho_{0}, \rho_{0}^{\prime}, 0,0\right),\left(-1-\eta-\eta^{\prime}-\rho ; 1,0, \rho_{0}, 0,0,0\right), \\
\left(-1-\eta^{\prime}-\rho-\rho^{\prime}-l ; 1,0, \rho_{0}, \rho_{0}^{\prime}, 0,0\right) \\
G^{*}=\left(1-1-\rho-\rho^{\prime}-\eta^{\prime} ; 1,0, \rho_{0}, \rho_{0}^{\prime}, 0,0\right), \\
H^{*}=(0,1) ;(0,1),(1-\kappa, \delta) ;(0,1),\left(1-\kappa^{\prime}, \delta^{\prime}\right) ;(0,1) ;(\sigma, 1) ;\left(\sigma^{\prime}, 1\right)
\end{array}\right\}
$$

provided the conditions obtainable from result 1 are satisfied. Again, on taking $f(z)=e^{z}$ and considering $\Phi_{\mu_{j} ; \sigma_{j}{ }_{Q}}^{\lambda_{j} ; \rho_{\rho} P}(z, s, a)$ and $S_{V}^{U}[z]$ equal to unity in result 2, we arrive at the following result after a little simplification:

$$
\frac{1}{x} \int_{0}^{x}\left(\frac{z}{x}\right)^{n} e^{z}\left(1-\frac{z}{x}\right)^{\rho^{\prime}+\rho+1} H_{4,3: 2,2 ; 1,2,2 ;, 1 ; 1,3,1 ; 3,1}^{0,4: 1,2 ; 1,1 ; 1,1,2,1,2}\left[\begin{array}{c|cc}
w^{\prime}\left(1-\frac{z}{x}\right)^{\rho_{0}^{\prime}} & A^{* *}: C^{* *} \\
w\left(1-\frac{z}{x}\right)^{\rho_{0}} & & \\
-\left(1-\frac{z}{x}\right) & & \\
\frac{1}{q} & \\
\frac{1}{q^{\prime}} & B^{* *}: \quad D^{* *}
\end{array}\right]
$$
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=H_{2,4: 2,2 ; 2,2 ; 2,1 ; 3,1 ; 3,1}^{0,2: 1,2 ; 1,2 ; 1,2 ; 1,2 ; 1,2}\left[\begin{array}{c|cc} 
& E^{* *}: & G^{* *}  \tag{5.2.2}\\
w & & \\
w^{\prime} & & \\
\frac{1}{q} & & \\
\frac{1}{q^{\prime}} & F^{* *}: & H^{* *}
\end{array}\right]
$$

where

$$
\left.\begin{array}{rl}
A^{* *}=\left(1-\vartheta^{\prime} ; 1,0,0,1,0\right),(1-\vartheta ; 0,1,0,0,1),\left(-\rho ; 0, \rho_{0}, 1,0,0\right),\left(\eta-\eta^{\prime}-\rho^{\prime} ; \rho_{0}^{\prime}, 0,1,0,0\right) \\
B^{* *}=\left(1-d^{\prime} ; 2,0,0,1,0\right),(1-d ; 0,2,0,0,1),\left(-1-\rho-\rho^{\prime} ; \rho_{0}^{\prime}, \rho_{0}, 1,0,0\right) \\
C^{* *}=\left(1-d^{\prime}, 1\right),\left(-\rho^{\prime}, \rho_{0}^{\prime}\right) ;(1-d, 1) ;-;(1,1),\left(1-d^{\prime}+\vartheta^{\prime}\right),\left(\zeta^{\prime}, 1\right) ; \\
(1,1),(1-d+\vartheta),(\zeta, 1) \\
D^{* *}=(0,1),\left(1-\kappa^{\prime}, \delta^{\prime}\right),\left(\eta-\eta^{\prime}-\rho^{\prime}, \rho_{0}^{\prime}\right) ;(0,1),(1-\kappa, \delta) ;(0,1) ;\left(\rho^{\prime}, 1\right) ;(\rho, 1)
\end{array}\right\}, \begin{aligned}
& E^{* *}=\left(1-\vartheta^{\prime} ; 1,0,0,1,0\right),(1-\vartheta ; 0,1,0,0,1) \\
& F^{* *}=\left(1-d^{\prime} ; 2,0,0,1,0\right),(1-d ; 0,2,0,0,1),\left(-1-\eta^{\prime}-\rho^{\prime} ; \rho_{0}^{\prime}, 0,1,0,0\right), \\
&\left(-1-\eta-\rho ; 0, \rho_{0}, 1,0,0\right) \\
& G^{* *}=\left(1-d^{\prime}, 1\right),\left(-\rho^{\prime}, \rho_{0}^{\prime}\right) ;(1-d, 1),\left(-\rho, \rho_{0}\right) ;\left(-\eta^{\prime}, 1\right),(-\eta, 1) ; \\
&(1,1),\left(1-d^{\prime}+\vartheta^{\prime}\right),\left(\zeta^{\prime}, 1\right) ;(1,1),(1-d+\vartheta),(\zeta, 1) \\
& H^{* *}=(0,1),\left(1-\kappa^{\prime}, \delta^{\prime}\right) ;(0,1),(1-\kappa, \delta) ;(0,1) ;\left(\rho^{\prime}, 1\right) ;(\rho, 1)
\end{aligned}
$$

provided the conditions obtainable from result 2 are satisfied.
Finally, in result 2 if we take $f(z)={ }_{2} F_{1}\left(a, b ; c ;\left(\alpha-\frac{z}{x}\right)^{m}\right)$ and consider both extended Hurwitz-Lerch Zeta functions equal to unity we obtain the following after a little simplification:

### 5.2 APPLICATIONS

$$
\begin{aligned}
& x^{-\eta^{\prime}-\rho^{\prime}-1} \int_{0}^{x} \int_{0}^{t} t^{\eta^{\prime}-\eta-\rho-1}(x-t)^{\rho^{\prime}}(t-z)^{\rho} z^{\eta} E_{\delta, k}^{\vartheta ; d}\left(w\left(1-\frac{z}{t}\right)^{\rho_{0}} ; q, \sigma, \zeta\right) S_{V}^{U}\left[y\left(\frac{z}{t}\right)^{\eta_{1}}\left(1-\frac{z}{t}\right)^{\rho_{1}}\right] \\
& \cdot E_{\delta^{\prime}, \kappa^{\prime}}^{q^{\prime}, \kappa^{\prime}}\left(w^{\prime}\left(1-\frac{t}{x}\right)^{\rho_{0}^{\prime}} ; q^{\prime}, \sigma^{\prime}, \zeta^{\prime}\right) S_{V^{\prime}}^{U^{\prime}}\left[y^{\prime}\left(\frac{t}{x}\right)^{\eta_{1}^{\prime}}\left(1-\frac{t}{x}\right)^{\rho_{1}^{\prime}}\right]{ }_{2} F_{1}\left(a, b ; c ;\left(\alpha-\frac{z}{x}\right)^{m}\right) d z d t \\
& =\frac{\Gamma(\zeta) \Gamma\left(\zeta^{\prime}\right) \Gamma\left(\eta+\eta_{1} R+1\right) \Gamma(c)}{\Gamma(\sigma) \Gamma\left(\sigma^{\prime}\right) \Gamma(d-\vartheta) \Gamma\left(d^{\prime}-\vartheta^{\prime}\right) \Gamma(\vartheta) \Gamma\left(\vartheta^{\prime}\right) \Gamma(a) \Gamma(b)} \sum_{R=0}^{[V / U]} \sum_{R^{\prime}=0}^{\left[V^{\prime} / U^{\prime}\right]} \frac{(-V)_{U R}\left(-V^{\prime}\right)_{U^{\prime} R^{\prime}} A_{V, R} A_{V^{\prime}, R^{\prime}}}{R!R^{\prime}!}
\end{aligned}
$$

where

$$
\left.\begin{array}{r}
M^{*}=\left(-\eta+\eta^{\prime}-\rho-\left(\rho_{1}+\eta_{1}\right) R+\eta_{1}^{\prime} R^{\prime} ; 1, \rho_{0}, 0,0,0,0,0\right),\left(-\rho-\eta_{1} R ; 0, \rho_{0}, 0,0,0,0,0\right), \\
\left(-\rho^{\prime}-\eta_{1}^{\prime} R^{\prime} ; 1,0,0,0,, \rho_{0}^{\prime}, 0,0\right),(1-\vartheta ; 0,1,0,1,0,0,0), \\
\left(1-\vartheta^{\prime} ; 0,0,1,0,1,0,0\right),\left(-2-\rho-\rho^{\prime}-\eta-2 \eta_{1} R-\eta_{1}^{\prime} R^{\prime} ; 1, \rho_{0}, \rho_{0}^{\prime}, 0,0, m, 1\right), \\
\left(-1-\rho-\rho^{\prime}-\eta_{1} R-\eta_{1}^{\prime} R^{\prime} ; 1, \rho_{0}, \rho_{0}^{\prime}, 0,0,0,1\right) \\
N^{*}=\left(1-\rho-\rho^{\prime}-\rho_{0}^{\prime} R^{\prime}-\rho_{0} R ; 1, \rho_{0}, \rho_{0}^{\prime}, 0,0,0,0\right), \\
\left(-\eta-\eta^{\prime}-\rho-\eta_{1}^{\prime} R^{\prime}-\left(\rho_{1}+\eta_{1}\right) R ; 0, \rho, 0,0,0,0,0\right), \\
(1-d ; 0,2,0,1,0,0,0),\left(1-d^{\prime} ; 0,0,2,0,1,0,0\right), \\
\left(-1-\rho-\rho^{\prime}-\eta-2 \eta_{1} R-\eta_{1}^{\prime} R^{\prime} ; 1, \rho_{0}, \rho_{0}^{\prime}, 0,0,0,0\right), \\
\left(-2-\rho-\rho^{\prime}-\eta-2 \eta_{1} R-\eta_{1}^{\prime} R^{\prime} ; 1, \rho_{0}, \rho_{0}^{\prime}, 0,0,0,1\right)
\end{array}\right\}
$$

## 5. A STUDY OF COMPOSITION FORMULAE FOR
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\left.\begin{array}{r}
O^{*}=-;(1-d, 1) ;\left(1-d^{\prime}, 1\right) ;(1,1),(1-d+\vartheta, 1),(\zeta, 1) ;(1,1),\left(1-d^{\prime}+\vartheta^{\prime}, 1\right),\left(\zeta^{\prime}, 1\right) ; \\
\\
(1-a, 1),(1-b, 1),(0,1) ;- \\
P^{*}=(0,1) ;(0,1),(1-\kappa, \delta) ;(0,1),\left(1-\kappa^{\prime}, \delta^{\prime}\right) ;(\sigma, 1) ;\left(\sigma^{\prime}, 1\right) ;(1-c, 1) ;(0,1)
\end{array}\right\}
$$

provided the conditions obtainable from result 2 are satisfied.
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The main findings of this chapter have been published as detailed below:
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In this chapter, first we define the $\bar{H}$-function, the Mittag-Leffler function, it's various generalizations and certain fractional integral operators that we will be using in our study. Next, we define Laplace transform and provide some necessary results required in finding solutions of fractional differential equations involving Hilfer derivative operator and an integral operator involving $\bar{H}$-function. Further, we define a General Family of fractional differential equations. Then we consider generalized form of aforementioned equations and find it's solution in form of theorem 1. On account of general nature of theorem 1 we can obtain a number of special cases by taking special values of the parameters involved therein. We mention here two believed to be new and three known special cases. Next, we formulate theorem 2 by considering $\alpha_{1}=\alpha_{2}=\alpha$ and $c=0$ in theorem 1. Furthermore, we obtain two unknown and three known special cases by specializing parameters of $\bar{H}$-function and various other parameters involved therein. By giving numerical values to the parameters in the functions and the operators involved in theorem 2 we have plotted some graphs with the help of MATLAB SOFTWARE.

Next, we obtain solution of another fractional differential equation and present it in form of theorem 3. Finally, by specializing the parameters occuring therein we can obtain a number of special cases of our theorem. However, here we mention only two known and two unknown special cases.
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### 6.1 INTRODUCTION

### 6.1.1 THE $\bar{H}$-FUNCTION

The $\bar{H}$-function was introduced by Inayat Hussain [23] and studied by Bushman and Srivastava [3]. It is defined and represented in the following manner:

$$
\bar{H}_{p, q}^{m, n}\left[z \left\lvert\, \begin{array}{cc}
\left(e_{j}, E_{j} ; \epsilon_{j}\right)_{1, n}, & \left(e_{j}, E_{j}\right)_{n+1, p}  \tag{6.1.1}\\
\left(f_{j}, F_{j}\right)_{1, m}, & \left(f_{j}, F_{j} ; \Im_{j}\right)_{m+1, q}
\end{array}\right.\right]=\frac{1}{2 \pi \omega} \int_{\mathfrak{\sim}} \bar{\Theta}(\xi) z^{\xi} d \xi,
$$

where, $\omega=\sqrt{-1}, z \in \mathbb{C} \backslash\{0\}, \mathbb{C}$ being the set of complex numbers,

$$
\begin{equation*}
\bar{\Theta}(\xi)=\frac{\prod_{j=1}^{m} \Gamma\left(f_{j}-F_{j} \xi\right) \prod_{j=1}^{n}\left\{\Gamma\left(1-e_{j}+E_{j} \xi\right)\right\}^{\epsilon_{j}}}{\prod_{j=m+1}^{q}\left\{\Gamma\left(1-f_{j}+F_{j} \xi\right)\right\}^{\Im_{j}} \prod_{j=n+1}^{p} \Gamma\left(e_{j}-E_{j} \xi\right)}, \tag{6.1.2}
\end{equation*}
$$

and
$1 \leqq m \leqq q \quad$ and $\quad 0 \leqq n \leqq p \quad\left(m, q \in \mathbb{N}=\{1,2,3, \cdots\} ; n, p \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}\right)$,

The nature of contour $\mathfrak{L}$ in (6.1.1) and various conditions on its parameters can be seen in the paper by Gupta, Jain and Agarwal [17].

### 6.1.2 THE MITTAG-LEFFLER FUNCTION AND IT'S GENERALIZATIONS

The familiar Mittag-Leffler function $E_{\delta}(z)$ [43] is defined by the following series:

$$
\begin{equation*}
E_{\delta}(z):=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(\delta n+1)}=: E_{\delta, 1}(Z) \quad(\delta \in \mathbb{C} ; \mathfrak{R}(\delta)>0) \tag{6.1.4}
\end{equation*}
$$

It's first generalization $E_{\delta, \kappa}(z)$ was introduced by Wiman [81], defined and represented in the following manner:

$$
\begin{equation*}
E_{\delta, \kappa}(z):=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(\delta n+\kappa)} \quad(\delta, \kappa \in \mathbb{C} ; \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0) . \tag{6.1.5}
\end{equation*}
$$

A further generalization of $E_{\delta, \kappa}(z)$ was given by Prabhakar [51] as follows:

$$
\begin{equation*}
E_{\delta, \kappa}^{\vartheta}(z):=\sum_{n=0}^{\infty} \frac{(\vartheta)_{n}}{\Gamma(\delta n+\kappa)} \frac{z^{n}}{n!} \quad(\kappa, \delta, \vartheta \in \mathbb{C} ; \mathfrak{R}(\delta)>0, \mathfrak{R}(\kappa)>0, \mathfrak{R}(\vartheta)>0) \tag{6.1.6}
\end{equation*}
$$

### 6.1.3 THE LAPLACE TRANSFORM

The Laplace transform $\mathcal{L}[f(x)](s)$ of the function $f(x)$ is defined as follows:

$$
\begin{equation*}
\mathcal{L}[f(x)](s)=\int_{0}^{\infty} e^{-s x} f(x) d x \quad(\mathfrak{R}(s)>0) \tag{6.1.7}
\end{equation*}
$$

provided that the integral exists.
The following Laplace transform formula for the generalized Mittag-Leffler function $E_{\delta, \kappa}^{\vartheta}(z)$ was given by Prabhakar [51]:

$$
\begin{gather*}
\mathcal{L}\left[x^{\kappa-1} E_{\delta, \kappa}^{\vartheta}\left(\omega x^{\delta}\right)\right](s)=\frac{s^{\vartheta \delta-\kappa}}{\left(s^{\delta}-\omega\right)^{\vartheta}}  \tag{6.1.8}\\
\left(\delta, \omega, \vartheta \in \mathbb{C} ; \mathfrak{R}(\kappa)>0 ; \mathfrak{R}(s)>0 ;\left|\frac{\omega}{s^{\delta}}\right|<1\right) .
\end{gather*}
$$

### 6.1.4 FRACTIONAL INTEGRAL OPERATORS

The Riemann-Liouville fractional integral and derivative operator $I_{a+}^{\mu}$ and $D_{a+}^{\mu}$, which are defined by (see, for details, [29], [42] and [55])
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$$
\begin{equation*}
\left(I_{a+}^{\mu} f\right)(x)=\frac{1}{\Gamma(\mu)} \int_{a}^{x} \frac{f(t)}{(x-t)^{1-\mu}} d t \quad(\mathfrak{R}(\mu)>0) \tag{6.1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(D_{a+}^{\mu} f\right)(x)=\left(\frac{d}{d x}\right)^{n}\left(I_{a+}^{n-\mu} f\right)(x) \quad(\Re(\mu)>0 ; n=[\mathfrak{R}(\mu)]+1), \tag{6.1.10}
\end{equation*}
$$

( $[x]$ denotes the greatest integer in the real number $x$ )
will be required during the course of our study in this chapter.
Hilfer [20] generalized the operator in 6.1.10) and defined a general fractional derivative operator $D_{a+}^{\mu, \nu}$ of order $0<\mu<1$ and type $0 \leqq \nu \leqq 1$ with respect to $x$ as follows:

$$
\begin{equation*}
\left(D_{a+}^{\mu, \nu} f\right)(x)=\left(I_{a+}^{\nu(1-\mu)} \frac{d}{d x}\left(I_{a+}^{(1-\nu)(1-\mu)} f\right)\right)(x) . \tag{6.1.11}
\end{equation*}
$$

Eq.(6.1.11) yields the classical Riemann-Liouville fractional derivative operator $D_{a+}^{\mu}$ when $\nu=0$ and for $\nu=1$ it reduces to the fractional derivative operator introduced by Joseph Liouville (1809-1882) in 1832, which is called the LiouvilleCaputo fractional derivative operator (see [13], [29] and [79]).

In our present investigation we make use of an integral operator with $\bar{H}$-function in its kernel defined as follows:

$$
\begin{array}{r}
\left(\overline{\mathcal{H}}_{a+; p, q ; \beta}^{w ; m, n ; \gamma} \varphi\right)(x):=\int_{a}^{x}(x-t)^{\beta-1} \bar{H}_{p, q}^{m, n}\left[w(x-t)^{\gamma}\right] \varphi(t) d t \\
\left(\mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\} ; 1 \leqq m \leqq q ; 0 \leqq n \leqq p ; \mathfrak{R}(\beta)+\min _{1 \leqq j \leqq m}\left\{\mathfrak{R}\left(\frac{\gamma f_{j}}{F_{j}}\right)\right\}>0\right) .
\end{array}
$$

If we take $w=1, m=1$ and $a=0$ in (6.1.12), we obtain an integral operator introduced by Harjule(see for details [19, p.80, Eq.(5.1.10)]). Next, if we reduce
$\bar{H}$-function to the polylogarithm function of order $\eta$ [8, p.30] in 6.1.12), we obtain the following

$$
\begin{align*}
\left(\mathcal{F}_{a+;, 1,2 ; \beta}^{w ; 1,1 ; \gamma} \varphi\right)(x): & =\int_{a}^{x}(x-t)^{\beta-1} F\left[w(x-t)^{\gamma}, \eta\right] \varphi(t) d t  \tag{6.1.13}\\
& (\mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\}),
\end{align*}
$$

provided that the integral exists.
Further, if we reduce $\bar{H}$-function to the generalized Wright hypergeometric function [18, p.271, Eq.(7)] in (6.1.12), we get

$$
\begin{gather*}
\left(\bar{\psi}_{a+; q ; \beta}^{w ; p ; \gamma} \varphi\right)(x):=\int_{a}^{x}(x-t)^{\beta-1}{ }_{p} \bar{\psi}_{q}\left[\begin{array}{l}
\left.\left(e_{j}, E_{j} ; \in_{j}\right)_{1, p} ; w(x-t)^{\gamma}\right] \varphi(t) d t \\
\left(f_{j}, F_{j} ; \Im_{j}\right)_{1, q}
\end{array}\right]  \tag{6.1.14}\\
(\Re(\beta)>0 ; w \in \mathbb{C} \backslash\{0\} ; p \leqq q+1),
\end{gather*}
$$

provided that the integral exists then the Theorem can be specialized to the following form.

Next, if we reduce $\bar{H}$-function to the generalized Riemann zeta function [17, p.27, section 1.11, Eq.(1)] in (6.1.12), we obtain

$$
\begin{align*}
\left(\phi_{0+;, 2,2 ; \beta}^{w ; 1,2 ; \gamma} \varphi\right)(x): & =\int_{0}^{x}(x-t)^{\beta-1} \phi\left(w(x-t)^{\gamma}, \varrho, \eta\right) \varphi(t) d t  \tag{6.1.15}\\
& (\mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\}),
\end{align*}
$$

provided that the integral exist.
Again, if we reduce $\bar{H}$-function to the generalized Wright Bessel function [18,
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p.271, Eq.(8)] in (6.1.12), we obtain

$$
\begin{gather*}
\left(\bar{J}_{0+; ; 0,2 ; \beta}^{w ; 1,0 ; \gamma} \varphi\right)(x):=\int_{0}^{x}(x-t)^{\beta-1} \bar{J}_{\vartheta}^{\zeta, \epsilon}\left(w(x-t)^{\gamma}\right) \varphi(t) d t  \tag{6.1.16}\\
(\mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\}),
\end{gather*}
$$

provided that the integral exist.

### 6.1.5 REQUIRED RESULTS

First, we recall the following known result (see, for details, [78] and [79]):
$\mathcal{L}\left[\left(D_{0+}^{\mu, \nu} f\right)(x)\right](s)=s^{\mu} \mathcal{L}[f(x)](s)-s^{-\nu(1-\mu)}\left(I_{0+}^{(1-\nu)(1-\mu)} f\right)(0+) \quad(\Re(s)>0 ; 0<\mu<1)$,
where the initial-value term:

$$
\left(I_{0+}^{(1-\nu)(1-\mu)} f\right)(0+)
$$

involves the Riemann-Liouville fractional integral 6.1.9) (with $a=0$ ) of the function $f(t)$ of order

$$
\begin{equation*}
\mu \mapsto(1-\nu)(1-\mu), \tag{6.1.18}
\end{equation*}
$$

evaluated in the limit as $x \rightarrow 0+$.
Next, for $a=0$, by using the Convolution Theorem for the Laplace Transform in (6.1.7), we find from the definition 6.1.12) that

$$
\begin{align*}
& \mathcal{L}\left[\left(\overline{\mathcal{H}}_{0+; p, q ; \beta}^{w ; m, n ; \gamma} \varphi\right)(x)\right](s) \\
& =\mathcal{L}\left[x^{\beta-1} \bar{H}_{p, q}^{m, n}\left[w x^{\gamma}\right]\right](s) \cdot \mathcal{L}[\varphi(x)](s) \\
& =s^{-\beta} \bar{H}_{p+1, q}^{m, n+1}\left[w s^{-\gamma} \left\lvert\, \begin{array}{rr}
(1-\beta, \gamma ; 1), & \left(e_{j}, E_{j} ; \in_{j}\right)_{1, n},\left(e_{j}, E_{j}\right)_{n+1, p} \\
\left(f_{j}, F_{j}\right)_{1, m},\left(f_{j}, F_{j} ; \Im_{j}\right)_{m+1, q}
\end{array}\right.\right] \Phi(s)  \tag{6.1.19}\\
& \quad\left(\mathfrak{R}(s)>0 ; \gamma>0 ; \mathfrak{R}(\beta)+\min _{1 \leqq j \leqq m}\left\{\mathfrak{R}\left(\frac{\gamma f_{j}}{F_{j}}\right)\right\}>0\right),
\end{align*}
$$

where,

$$
\Phi(s):=\mathcal{L}[\varphi(x)](s) \quad(\mathfrak{R}(s)>0) .
$$

In its special case when $\varphi(x) \equiv 1$, 6.1.19) immediately yields

$$
\begin{align*}
& \mathcal{L}\left[\left(\overline{\mathcal{H}}_{0+; p, q ; \beta}^{w ; m, n ; \gamma} 1\right)(x)\right](s) \\
& =s^{-\beta-1} \bar{H}_{p+1, q}^{m, n+1}\left[w s^{-\gamma} \left\lvert\, \begin{array}{rl}
(1-\beta, \gamma ; 1), & \left(e_{j}, E_{j} ; \in_{j}\right)_{1, n},\left(e_{j}, E_{j}\right)_{n+1, p} \\
& \left(f_{j}, F_{j}\right)_{1, m},\left(f_{j}, F_{j} ; \Im_{j}\right)_{m+1, q}
\end{array}\right.\right]  \tag{6.1.20}\\
& \quad\left(\Re(s)>0 ; \gamma>0 ; \mathfrak{R}(\beta)+\min _{1 \leqq j \leqq m}\left\{\Re\left(\frac{\gamma f_{j}}{F_{j}}\right)\right\}>0\right) .
\end{align*}
$$

Further, we state the following formulae [79] that will be used in the proof of theorem 1:
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$$
\begin{align*}
\frac{s^{\beta_{i}\left(\alpha_{i}-1\right)}}{a s^{\alpha_{1}}+b s^{\alpha_{2}}+c} & =\frac{1}{b}\left(\frac{s^{\beta_{i}\left(\alpha_{i}-1\right)}}{s^{\alpha_{2}}+\frac{c}{b}}\right)\left(\frac{1}{1+\frac{a}{b}\left(\frac{s^{\alpha_{1}}}{s^{\alpha_{2}}+\frac{c}{b}}\right)}\right)=\frac{1}{b} \sum_{r=0}^{\infty}\left(-\frac{a}{b}\right)^{r} \frac{s^{\alpha_{1} r+\beta_{i} \alpha_{i}-\beta_{i}}}{\left(s^{\alpha_{2}}+\frac{c}{b}\right)^{r+1}} \\
& =\mathcal{L}\left[\frac{1}{b} \sum_{r=0}^{\infty}\left(-\frac{a}{b}\right)^{r} x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{i}\left(1-\alpha_{i}\right)-1}\right. \\
& \left.\cdot E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{i}\left(1-\alpha_{i}\right)}^{r+1}\left(-\frac{c}{b} x^{\alpha_{2}}\right)\right](s) \quad(i=1,2) \tag{6.1.21}
\end{align*}
$$

and

$$
\begin{align*}
\frac{F(s)}{a s^{\alpha_{1}}+b s^{\alpha_{2}}+c} & =\frac{1}{b} \sum_{r=0}^{\infty}\left(-\frac{a}{b}\right)^{r}\left(\frac{s^{\alpha_{1} r}}{\left(s^{\alpha_{2}}+\frac{c}{b}\right)^{r+1}} F(s)\right)=\mathcal{L}\left[\frac{1}{b} \sum_{r=0}^{\infty}\left(-\frac{a}{b}\right)^{r}\right. \\
& \left.\cdot\left(x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}-1} E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}}^{r+1}\left(-\frac{c}{b} x^{\alpha_{2}}\right) * f(x)\right)\right](s) \\
& =\mathcal{L}\left[\frac{1}{b} \sum_{r=0}^{\infty}\left(-\frac{a}{b}\right)^{r}\left(E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2},-\frac{c}{b} ; 0+}^{r+1} f\right)(x)\right](s) . \tag{6.1.22}
\end{align*}
$$

Now, we shall evaluate an important result which will be required in obtaining our solution of fractional differential equation given by theorem 1. This result is believed to be new and of importance by itself.

$$
\begin{align*}
& \frac{\lambda}{\left(a s^{\alpha_{1}}+b s^{\alpha_{2}}+c\right)} s^{-\beta-1} \bar{H}_{p+1, q}^{m, n+1}\left[w s^{-\gamma} \left\lvert\, \begin{array}{c}
(1-\beta, \gamma ; 1),\left(e_{j}, E_{j} ; \in_{j}\right)_{1, n},\left(e_{j}, E_{j}\right)_{n+1, p} \\
\left(f_{j}, F_{j}\right)_{1, m},\left(f_{j}, F_{j} ; \Im_{j}\right)_{m+1, q}
\end{array}\right.\right] \\
& =\mathcal{L}\left[\frac{\lambda}{b} \sum_{r=0}^{\infty} \sum_{j=0}^{\infty}\left(-\frac{a}{b}\right)^{r}(r+1)_{j} x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}(j+1)+\beta} \frac{1}{j!}\left(-\frac{c}{b}\right)^{j}\right. \\
& \cdot \bar{H}_{p+1, q+1}^{m, n+1}\left[w x^{\gamma} \left\lvert\, \begin{array}{c}
(1-\beta, \gamma ; 1),\left(e_{j}, E_{j} ; \in_{j}\right)_{1, n},\left(e_{j}, E_{j}\right)_{n+1, p} \\
\left(f_{j}, F_{j}\right)_{1, m},\left(f_{j}, F_{j} ; \Im_{j}\right)_{m+1, q},\left(-\alpha_{2} j-\left(\alpha_{2}-\alpha_{1}\right) r-\alpha_{2}-\beta, \gamma ; 1\right)
\end{array}\right.\right] \tag{6.1.23}
\end{align*}
$$

provided that the conditions stated in (6.1.1) and (6.1.7) are satisfied.

### 6.2 A GENERAL FAMILY OF FRACTIONAL DIFFERENTIAL EQUATIONS

Proof. We first express $\bar{H}$-function in the form of contour integral and then interchange the order of summation and integration(which is permissible under the conditions stated) in the left hand side of (6.1.23)

$$
\begin{equation*}
=\frac{\lambda}{2 \pi i b} \int_{\mathfrak{L}} \sum_{r=0}^{\infty}\left(-\frac{a}{b}\right)^{r} \frac{s^{\alpha_{1} r-\gamma \xi-\beta-1}}{\left(s^{\alpha_{2}}+\frac{c}{b}\right)^{r+1}} w^{\xi} \Gamma(\beta+\gamma \xi) \bar{\Theta}(\xi) d \xi \tag{6.1.24}
\end{equation*}
$$

using (6.1.21) we get

$$
\begin{equation*}
=\frac{\lambda}{2 \pi i b} \int_{\mathfrak{L}} \mathcal{L}\left[\sum_{r=0}^{\infty}\left(-\frac{a}{b}\right)^{r}\left(x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\gamma \xi+\beta} E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\gamma \xi+\beta+1}^{r+1}\left(-\frac{c}{b} x^{\alpha_{2}}\right)\right](s)\right. \tag{6.1.25}
\end{equation*}
$$

$$
\cdot \Gamma(\beta+\gamma \xi) \bar{\Theta}(\xi) d \xi
$$

Further, we express generalization of the Mittag-Leffler function in the series form and reinterpret $\bar{H}$-function in order to obtain the right hand side of 6.1.23).

### 6.2 A GENERAL FAMILY OF FRACTIONAL DIFFERENTIAL EQUATIONS

The following family of fractional differential equations [79, p.803, Eq.(3.7)] was introduced and studied by several authors [18, 22] on account of their importance in dielectric relaxation in glasses.

$$
\begin{equation*}
a\left(D_{0+}^{\alpha_{1}, \beta_{1}} y\right)(x)+b\left(D_{0+}^{\alpha_{2}, \beta_{2}} y\right)(x)+c y(x)=g(x) \tag{6.2.1}
\end{equation*}
$$

where

$$
\left(0<\alpha_{1} \leqq \alpha_{2}<1 ; 0 \leqq \beta_{1}, \beta_{2} \leqq 1 \text { and } a, b, c \in \mathbb{R}\right)
$$

## 6. SOLUTIONS OF FRACTIONAL DIFFERENTIAL EQUATIONS INVOLVING HILFER DERIVATIVE OPERATORS AND AN INTEGRAL OPERATOR INVOLVING $\bar{H}$-FUNCTION

in the space of Lebesgue integrable functions ( see [13, 78$]) y \in L(0, \infty)$ with the initial conditions:

$$
\begin{equation*}
\left(I_{0+}^{\left(1-\beta_{i}\right)\left(1-\alpha_{i}\right)} y\right)(0+)=C_{i} \quad(i=1,2) \tag{6.2.2}
\end{equation*}
$$

where, without loss of generality, we assume that

$$
\left(1-\beta_{1}\right)\left(1-\alpha_{1}\right) \leqq\left(1-\beta_{2}\right)\left(1-\alpha_{2}\right) .
$$

If $C_{1}<\infty$, then $C_{2}=0$ unless $\left(1-\beta_{1}\right)\left(1-\alpha_{1}\right)=\left(1-\beta_{2}\right)\left(1-\alpha_{2}\right)$.
In the present chapter, we shall study the following generalized form of fractional differential equation given by $\sqrt{6.2 .1}$ by establishing the following theorem.

## THEOREM 1

The following fractional differential equation:

$$
\begin{gathered}
a\left(D_{0+}^{\alpha_{1}, \beta_{1}} y\right)(x)+b\left(D_{0+}^{\alpha_{2}, \beta_{2}} y\right)(x)+c y(x)=\lambda\left(\overline{\mathcal{H}}_{0+; p, q ; \beta}^{w ; m, n ; \gamma} 1\right)(x)+f(x) \\
\left(0<\alpha_{1} \leqq \alpha_{2}<1 ; 0 \leqq \beta_{1} \leqq 1 ; 0 \leqq \beta_{2} \leqq 1 ; \mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\} ; 1 \leqq m \leqq q ;\right. \\
\left.0 \leqq n \leqq p ; \mathfrak{R}(\beta)+\min _{1 \leqq j \leqq m}\left\{\mathfrak{R}\left(\frac{\gamma f_{j}}{F_{j}}\right)\right\}>0\right),
\end{gathered}
$$

with the initial condition:

$$
\begin{equation*}
\left(I_{0+}^{\left(1-\beta_{i}\right)\left(1-\alpha_{i}\right)} y\right)(0+)=C_{i} \quad(i=1,2) \tag{6.2.4}
\end{equation*}
$$

### 6.2 A GENERAL FAMILY OF FRACTIONAL DIFFERENTIAL EQUATIONS

has its solution in the space $L(0, \infty)$ given by

$$
\begin{align*}
& y(x)= \frac{1}{b} \sum_{r=0}^{\infty}(-1)^{r}\left(\frac{a}{b}\right)^{r}\left[a C_{1} x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{1}\left(1-\alpha_{1}\right)-1} E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{1}\left(1-\alpha_{1}\right)}^{r+1}\left(-\frac{c}{b} x^{\alpha_{2}}\right)\right. \\
&+b C_{2} x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{2}\left(1-\alpha_{2}\right)-1} E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{2}\left(1-\alpha_{2}\right)}^{r+1}\left(-\frac{c}{b} x^{\alpha_{2}}\right)+E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2},-\frac{c}{b} ; 0+}^{r+1} f(x) \\
&+\lambda \sum_{j=0}^{\infty}(r+1)_{j} x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}(j+1)+\beta} \frac{1}{j!}\left(-\frac{c}{b}\right)^{j} \\
&\left.\quad \cdot \bar{H}_{p+1, q+1}^{m, n+1}\left[w x^{\gamma} \left\lvert\, \begin{array}{c}
(1-\beta, \gamma ; 1),\left(e_{j}, E_{j} ; \in_{j}\right)_{1, n},\left(e_{j}, E_{j}\right)_{n+1, p} \\
\left(f_{j}, F_{j}\right)_{1, m},\left(f_{j}, F_{j} ; \Im_{j}\right)_{m+1, q},\left(-\alpha_{2} j-\left(\alpha_{2}-\alpha_{1}\right) r-\alpha_{2}-\beta, \gamma ; 1\right)
\end{array}\right.\right]\right], \tag{6.2.5}
\end{align*}
$$

where $C_{1}, C_{2}$ and $\lambda$ are arbitrary constants and the function $f$ is suitably prescribed.

Proof. We denote by $Y(s)$ the Laplace transform of the function $y(x)$, which is given as in 6.1.7). Then, by applying the Laplace transform operator $\mathcal{L}$ to each side of (6.2.3), and using the formulas (6.1.17) and (6.1.20) and the initial condition 6.2.4, we find that

$$
\begin{align*}
& a\left(s^{\alpha_{1}} Y(s)-C_{1} s^{\beta_{1}\left(\alpha_{1}-1\right)}\right)+b\left(s^{\alpha_{2}} Y(s)-C_{2} s^{\beta_{2}\left(\alpha_{2}-1\right)}\right)+c Y(s) \\
& \quad=F(s)+\lambda s^{-\beta-1} \bar{H}_{p+1, q}^{m, n+1}\left[w s^{-\gamma} \left\lvert\, \begin{array}{c}
(1-\beta, \gamma ; 1),\left(e_{j}, E_{j} ; \in_{j}\right)_{1, n},\left(e_{j}, E_{j}\right)_{n+1, p} \\
\left(f_{j}, F_{j}\right)_{1, m},\left(f_{j}, F_{j} ; \Im_{j}\right)_{m+1, q}
\end{array}\right.\right] \tag{6.2.6}
\end{align*}
$$

which readily yields

$$
Y(s)=\frac{a C_{1}}{\left(a s^{\alpha_{1}}+b s^{\alpha_{2}}+c\right)} s^{\beta_{1}\left(\alpha_{1}-1\right)}+\frac{b C_{2}}{\left(a s^{\alpha_{1}}+b s^{\alpha_{2}}+c\right)} s^{\beta_{2}\left(\alpha_{2}-1\right)}+\frac{F(s)}{\left(a s^{\alpha_{1}}+b s^{\alpha_{2}}+c\right)}
$$

## 6. SOLUTIONS OF FRACTIONAL DIFFERENTIAL EQUATIONS INVOLVING HILFER DERIVATIVE OPERATORS AND AN INTEGRAL OPERATOR INVOLVING $\bar{H}$-FUNCTION

$$
+\frac{\lambda}{\left(a s^{\alpha_{1}}+b s^{\alpha_{2}}+c\right)} s^{-\beta-1} \bar{H}_{p+1, q}^{m, n+1}\left[w s^{-\gamma} \left\lvert\, \begin{array}{c}
(1-\beta, \gamma ; 1),\left(e_{j}, E_{j} ; \in_{j}\right)_{1, n},\left(e_{j}, E_{j}\right)_{n+1, p}  \tag{6.2.7}\\
\left(f_{j}, F_{j}\right)_{1, m},\left(f_{j}, F_{j} ; \Im_{j}\right)_{m+1, q}
\end{array}\right.\right] .
$$

Using (6.1.21), 6.1.22) and (6.1.23) we obtain

$$
\left.\left.\left.\begin{array}{rl}
Y(s)= & \mathcal{L}\left[\frac { 1 } { b } \sum _ { r = 0 } ^ { \infty } ( - \frac { a } { b } ) ^ { r } \left[a C_{1} x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{1}\left(1-\alpha_{1}\right)-1} E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{1}\left(1-\alpha_{1}\right)}^{r+1}\left(-\frac{c}{b} x^{\alpha_{2}}\right)\right.\right. \\
& +b C_{2} x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{2}\left(1-\alpha_{2}\right)-1} E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{2}\left(1-\alpha_{2}\right)}^{r+1}\left(-\frac{c}{b} x^{\alpha_{2}}\right) \\
& +\left(E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2},-\frac{c}{\hbar} ; 0+}^{r+1} f\right)(x) \\
& +\lambda \sum_{j=0}^{\infty}(r+1)_{j} x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}(j+1)+\beta} \frac{1}{j!}\left(-\frac{c}{b}\right)^{j} \\
\cdot \bar{H}_{p+1, q+1}^{m, n+1}\left[w x^{\gamma} \mid(1-\beta, \gamma ; 1),\left(e_{j}, E_{j} ; \in_{j}\right)_{1, n},\left(e_{j}, E_{j}\right)_{n+1, p}\right.  \tag{6.2.8}\\
\left(f_{j}, F_{j}\right)_{1, m},\left(f_{j}, F_{j} ; \Im_{j}\right)_{m+1, q},\left(-\alpha_{2} j-\left(\alpha_{2}-\alpha_{1}\right) r-\alpha_{2}-\beta, \gamma ; 1\right)
\end{array}\right]\right]\right](s) . ~ \$ ~ . ~(1) .
$$

Finally, by applying the inverse of Laplace transform, we get the solution 6.2.5 asserted by the main theorem.

Corollary 1. If we reduce $\bar{H}$-function occurring in the integral operator on the right hand side of (6.2.3) to the function associated with Gaussian Model free energy([1, p.4126, 4127, Eq.(23),(28)] and [23, p.98, Eq.(1.4)]), we observe that the following fractional differential equation:

$$
\begin{align*}
& a\left(D_{0+}^{\alpha_{1}, \beta_{1}} y\right)(x)+b\left(D_{0+}^{\alpha_{2}, \beta_{2}} y\right)(x)=\lambda\left(\mathcal{F}_{0+;, 1,2 ; \beta}^{w ; 1,1 ; \gamma} 1\right)(x)+f(x)  \tag{6.2.9}\\
& \left(0<\alpha_{1} \leqq \alpha_{2}<1 ; 0 \leqq \beta_{1} \leqq 1 ; 0 \leqq \beta_{2} \leqq 1 ; \mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\}\right)
\end{align*}
$$

### 6.2 A GENERAL FAMILY OF FRACTIONAL DIFFERENTIAL EQUATIONS

with the initial condition (6.2.4) has its solution in the space $L(0, \infty)$ given by

$$
\begin{align*}
y(x)= & \frac{1}{b} \sum_{r=0}^{\infty}(-1)^{r}\left(\frac{a}{b}\right)^{r}\left[a C_{1} x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{1}\left(1-\alpha_{1}\right)-1} E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{1}\left(1-\alpha_{1}\right)}^{r+1}\left(-\frac{c}{b} x^{\alpha_{2}}\right)\right. \\
& +b C_{2} x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{2}\left(1-\alpha_{2}\right)-1} E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{2}\left(1-\alpha_{2}\right)}^{r+1}\left(-\frac{c}{b} x^{\alpha_{2}}\right) \\
& +E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2},-\frac{c}{\hbar} ; 0+}^{r+1} f(x)-\frac{\lambda}{4 \pi^{\frac{d}{2}}} \sum_{j=0}^{\infty}(r+1)_{j} x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}(j+1)+\beta} \frac{1}{j!}\left(-\frac{c}{b}\right)^{j} \\
& \left.\cdot \bar{H}_{3,3}^{1,3}\left[-x^{\gamma} \left\lvert\, \begin{array}{c}
(1-\beta-\gamma, \gamma ; 1),(0,1 ; 2),\left(-\frac{1}{2}, 1 ; d\right) \\
(0,1),(-1,1 ; 1+d),\left(-\alpha_{2} j-\left(\alpha_{2}-\alpha_{1}\right) r-\alpha_{2}-\beta-\gamma, \gamma ; 1\right)
\end{array}\right.\right]\right], \tag{6.2.10}
\end{align*}
$$

where $C_{1}, C_{2}$ and $\lambda$ are arbitrary constants and the function $f$ is suitably prescribed.
Corollary 2. If we reduce $\bar{H}$-function to the Polylogarithm function of order $p$ [8, p.30] in the integral operator on the right-hand side of (6.2.3), we obtain the following fractional differential equation:

$$
\begin{align*}
& a\left(D_{0+}^{\alpha_{1}, \beta_{1}} y\right)(x)+b\left(D_{0+}^{\alpha_{2}, \beta_{2}} y\right)(x)=\lambda\left(\mathbb{F}_{0+; 1,2 ; \beta}^{w ; 1,1 ; \gamma} 1\right)(x)+f(x)  \tag{6.2.11}\\
(0< & \left.\alpha_{1} \leqq \alpha_{2}<1 ; 0 \leqq \beta_{1} \leqq 1 ; 0 \leqq \beta_{2} \leqq 1 ; \mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\} ; p \leqq q+1\right)
\end{align*}
$$

with the initial condition (6.2.4) has its solution in the space $L(0, \infty)$ given by

$$
\begin{aligned}
& y(x)=\frac{1}{b} \sum_{r=0}^{\infty}(-1)^{r}\left(\frac{a}{b}\right)^{r}\left[a C_{1} x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{1}\left(1-\alpha_{1}\right)-1} E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{1}\left(1-\alpha_{1}\right)}^{r+1}\left(-\frac{c}{b} x^{\alpha_{2}}\right)\right. \\
& \quad+b C_{2} x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{2}\left(1-\alpha_{2}\right)-1} E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}+\beta_{2}\left(1-\alpha_{2}\right)}^{r+1}\left(-\frac{c}{b} x^{\alpha_{2}}\right)+E_{\alpha_{2},\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2},-\frac{c}{b} ; 0+}^{r+1} f(x)
\end{aligned}
$$

## 6. SOLUTIONS OF FRACTIONAL DIFFERENTIAL EQUATIONS INVOLVING HILFER DERIVATIVE OPERATORS AND AN INTEGRAL OPERATOR INVOLVING $\bar{H}$-FUNCTION

$$
\begin{align*}
& -\lambda \sum_{j=0}^{\infty}(r+1)_{j} x^{\left(\alpha_{2}-\alpha_{1}\right) r+\alpha_{2}(j+1)+\beta} \frac{1}{j!}\left(-\frac{c}{b}\right)^{j} \\
& \cdot \bar{H}_{2,3}^{1,2}\left[\begin{array}{c|c} 
& -w x^{\gamma} \mid \\
(1,1),(0,1 ; p),\left(-\alpha_{2} j-\left(\alpha_{2}-\alpha_{1}\right) r-\beta, \gamma ; 1\right)
\end{array}\right] \tag{6.2.12}
\end{align*}
$$

where $C_{1}, C_{2}$ and $\lambda$ are arbitrary constants and the function $f$ is suitably prescribed.

## KNOWN SPECIAL CASES OF THEOREM 1

If we consider $\lambda=0$ in the right hand side of (6.2.3), we get the result obtained by Tomovski et al. [79, p.803, theorem 5]. Again, if we take $\mathrm{a}=1, \mathrm{~b}=\mathrm{c}=0$ and reduce $\bar{H}$-function to the Mittag-Leffler function(see [68] and [78]) in the integral operator on the right hand side of (6.2.3), we get the result obtained by Srivastava and Tomovski [78, p.207,Theorem 8]. Further, if we take $a=1, b=c=0$ and reduce $\bar{H}$-function to the H-function [19, p.10, Eq.(1.1.42)], we get the result obtained by Srivastava et al.[69, p.115, Theorem 2].

If in theorem 1, we take $\alpha_{1}=\alpha_{2}=\alpha$ and $c=0$, we get the following result which is of interest by itself and of great practical importance. We shall denote it by a theorem and not a corollary.

## THEOREM 2

The following fractional differential equation:

$$
\begin{equation*}
a\left(D_{0+}^{\alpha, \beta_{1}} y\right)(x)+b\left(D_{0+}^{\alpha, \beta_{2}} y\right)(x)=\lambda\left(\overline{\mathcal{H}}_{0+; p, q ; \beta}^{w ; m, n ; \gamma} 1\right)(x)+f(x) \tag{6.2.13}
\end{equation*}
$$

### 6.2 A GENERAL FAMILY OF FRACTIONAL DIFFERENTIAL <br> EQUATIONS

$$
\begin{gathered}
\left(0<\alpha<1 ; 0 \leqq \beta_{1}, \beta_{2} \leqq 1 ; \mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\} ; 1 \leqq m \leqq q ;\right. \\
\left.0 \leqq n \leqq p ; \mathfrak{R}(\beta)+\min _{1 \leqq j \leqq m}\left\{\mathfrak{R}\left(\frac{\gamma f_{j}}{F_{j}}\right)\right\}>0\right),
\end{gathered}
$$

with the initial condition:

$$
\begin{equation*}
\left(I_{0+}^{\left(1-\beta_{i}\right)(1-\alpha)} y\right)(0+)=C_{i} \quad(i=1,2) \tag{6.2.14}
\end{equation*}
$$

has its solution in the space $L(0, \infty)$ given by

$$
\begin{align*}
y(x)= & \frac{a C_{1}}{(a+b)} \frac{x^{\alpha+\beta_{1}(1-\alpha)-1}}{\Gamma\left(\alpha+\beta_{1}(1-\alpha)\right)}+\frac{b C_{2}}{(a+b)} \frac{x^{\alpha+\beta_{2}(1-\alpha)-1}}{\Gamma\left(\alpha+\beta_{2}(1-\alpha)\right)} \\
& +\frac{\lambda}{(a+b)} x^{\alpha+\beta} \bar{H}_{p+1, q+1}^{m, n+1}\left[w x^{\gamma} \left\lvert\, \begin{array}{c}
A^{*} \\
\\
B^{*}
\end{array}\right.\right]+\frac{1}{(a+b) \Gamma(\alpha)} \int_{0}^{x}(x-t)^{\alpha-1} f(t) d t, \tag{6.2.15}
\end{align*}
$$

where $A^{*}=(1-\beta, \gamma ; 1),\left(e_{j}, E_{j} ; \in_{j}\right)_{1, n},\left(e_{j}, E_{j}\right)_{n+1, p}$,
$B^{*}=\left(f_{j}, F_{j}\right)_{1, m},\left(f_{j}, F_{j} ; \Im_{j}\right)_{m+1, q},(-\beta-\alpha, \gamma ; 1)$ and $C_{1}, C_{2}, \lambda$ are arbitrary constants and the function $f$ is suitably prescribed.
Corollary 1. If we reduce $\bar{H}$-function occuring in the right hand side of (6.2.13) to the polylogarithm function of order $\eta$ [8, p.30], we obtain the following fractional differential equation:

$$
\begin{align*}
& a\left(D_{0+}^{\alpha, \beta_{1}} y\right)(x)+b\left(D_{0+}^{\alpha, \beta_{2}} y\right)(x)=\lambda\left(\mathcal{F}_{0+1,1,2 ; \beta}^{w ; 1,1 ; \gamma} 1\right)(x)+f(x)  \tag{6.2.16}\\
& \quad\left(0<\alpha<1 ; 0 \leqq \beta_{1} ; \beta_{2} \leqq 1 ; \mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\}\right),
\end{align*}
$$

## 6. SOLUTIONS OF FRACTIONAL DIFFERENTIAL EQUATIONS INVOLVING HILFER DERIVATIVE OPERATORS AND AN INTEGRAL OPERATOR INVOLVING $\bar{H}$-FUNCTION

with the initial condition (6.2.14) has its solution in the space $L(0, \infty)$ given by

$$
\begin{align*}
y(x)= & \frac{a C_{1}}{(a+b)} \frac{x^{\alpha+\beta_{1}(1-\alpha)-1}}{\Gamma\left(\alpha+\beta_{1}(1-\alpha)\right)}+\frac{b C_{2}}{(a+b)} \frac{x^{\alpha+\beta_{2}(1-\alpha)-1}}{\Gamma\left(\alpha+\beta_{2}(1-\alpha)\right)} \\
& -\frac{\lambda}{(a+b)} x^{\alpha+\beta} \bar{H}_{2,3}^{1,2}\left[-w x^{\gamma} \left\lvert\, \begin{array}{c}
(1-\beta, \gamma ; 1),(1,1 ; \eta+1) \\
(1,1),(0,1 ; \eta),(-\beta-\alpha, \gamma ; 1)
\end{array}\right.\right] \\
& +\frac{1}{(a+b) \Gamma(\alpha)} \int_{0}^{x}(x-t)^{\alpha-1} f(t) d t, \tag{6.2.17}
\end{align*}
$$

where $C_{1}, C_{2}$ and $\lambda$ are arbitrary constants and the function $f$ is suitably prescribed.
Corollary 2. If we reduce $\bar{H}$-function occuring in the right hand side of (6.2.13) to the generalised Wright hypergeometric function [18, p.271, Eq.(7)], we obtain the following fractional differential equation:

$$
\begin{align*}
& a\left(D_{0+}^{\alpha, \beta_{1}} y\right)(x)+b\left(D_{0+}^{\alpha, \beta_{2}} y\right)(x)=\lambda\left(\bar{\psi}_{0+; ; ; ; ; \beta}^{w ; ; \gamma} 1\right)(x)+f(x)  \tag{6.2.18}\\
& \quad\left(0<\alpha<1 ; 0 \leqq \beta_{1} ; \beta_{2} \leqq 1 ; \mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\} ; p \leqq q+1\right)
\end{align*}
$$

with the initial condition (6.2.14) has its solution in the space $L(0, \infty)$ given by

$$
\begin{align*}
& y(x)= \frac{a C_{1}}{(a+b)} \frac{x^{\alpha+\beta_{1}(1-\alpha)-1}}{\Gamma\left(\alpha+\beta_{1}(1-\alpha)\right)}+\frac{b C_{2}}{(a+b)} \frac{x^{\alpha+\beta_{2}(1-\alpha)-1}}{\Gamma\left(\alpha+\beta_{2}(1-\alpha)\right)} \\
&+\frac{\lambda}{(a+b)} x^{\alpha+\beta}{ }_{p+1} \bar{\psi}_{q+1}\left[\quad\left(1-e_{j}, E_{j} ; \in_{j}\right)_{1, p},(\beta, \gamma ; 1)\right. \\
&\left.\left(1-f_{j}, F_{j} ; \Im_{j}\right)_{1, q},(1+\beta+\alpha, \gamma ; 1) \quad ; \omega x^{\gamma}\right]  \tag{6.2.19}\\
&+\frac{1}{(a+b) \Gamma(\alpha)} \int_{0}^{x}(x-t)^{\alpha-1} f(t) d t,
\end{align*}
$$

where $C_{1}, C_{2}$ and $\lambda$ are arbitrary constants and the function $f$ is suitably prescribed.
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## KNOWN SPECIAL CASES OF THEOREM 2

If we consider $a=1, b=0$ and reduce $\bar{H}$-function to the Mittag-Leffler function (see [68] and [78]) in the integral operator on the right-hand side of (6.2.13), we get the result obtained by Srivastava and Tomovski [78, p.207, Theorem 8]. Again, if we take $a=1, b=0$ and reduce $\bar{H}$-function to the Fox's H-function [19, p.10, Eq.(1.1.42)] in the integral operator on the right-hand side of (6.2.13), we get a result obtained by Srivastava.et.al [69, p.115, Theorem 2].

## NUMERICAL EXAMPLES AND GRAPHICAL REPRESENTATIONS

First of all, by letting $\omega \rightarrow 0$ in Corollary 2, the generalized Wright hypergeometric function occuring in 6.2.19) reduces to 1 . Further, in order to obtain numerical examples from Corollary 2 we consider $f(x)=x^{\rho}$ where $\mathfrak{R}(\rho)>-1$.

Example (a). If we take $\beta=0.5, a=1, b=1, \alpha=0.5, \beta_{1}=0.25, \beta_{2}=0.5$ and $\rho=1$ in equation (6.2.19), we easily arrive at the following result

$$
\begin{equation*}
y_{0.5}(x)=\frac{C_{1}}{2 \Gamma(0.625) x^{0.375}}+\frac{C_{2}}{2 \Gamma(0.75) x^{0.25}}+\frac{\lambda x}{2}+\frac{\Gamma(2)}{2 \Gamma(2.5)} x^{1.5} . \tag{6.2.20}
\end{equation*}
$$

Example (b). If we take $\beta=0.5, a=1, b=1, \alpha=0.6, \beta_{1}=0.25, \beta_{2}=0.5$ and $\rho=1$ in equation (6.2.19), we easily arrive at the following result

$$
\begin{equation*}
y_{0.6}(x)=\frac{C_{1}}{2 \Gamma(0.7) x^{0.3}}+\frac{C_{2}}{2 \Gamma(0.8) x^{0.2}}+\frac{\lambda x^{1.1}}{2}+\frac{\Gamma(2)}{2 \Gamma(2.6)} x^{1.6} . \tag{6.2.21}
\end{equation*}
$$

Example (c). If we take $\beta=0.5, a=1, b=1, \alpha=0.7, \beta_{1}=0.25, \beta_{2}=0.5$ and
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$\rho=1$ in equation 6.2.19, we easily arrive at the following result

$$
\begin{equation*}
y_{0.7}(x)=\frac{C_{1}}{2 \Gamma(0.775) x^{0.225}}+\frac{C_{2}}{2 \Gamma(0.85) x^{0.15}}+\frac{\lambda x^{1.2}}{2}+\frac{\Gamma(2)}{2 \Gamma(2.7)} x^{1.7} . \tag{6.2.22}
\end{equation*}
$$

Example (d). If we take $\beta=0.5, a=1, b=1, \alpha=0.9, \beta_{1}=0.25, \beta_{2}=0.5$ and $\rho=1$ in equation (6.2.19), we easily arrive at the following result

$$
\begin{equation*}
y_{0.9}(x)=\frac{C_{1}}{2 \Gamma(0.925) x^{0.075}}+\frac{C_{2}}{2 \Gamma(0.95) x^{0.05}}+\frac{\lambda x^{1.4}}{2}+\frac{\Gamma(2)}{2 \Gamma(2.9)} x^{1.9} . \tag{6.2.23}
\end{equation*}
$$

Example (e). If we take $\beta=0.5, a=1, b=1, \alpha=1, \beta_{1}=0.25, \beta_{2}=0.5$ and $\rho=1$ in equation (6.2.19), we easily arrive at the following result

$$
\begin{equation*}
y_{1}(x)=\frac{1}{2}\left(C_{1}+C_{2}\right)+\frac{\lambda x^{1.5}}{2}+\frac{\Gamma(2)}{2 \Gamma(3)} x^{2} . \tag{6.2.24}
\end{equation*}
$$

Example (f). If we take $\beta=0.25, a=0, b=1, \alpha=0, \beta_{1}=0, \beta_{2}=0.5$ and $\rho=0$ in equation (6.2.19), we easily arrive at the following result

$$
\begin{equation*}
y^{*}{ }_{0.5}(x)=\frac{C_{2}}{\sqrt{\pi x}}+\lambda x^{0.25}+1 . \tag{6.2.25}
\end{equation*}
$$

Example (g). If we take $\beta=0.25, a=0, b=1, \alpha=0, \beta_{1}=0, \beta_{2}=0.65$ and $\rho=0$ in equation (6.2.19), we easily arrive at the following result

$$
\begin{equation*}
y^{*}{ }_{0.65}(x)=\frac{C_{2}}{\Gamma(0.65) x^{0.35}}+\lambda x^{0.25}+1 . \tag{6.2.26}
\end{equation*}
$$

Example (h). If we take $\beta=0.25, a=0, b=1, \alpha=0, \beta_{1}=0, \beta_{2}=0.9$ and $\rho=0$ in equation (6.2.19), we easily arrive at the following result
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$$
\begin{equation*}
y_{0.9}^{*}(x)=\frac{C_{2}}{\Gamma(0.9) x^{0.1}}+\lambda x^{0.25}+1 . \tag{6.2.27}
\end{equation*}
$$

Example (i). If we take $\beta=0.25, a=0, b=1, \alpha=0, \beta_{1}=0, \beta_{2}=0.95$ and $\rho=0$ in equation (6.2.19), we easily arrive at the following result

$$
\begin{equation*}
y^{*}{ }_{0.95}(x)=\frac{C_{2}}{\Gamma(0.95) x^{0.05}}+\lambda x^{0.25}+1 . \tag{6.2.28}
\end{equation*}
$$

Example (j). If we take $\beta=0.25, a=0, b=1, \alpha=0, \beta_{1}=0, \beta_{2} \rightarrow 1$ and $\rho=0$ in equation (6.2.19), we easily arrive at the following result

$$
\begin{equation*}
y^{*}{ }_{1}(x)=C_{2}+\lambda x^{0.25}+1 . \tag{6.2.29}
\end{equation*}
$$

Example (k). If we take $\beta=0.5, a=1, b=0, \alpha=0, \beta_{1}=0.5, \beta_{2}=0.5$ and $\rho=2$ in equation (6.2.19), we easily arrive at the following result

$$
\begin{equation*}
y^{* *}{ }_{0.5}(x)=\frac{C_{1}}{\sqrt{\pi x}}+\lambda x^{0.5}+x^{2} . \tag{6.2.30}
\end{equation*}
$$

Example (1). If we take $\beta=0.5, a=1, b=0, \alpha=0, \beta_{1}=0.7, \beta_{2}=0.5$ and $\rho=2$ in equation (6.2.19), we easily arrive at the following result

$$
\begin{equation*}
y_{0.7}^{* *}(x)=\frac{C_{1}}{\Gamma(0.7) x^{0.3}}+\lambda x^{0.5}+x^{2} . \tag{6.2.31}
\end{equation*}
$$

Example (m). If we take $\beta=0.5, a=1, b=0, \alpha=0, \beta_{1}=0.9, \beta_{2}=0.5$ and $\rho=2$ in equation (6.2.19), we easily arrive at the following result

$$
\begin{equation*}
y_{0.9}^{* *}(x)=\frac{C_{1}}{\Gamma(0.9) x^{0.1}}+\lambda x^{0.5}+x^{2} . \tag{6.2.32}
\end{equation*}
$$
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Example (n). If we take $\beta=0.5, a=1, b=0, \alpha=0, \beta_{1}=0.95, \beta_{2}=0.5$ and $\rho=2$ in equation (6.2.19), we easily arrive at the following result

$$
\begin{equation*}
y_{0.95}^{* *}(x)=\frac{C_{1}}{\Gamma(0.95) x^{0.05}}+\lambda x^{0.5}+x^{2} . \tag{6.2.33}
\end{equation*}
$$

Example (o). If we take $\beta=0.5, a=1, b=0, \alpha=0, \beta_{1} \rightarrow 1, \beta_{2}=0.5$ and $\rho=2$ in equation (6.2.19), we easily arrive at the following result

$$
\begin{equation*}
y_{1}^{* *}(x)=C_{1}+\lambda x^{0.5}+x^{2} . \tag{6.2.34}
\end{equation*}
$$

The following graphs (see Figure 6.1, Figure 6.2 and Figure 6.3) are obtained by using MATLAB. Figure 6.1 exhibits a comparison between the behaviours of the solutions $y_{\alpha}(x)$ given by Eqs. (6.2.20), (6.2.21), (6.2.22), (6.2.23) and (6.2.24) for different values of the parameter $\alpha$. On the other hand, Figure 6.2 illustrates a comparison between the behaviours of the solutions $y_{\beta_{2}}^{*}(x)$ given by Eqs. (6.2.25), (6.2.26), 6.2.27, (6.2.28) and (6.2.29) for different values of the parameter $\beta_{2}$. Similarly, Figure 6.3 illustrates a comparison between the behaviours of the solutions $y_{\beta_{1}}^{* *}(x)$ given by Eqs. (6.2.30), (6.2.31), (6.2.32), 6.2.33) and 6.2.34 for different values of the parameter $\beta_{1}$.

### 6.2 A GENERAL FAMILY OF FRACTIONAL DIFFERENTIAL EQUATIONS



Figure 6.1: Solutions $y_{\alpha}(x)$ for different values of $\alpha$ when $C_{1}=88.4, C_{2}=66.6$ and $\lambda=3$
[Here $y_{0.5}(x)$ is the lowermost graph]


Figure 6.2: Solutions $y_{\beta_{2}}^{*}(x)$ for different values of $\beta_{2}$ when $C_{2}=88.4$ and $\lambda=3$ [Here $y_{1}^{*}(x)$ is the uppermost graph and $y_{\beta_{2}}^{*}(x)$ is approaching $y_{1}^{*}(x)$ as $\beta_{2} \rightarrow 1$ ]
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Figure 6.3: Solutions $y_{\beta_{1}}^{* *}(x)$ for different values of $\beta_{1}$ when $C_{1}=66.4$ and $\lambda=2$ [Here $y_{1}^{* *}(x)$ is the lowermost graph and $y_{\beta_{1}}^{* *}(x)$ is approaching $y_{1}^{* *}(x)$ as $\beta_{1} \rightarrow 1$ ]

### 6.2.1 IMPORTANCE OF GRAPHS

It is found that the graphs (see Figure 6.2 and Figure 6.3 ) given here are quite comparable to the corresponding physical phenomena involving ordinary calculus, especially when the parameters $\beta_{1}>0, \beta_{2}>0$ get closer and closer to an integer. It can be concluded from the graphs that fractional calculus approach leads us to study a broader spectrum of area in any physical phenomenon as compared to the corresponding physical processes in ordinary calculus.
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## THEOREM 3

The following fractional differential equation:

$$
\begin{gather*}
x\left(D_{0+}^{\alpha, \beta_{1}} y\right)(x)=\lambda\left(\overline{\mathcal{H}}_{0+; p, q, \beta}^{w ; m, n ; \gamma} 1\right)(x)  \tag{6.2.35}\\
\left(0<\alpha<1 ; 0 \leqq \beta_{1} \leqq 1 ; \mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\} ; 1 \leqq m \leqq q ;\right. \\
\left.0 \leqq n \leqq p ; \mathfrak{R}(\beta)+\min _{1 \leqq j \leqq m}\left\{\mathfrak{R}\left(\frac{\gamma f_{j}}{F_{j}}\right)\right\}>0\right),
\end{gather*}
$$

with the initial condition:

$$
\begin{equation*}
\left(I_{0+}^{\left(1-\beta_{1}\right)(1-\alpha)} y\right)(0+)=C, \tag{6.2.36}
\end{equation*}
$$

has its solution in the space $L(0, \infty)$ given by

$$
\begin{align*}
& y(x)=C \frac{x^{\alpha+\beta_{1}(1-\alpha)-1}}{\Gamma\left(\alpha+\beta_{1}(1-\alpha)\right)}+C^{*} \frac{x^{\alpha-1}}{\Gamma(\alpha)} \\
& +\lambda x^{\beta+\alpha-1} \bar{H}_{p+2, q+2}^{m, n+2}\left[w x^{\gamma} \left\lvert\, \begin{array}{l}
E^{*} \\
\\
F^{*}
\end{array}\right.\right], \tag{6.2.37}
\end{align*}
$$

where

$$
\begin{aligned}
& E^{*}=(1-\beta, \gamma ; 1),(1-\beta, \gamma ; 1),\left(e_{j}, E_{j} ; \in_{j}\right)_{1, n},\left(e_{j}, E_{j}\right)_{n+1, p} \\
& F^{*}=\left(f_{j}, F_{j}\right)_{1, m},\left(f_{j}, F_{j} ; \Im_{j}\right)_{m+1, q},(-\beta, \gamma ; 1),(1-\beta-\alpha, \gamma ; 1),
\end{aligned}
$$

and $C, C^{*}$ and $\lambda$ are arbitrary constants.

Proof. Since

$$
\begin{equation*}
\frac{d^{n}}{d s^{n}}\{\mathcal{L}[f(x)](s)\}=(-1)^{n} \mathcal{L}\left[x^{n} f(x)\right](s), \tag{6.2.38}
\end{equation*}
$$

if we denote by $Y(s)$ the Laplace transform of the function $y(x)$, which is given
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as in 6.1.7. Then, by applying the Laplace transform operator $\mathcal{L}$ to each side of (6.2.35), and using the formulas (6.1.17) and 6.1.20) and the initial condition (6.2.36), we find that

$$
\frac{d}{d s}\left\{s^{\alpha} Y(s)-C s^{-\beta_{1}(1-\alpha)}\right\}=-\lambda s^{-\beta-1} \bar{H}_{p+1, q}^{m, n+1}\left[w s^{-\gamma} \left\lvert\, \begin{array}{l|l}
A^{*}  \tag{6.2.39}\\
B^{*}
\end{array}\right.\right] .
$$

Upon integrating both sides, this last equation (6.2.39) yields

$$
\left.\begin{array}{rl}
Y(s)= & C s^{-\alpha-\beta_{1}(1-\alpha)}+C^{*} s^{-\alpha} \\
& +\lambda s^{-\beta-\alpha} \bar{H}_{p+2, q+1}^{m, n+2}\left[w s^{-\gamma}\right.  \tag{6.2.40}\\
& \\
& G^{*}
\end{array}\right],
$$

where

$$
\begin{aligned}
& E^{*}=(1-\beta, \gamma ; 1),(1-\beta, \gamma ; 1),\left(e_{j}, E_{j} ; \in_{j}\right)_{1, n},\left(e_{j}, E_{j}\right)_{n+1, p} \\
& G^{*}=\left(f_{j}, F_{j}\right)_{1, m},\left(f_{j}, F_{j} ; \Im_{j}\right)_{m+1, q},(-\beta, \gamma ; 1)
\end{aligned}
$$

and $C^{*}$ is a constant of integration. The solution (6.2.37) asserted by 6.2.35 would now follow when we take the inverse Laplace transform of each term in (6.2.40).

Remark 6.2.1. If we reduce $\bar{H}$-function to the Mittag-Leffler function (see 68 , [78] ) in the fractional integral operator on the right-hand side of (6.2.35), we get the result obtained by Srivastava and Tomovski [78, p.208, Theorem 9]. Again, if we reduce $\bar{H}$-function to $H$-function [68, p.10] in the fractional integral operator on the right-hand side of (6.2.35), we get a result obtained by Srivastava et al. [69, p.120, Theorem 3].

Corollary 1. If we reduce $\bar{H}$-function in the right hand side of (6.2.35) to the generalized Riemann zeta function [8, p.27, section 1.11, Eq.(1)], we obtain the
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following fractional differential equation:

$$
\begin{gather*}
x\left(D_{0+}^{\alpha, \beta_{1}} y\right)(x)=\lambda\left(\phi_{0+; 2,2 ; \beta}^{w ; 1,2 ; \gamma} 1\right)(x)  \tag{6.2.41}\\
\left(0<\alpha<1 ; 0 \leqq \beta_{1} \leqq 1 ; \mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\}\right)
\end{gather*}
$$

with the initial condition 6.2.36) has its solution in the space $L(0, \infty)$ given by

$$
\begin{array}{r}
y(x)=C \frac{x^{\alpha+\beta_{1}(1-\alpha)-1}}{\Gamma\left(\alpha+\beta_{1}(1-\alpha)\right)}+C^{*} \frac{x^{\alpha-1}}{\Gamma(\alpha)} \\
+\lambda x^{\beta+\alpha-1} \bar{H}_{4,4}^{1,4}\left[w x^{\gamma} \left\lvert\, \begin{array}{l}
I^{*} \\
J^{*}
\end{array}\right.\right], \tag{6.2.42}
\end{array}
$$

where

$$
\begin{aligned}
& I^{*}=(1-\beta, \gamma ; 1),(1-\beta, \gamma ; 1),(0,1 ; 1),(1-\eta, 1 ; \varrho) \\
& J^{*}=(0,1),(-\eta, 1 ; \varrho),(-\beta, \gamma ; 1),(1-\beta-\alpha, \gamma ; 1)
\end{aligned}
$$

and $C, C^{*}$ and $\lambda$ are arbitrary constants.
Corollary 2. If we reduce $\bar{H}-$ function in the right hand side of (6.2.35) to the generalized Wright Bessel function [18, p.271, Eq.(8)], we observe that the following fractional differential equation:

$$
\begin{gather*}
x\left(D_{0+}^{\alpha, \beta_{1}} y\right)(x)=\lambda\left(\bar{J}_{0+; 0,2 ; \beta}^{w ; 1,0 ; \gamma} 1\right)(x)  \tag{6.2.43}\\
\left(0<\alpha<1 ; 0 \leqq \beta_{1} \leqq 1 ; \mathfrak{R}(\beta)>0 ; w \in \mathbb{C} \backslash\{0\}\right)
\end{gather*}
$$

with the initial condition 6.2.36) has its solution in the space $L(0, \infty)$ given by
6. SOLUTIONS OF FRACTIONAL DIFFERENTIAL EQUATIONS INVOLVING HILFER DERIVATIVE OPERATORS AND AN INTEGRAL OPERATOR INVOLVING $\bar{H}$-FUNCTION

$$
y(x)=C \frac{x^{\alpha+\beta_{1}(1-\alpha)-1}}{\Gamma\left(\alpha+\beta_{1}(1-\alpha)\right)}+C^{*} \frac{x^{\alpha-1}}{\Gamma(\alpha)}+\lambda x^{\beta+\alpha-1} \bar{H}_{2,4}^{1,2}\left[w x^{\gamma} \left\lvert\, \begin{array}{l}
K^{*}  \tag{6.2.44}\\
\\
L^{*}
\end{array}\right.\right]
$$

where

$$
\begin{aligned}
& K^{*}=(1-\beta, \gamma ; 1),(1-\beta, \gamma ; 1) \\
& L^{*}=(0,1),(-\kappa, \nu ; \mu),(-\beta, \gamma ; 1),(1-\beta-\alpha, \gamma ; 1)
\end{aligned}
$$

and $C, C^{*}$ and $\lambda$ are arbitrary constants.
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