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Abstract

The exponentia growth in the demand of electricity along with rising population
led to overexploitation of transmission and generation facilities, as a result, the
existing power systems are operating under stressed conditions. The stressed
conditions have created severa stability related problems and left a question mark on
the reliability of the power systems. Modern power system is a complex network
having many interconnected grids and utilities. Designing of such a complex power
system is a formidable challenge for power engineers. Thus, power system stability is
considered as an epitome aspect while designing a foolproof system. In earlier days,
stability studies were limited to transient stability analysis and to ensure transient
stability high gain voltage regulators were employed with the generating units.
However, complex grid connections and employment of high gain regulators resulted
in oscillatory instability of power system. Oscillatory instability propagates through
small signals or oscillations of low frequency (0.2 to 2 Hz) with escalating amplitude.
A possible outcome of the propagation of such small signal oscillations may cause the
system to collapse and may lead to blackouts and loss of economy. Cost effective
control for oscillatory instability problems can be efficiently achieved by Power
System Stabilizer (PSS). This thesis focuses on determination of ideal locations and

designing of PSS for providing effective damping in multimachine power networks.

It is a daunting task to address and identify the effective locations of PSS in
multimachine networks, as power system is subjected to different types of
contingencies. An uncertainty lies in the fact that swing modes may get intensify
during any contingency. Interestingly, approaches for this particular problem in the
past were addressed with a set of particular operating conditions. An unabated
dilemma persists that whether the location of PSS determined by traditional indexes
would be suitable or not in dynamic scenario. This thesis presents a set of indexes
based on probabilistic distribution of eigenvalues and overshoots, which solves the
above stated problem. Real part of eigenvalue and overshoot associated with the swing
modes are probabilisticaly distributed to make a close replica of real power system.
Sensitivity Jacobians of real part and overshoot of swing modes give two indexes

namely, Eigen Vaue Sensitivity Index and Overshoot Sensitivity Index.

viii



A consequential comparison of the proposed approach with the traditional ones
proves efficacy of the proposed approach. The simulation results are tested over two

multi machine |IEEE test systems.

Optimization processes are heart of planning models. In real power system,
optimization processes are indispensable while dealing with estimation, designing and
forecasting problems. The problem of PSS parameter estimation is a constrained
optimization problem. It is worthwhile to mention here that parameters of PSS are not
included in traditional eigenvalue based objective function. Grippingly in the existing
literature, less emphasis has been given to study the parametric influence on objective
function and the shape of objective function. The thesis presents comparative anaysis
of three schemes based on trgectory sensitivity. Parametric influence of PSS is
observed in terms of Sensitivity Jacobians. Conventional golden section search is
employed with gradient descent search for PSS parameter estimation of New England
Power system. This work draws a line between evolutionary and conventional design

by revealing the shortcomings of conventional single point search methods.

Aggregation of the findings turns the direction of research towards meta-heuristic
techniques, and a momentous comparison of four evolutionary algorithms namely;
Genetic agorithm (GA), Particle Swarm Optimization (PSO), Gravitational Search
Algorithm (GSA) and Cuckoo Search Algorithm (CSA) on application of PSS to
power systems is presented. The designs obtained from these algorithms are compared
on the basis of success rate, convergence characteristics, time elapsed and standard
deviations in the results. It is observed that the design obtained through CSA has
better response in terms of settling time and overshoot of the speed deviation curves.
The design is tested under different topological changes and contingencies over two
multi machine IEEE test systems. The overall dynamic response validates the efficacy
of the proposed design.
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Chapter 1

| ntroduction

Small signal stability is becoming a major concéon real time operation of
power systems. This concern crops up from the tlaat modern power system is
observing growth in electricity demands and contpetibusiness environment. These
two factors along with the increase in populatioa ereating a backbreaker situation
for the power engineers. Stressed conditions areinfp interconnection of the
generating units. Due to interconnection of gemagatitilities, interactions between
units in the form of inter area oscillations artabished. These oscillations should be
taken care of very diligently as if they grow, tbensequence may be the system

collapse [1].

Damping of oscillations has been characterizednasn@ortant aspect of power
system operation. The interconnection of the geioeraitilities came in picture from
1960, since then interactions between various géingrunits were matter of major
concern. In earlier years when AC generators w@erated in parallel, automatic
control (turbine speed governor) was considereamly, source of negative damping.
For troubleshoot this problem damper windings wamgloyed with the generating
units. C.Concordiaet al. [2] raised two points in their work that firstlyutomatic
control of governor loop was found main culprit feggative damping and secondly

the economical and effective place to add dampesggdomewnhere else.

In early 1930 problem of negative damping was recmsgl but had not had
practical application. In 1960, when large generatitilities were interconnected and
they observed large angular swings, high respoolage regulators were recognized
as a major source of negative damping [3] & [4]lléwing points of consideration

were emerged:

1. For inter area interactions, the amortisseur waslarger effective. As
damping produced by it, reduced approximately isgeproportion to the

square of the effective external impedance-plusistapedance.

2. The propagation of automatic controls increased grabability of adverse

interactions. Two basic controls namely governofeaf and Automatic



Voltage Regulator (AVR) effect were characterizexd source of negative
damping.

3. A small oscillation in each generator that migatibsignificant but may add
up to a tie line oscillation. That was very sigcint relative to generator’'s

rating.

4. Higher tie line loading increased both the tendemwyoscillate and the

importance of the oscillation.

The high gain AVRs introduced a negative dampmthe system and oscillatory
instability [3]-[5]. Literature witnessed the eftoof researchers for exploring the
behavior of synchronous machine under small peatiobs [2] & [5]-[8]. Much more
emphasis was given to observe behavior of the sgnos machine, effect of
different configurations of synchronous machines different power generating
stations in [5] & [8]. In presence of high gaincéation system value of damping
became negative [8]-[13]. Power System StabiliB3S) proved as the cost effective
control of this problem [13]-[15].

In the past two decades, the employment of auyikcitation control signals for
improving the small signal stability of power syste has acknowledged much
attention [16] & [17]. PSS design problem consgtsvo sub modules, determination
of ideal locations in multimachine networks and Ra&ameters estimation [17]-[89].

PSS location identification is first stage of desigroblem. Methods based on
residue were discussed in detail by N. Margnhal. [9]. Perezet al. [33] presented a
participation index for penetrating the effectieedtions of PSS. However, the work
was based on establishing physically motivated éamork for understanding the
philosophy of linear time invariant models of dynamsystems. Residue methods
were based on modal control theory of linear timeariant systems [21] & [23].
H.F.Wanget al. [11]-[12] presented a decisive evaluation of vasiandices for PSS
location identification where two groups of indicgere compared. These two groups
were based on residue [5]-[10] and Damping Torquoelysis (DTA) [34] & [35]. An
effort was made by author(s) to formulate the datien between these two

methodologies.



Following conclusions were drawn from this work.

1. For certain operating conditions residue methodsRA methods gave same

results.

2. A relationship was established between the indedtsined from DTA and
residue methods by using modal controllability abdervability.

Method of Participation Factor (PF) [16] gained muwore acclaimed and often
considered as a best solution for finding out tfiecéve locations in power system.
Yuan-Yih Hsuet al. [16] indicated that the location identified by higeigen value
index [32], was highly undesirable as it provideminghing with higher PSS gains.
However, the location determined by participatiastér was able to give accurate
damping with low PSS gain, which is acceptableien lof low deviation in voltage

profile.

The calculation of eigen’s and indices are oftedrasised with a particular set of
operating condition [27] & [38]-[40]. Power systei®m a dynamic system where,
operating conditions are kept on changing with tiffigere is an acute shortage of the
set of indices which, not only give effective résuh every operating condition but
also computationally efficient. The probabilistiestibution is a suitable way to
incorporate various operating conditions simultarsip [34]-[37] & [89]. This thesis
proposes set of indices based on probability distributidrihe real part of the eigen
and overshoot, to find out the effective locatioh®SS in multi machine systems.

Nowadays, the Conventional Power System Stabi(C&SS) [17]-[89] is widely
used by power system utilities. Recently, sevepat@aches based on modern control
theory have been applied to PSS design problenserlimelude pole placement [17]-
[24], Linear matrix inequalities (LMI) [25]-[30], igenvalue sensitivity based
approach [31]-[40] adaptive [41]-[73], variablewstture, intelligent control [74]-[82],
trajectory sensitivity based approach [83]-[104H atesign based on application of
evolutionary algorithms [104]-[152]. Despite the tgutial of modern control
techniques with different structures, power systetitities still prefer the CPSS
structure [74], [76], [77] & [82]-[84]. The reasobghind that might be the ease of on-
line tuning and the lack of assurance of the stgbiklated to some adaptive or

variable structure techniques.



Adequate damping is necessary for preventing prapag of small signals in the
power network, for this very reason PSS tuning isreanimportant aspect than
penetrating effective location. A well placed PSighwpoor tuning will not serve the
purpose. Adaptive control strategies were discussédtail by O.P.Maliket al. [48]-
[50] with self optimizing pole shifting adaptivemnol. Further in [50] neural network
got trained over the full working range of the gatieg unit with a large variety of
disturbances. Design of traditional PSS was basetbbust linear design methods,
which were failed to inculcate all operating comis [53]-[55]. A rule based
stabilizer was designed by Hoastgal. [51]. Fuzzy logic control based on empirical
control was employed in design of adaptive PSSthieurapproaches related with non
linear adaptive design were employed in the woi-[62]. Sharou zhangt al. [63]
proposed a new improved simple adaptive control ased PSS for quadratic
performance index. PSS presented in this designalvkesto maintain good dynamic
response and regulation precision. Self tuningil&tab with decentralized structure
was presented by Wu Chi-Jaial. [70]. PSS design based on adaptive law had a good
ease of control but training and learning of théwoek agents on hypothetical
simulations and contingencies, put a question naarkthe performance of these
designs in real operations [71]-[73].

Coordination of PSS with Flexible AC Transmissioypstem (FACTS) devices
were observed in the work [11], [12], [19]-[21]. ither approaches for employment
of FACTS devices as damping controller were regpbie32] & [102]. M.J. Gibbard
et al. [19] developed a method based on induced torge#ficents for simultaneous
coordination of PSS and FACTS device stabilizerbe Tproposed coordination
scheme employed linear programming. Static VAR Cemsptors (SVCs) were
employed with PSS in this approach. Marihal. [9] presented an index for effective
placement of SVCs and PSS. Calculation of this)maas based on right and left
eigenvalue of the system matrix [32]. Although eoyphent of FACTS devices for
damping enhancement was reported in literaturehgse devices were prominently

recognized as compensating devices for obtainitigg® control [136].

Trajectory sensitivity approach [83]-[104] was eoyad to know the parametric
influence on conventional objective functions innyaapproaches. Hiskeret al.
[101] & [102] presented an approach based on ti@gsensitivity for minimizing
generator angles and terminal voltages from thaist pdisturbance values. A

4



systematic optimization based approach was empléyedesigning the STATCOM
controllers [91]. The approach was based on exteorarol toenforce the practical
limits of saturation. Trajectory sensitivity contepas discussed by M.A.Pat al.
[94], [96] & [98]. Transient stability of the powealystem containing series and shunt
compensator was proposed in [100]. Further trajgcensitivity approach [104] was
applied for preventive generation rescheduling ahdnt/series compensation for
improving transient stability. In this work parametinfluence was studied through
trajectory sensitivities. Venayagamoortttyal. [85] proposed an approach based on
the optimal tuning of output limits of PSS. Forstlapproach authors employed Feed
Forward Neural Networks (FFNN). This adaptive cohtwas designed to identify
trajectory sensitivities and thereatfter, it wasdusecompute second order derivatives

of objective function.

Trajectory sensitivity approach is useful to deteerthe parametric influence on
the objective function [83]. In real power systernsinof the objective functions are
unknown, to determine the effect of PSS parametersbjective function, this thesis
proposes three PSS parameters estimation schesezs datrajectory sensitivity.

Several intelligent algorithms [74], [76]-[82] & 05]-[152] were employed for
solving complex optimization problems. These alions were namely Genetic
Algorithm (GA) [130] & [133], Particle Swarm Optimétion (PSO) [115], and Tabu
Search (TS) [76], Intelligent Reconfiguration Algom [139], Ant Colony
Optimization [141], Bacterial Foraging Algorithm43] etc. These search paradigms
were based on population and had a unique seatfrs and properties, which made
them unigque. Some of the features were based olorakpn and others were on
exploitation [128]. From these approaches a commusvas drawn that, it was
essential to test the proposed design on hard wonsli As design obtained under
hard conditions will hold good in all conditions6][7 Abido et al. [73]-[77], [79] &
[80] formulated such hard conditions in their wookpresent a robust design of PSSs.
Surprisingly less importance was given to the sotuguality obtained from these
algorithms [73]-[80]. Success rate and convergaridbese algorithms were not only
dependent of some decision variables but also emature of optimization problem.
S.K.Wang [82] presented a chronological comparisbmll conventional objective
functions for 16 generator 68 bus system. Ant dimacbased hybrid differential
evolution approach for designing PSS was reporyed/anget al. [81].
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Yang et al. [127] proposed Cuckoo Search Algorithm (CSA), Wahigas nature
inspired and mimic the behavior of cuckoos. Rasktdi. [132] proposed a beautiful
analogy between optimization process and gravitatidaw, which was named as
Gravitational Search Algorithm (GSA) [132]-[134].v&utionary algorithms were
employed for PSS design in literature [116]-[12Apido et al. [77] presented an
optimal multi objective design by using genetic asithm. Various operating
conditions were treated as a finite set of plamd multi objective approach was
formulated with damping factor, damping ratio oé thoorly damped modes. Real
coded GA was used in this work. The similar appnoaas found in [80], author used
an objective function based on damping factor, epiimization process was solved

by using Simulated Annealing (SA) approach.

In the thesis work, momentous comparison of founl@ionary algorithms is
presented namely GA, PSO, GSA and CSA. Optimizgiamblem is solved with a
conventional objective function based on speedatievis of the rotor. A decisive
evaluation is presented on the basis of soluticadityuobtained from the algorithms.
Parameters for analysis are overshoot value, regtilme, Figure of Demerit (FOD),

standard deviation of the objective function values

A brief survey of literature related to researchrkycand research objectives
formulated on the basis of the critical review ibériature are presented in following

chapter.



Chapter 2

Literature Review

This chapter presents a critical literature reviewd pays credit to those
researchers who have contributed in the field oélssignal stability. This thesis
presents small signal stability analysis in multialnine system. This chapter reviews
the technical literature related to various aspeftsmall signal stability in power
system to ascertain proposed research work andomm fresearch objectives.
Fundamentals of the small signal stability alonghwhe methods of enhancement of
damping, tuning and location identification of Powgystem Stabilizer (PSS) are
briefly discussed in the chapter. The researchctibgs are found on the basis of

critical assessment of the literature.
2.1 INTRODUCTION

In early days new generating units in electricitytisystems were required to
extend the power generation limit and power transépabilities. To ensure secure
and reliable operation, these units were equippégld wontinuously-acting voltage
regulators. As these units upheld a larger pergentd the generating capacity, it
became obvious that the voltage regulator acti@hdmaunfavorable impact upon the
stability of the power system, due to the oscitlasi of small magnitude and low
frequency which were typically in the range of (8.2) Hz for local mode and (0.1 -
0.8) Hz for inter-plant or inter-area mode [1]-[4Prima facie these oscillations
seemed to be an issue of less importance to addnetzrge power networks.
However, without proper handling and control, theseillations persist and grow
with time and finally spread throughout in the syst eventually causing the system
collapse [1] & [2]. Repercussions of these smabtutbances, along with the
prevention fall in the scope of Small Signal StapiAnalysis. Preceding section

presents introductory details of the small signaibiity.

2.2 SMALL SIGNAL STABILITY

Stability issues have already gained prominenck exery passing day. The need
of the hour is to develop a robust system, whiamoislikely to give up in the wake of
blackouts and different contingencies. IEEE/CIGREntITask Force committee [15]

defines the power system stability as follows “Srd@turbance (or small-signal)
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rotor angle stability is concerned with the abildf the power system to maintain
synchronism under small disturbances. The distwdmnare considered to be
sufficiently small that linearization of system efjons is permissible for purposes of
analysis’

Cost effective control of such low magnitude arehfrency disturbances are well
handled by PSS. PSS is a part of supplementaryaéinci control system [13]-[15].
The device is used to introduce effective dampihglectromechanical oscillations
via modulation of generator excitation. Althoughdem control methods have been
used by several researchers to minimize the pbestibjective function which was
based on either eigen property analysis or deviatibthe speed of rotors. Power
system utilities still prefer the conventional Idad power system stabilizer structure.
Since the PSS has engrossed the interest of rasesrextensive research has been
conducted in the following fields:

« Effect of PSS on system stability

+ Effective PSS locations

« PSS tuning methods

« Practical experience in design, installation & @pen of PSS.

Fig. 2.1 shows the conventional Delta-Omega PSSstabilizer is design by
suitable selection of time constantg, T, T,, T3, T4 and stabilizer gain &ag. In
practical situation a torsional filter is used &itenuating the stabilizer gain at turbine

generator shaft torsional frequencies and may bgkecied while designing PSS.

_ Phase Lead
Gair Washout Bloc Compensator Vsmax
Ao
| sTw | 1+sT1 | 1+sT3
—> Kgras > > v Vs
1+sTw 1+sT2 1+sT4

Vsmin

Fig. 2.1: Power System Stabilizer transfer functicodel
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Where ks is Stabilizer gain, § is Washout time constant afd, T,, T3, T4 are time

constants of the lag lead networks.

To present an extensive literature review on the@mpcedure, practice and
implementation of PSS in various environments & rtiajor fulcrum of this chapter.
Literature review revolves around following paraemstand basics of small signal

stability investigations.

(i) Different methods for identification of suitabletes for PSSs locations in

power system.
(i) Conventional eigenvalue based objective functions
(iif) PSSs tuning methods and chronological developnienie sector.
(iv) Applications of evolutionary techniques in PSSigies

The key parameters of the review are evolutionalgorghms, which are
stochastic search methods and mimic the metaphpoatofal biological evolution of
the social species [105]-[109]. Their chronologickvelopment in the past few
decades is discussed. How bio inspired algorithresfraitful to deal with complex

optimization problems, their advantages and linateg are pointed out in this section.

The review also revolves around the trajectory isigitg calculations [92]-[99]
and their application in PSS parameters estimg88h Much work in this regard is
reported by M.A. Pakgt al. [94], [96] & [98] on the power system applicatioh
trajectory sensitivities. Trajectory sensitivityadysis provides a deep insight into the
security of power system and often treated as gutish of simulation, as simulation
provides only behaviour of the system at particdperating condition. However,

parametric influence can’t be judged by nonlinearutation.

2.3 PSSLOCATION IDENTIFICATION

PSS location selection problem has been studied lmng time by researchers [6],
[7], [9]-[12], [16], [31], [32]. While selecting PSlocations, the control effect of the
PSS and choice of input signal should be considd?&$ is employed to improve
damping of the system.



Arcidiaconoet al. [5] used the sensitivity of mechanical-mode (swidgmping
with respect to gain of the stabilizer to locate thost effective location for outfitting
PSS for damping enhancement. Later, T. Hiyama [€$gnted an approach using the
concept of coherent groups. This technique was dbase coherent identification
method and proved extremely useful in transierdiets According to the author, the
major disadvantage of this method was associatéd thie arbitrary behavior of
generator under different variety of disturbances for small and large disturbance.
Secondly the author also proposed that selectidheo$ite for PSS was quite arbitrary
in nature in a coherent group. The most universaligd approach for stabilizer
location determination was the eigenvector methagbgsed by DeMellat al. [7].
Although this method had been successfully apptedhe systems having same

generators, it might fail in certain systems widngrators of different rated capacities.

In fact, it was reported in the study [8] that thgenvector (generator speed) itself
may lead to undesirable stabilizer location. Ineordo get better results it was
proposed that, generator momenta, which are thergtm speeds weighted by their
moments of inertia, must be employed as the aoiefor choosing suitable stabilizer

locations.

In 1989 Martinet al. [9] presented efficient algorithms for penetrgtithe
locations of PSS and Static VAR Compensators (SWCjnulti machine power
systems. The proposed algorithm suggested the sndable generators and buses for
placement of PSS and SVC in order to damp thecalitmodes. The algorithm

involves the calculation of transfer function resd [5]-[10].

Many approaches or indices based on the open-lgsigra model have been
proposed and successfully used for selecting thenam PSS sites, such as the modal
analysis approach [10], Relative Gain Arrays (RGA)] and different sensitivity
coefficients [12]. Relationships between sensifiviesidue and participation factors
have also been discussed in [33]. To consider m@ehines and state variables in a
large-scale system, some indices were derived thmweduced-order modal analysis
[25]-[27]. A comparative study was presented in] [A2d the most popular techniques
or indices were found to be the residue method theddamping torque analysis.
However, all of these techniques [5]-[12] were llage a deterministic condition with

constant system parameters and a particular loadl le
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E.Z. Zhouet al. [32] presented a new concept of allocating PS@ulti machine
by using Sensitivity of PSS effect (SPE). In theper author formulated an index
which was function of Automatic Voltage Regulatd&VR) gains and time constant.
Although author demonstrated and validated the ggeg@ approach through non linear
simulation, yet the paper left unabated dilemmawbit will happen if different

configuration(s) of AVRs were employed.

Yuan-Yih Hsuet al. [16] presented a method based on participatiotofao
identify the best location of PSS to provide adeégudamping. Authors presented a
momentous analysis over single machine infinite (®iglIB) system and extended
that analogy over two multi machine systems. It wegsorted that swing modes are
the main culprits and introduced oscillatory indigbin the system. In the very first
part, author calculated participation factors farious states of SMIB system and
concluded that the value of participation facta@ssignificantly higher fow (rotor
angle) and» (rotor speed). Summation of the participationdegtof most associated

states are calculated and used as the perfecidogdéntification mark.
Critical Review

» All these indexes are based on the calculationigénealues or indirectly
related to them. The most ironical thing observedhiese analyses is that all
these investigations are addressed with a partioperating condition and the
values of these indices are changed when the apgrstenario is changed.
There is an acute shortage of indices which inditia¢ proper site of PSS and

that indication too, holds good in almost all opiegconditions.

» The major assumption in the calculation of Pgvttion Factor (PF) is that
often effect of PSS is considered as the effecdaping coefficient of
machine which holds good when system is smal SMIB. However,

approach is not suitable for a large multi maclmioeer system.

» SPE is the function of AVR gain and time constafr different

configuration(s) of AVRs, the values of SPEs enduith ambiguous results.

The hypotheses arrived at, from this literaturesgyrare informative and provide a
solid foundation for the investigations of new iteB for identifying effective

locations of PSS in multi machine Networks.
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24 DESIGN OF CONVENTIONAL PSS

In this section, technical literature of designiR§S through linear methods is

discussed in brief.
2.4.1 Pole placement

Controllers obtained from simultaneous stabilizatiechniques had fixed gain
constants as compared to adaptive controllers.eThemsons induced Othmanal.
[17] to apply a pole-placement procedure to design-switching controllers for
systems with multiple operating conditions. A segains were separately designed.
Then, a special root locus technique was used jisstathe gains and only dominant
modes were used in the controller design. The riehilzer performs better than the
traditional one especially if a machine outage ogc®n the other hand, a new and
more efficient pole placement PSS design methodprn@sosed by Yu and Li [18]. In
this method, participation factors [16] were usedstlect the sites and number of
stabilizers in a multi-machine system. Further@dJ@iR. Ferrazt al. [87] presented
an approach based on least square method. TheeprablPSS gain scheduling for 36
stabilizers, considering 11 operating conditiong described for a model of the
Brazilian South-Southeast system. The problem vdakessed with nonlinear least
squares through Newton method. However the meth@s$ Wwased on phase
compensation parameters for the individual PSSs fllle Generator Exciter Plant
(GEP) [19]-[23] phase compensation requiremente PI$S gains were object of

coordination, which was the only lacking part aétresearch [87].

A classical well written approach was presentedPhl[24]. In this work, merits
of a robust low-order pole-placement method of dagysontrol design over a
conventional root-locus method were discussed.ddsggn was based on a Weighted
and Normalized Eigen value Distance MinimizationNBDM) method, to model
damping controllers employing Superconducting MaéignEnergy Storage (SMES)
devices in a study system. The WNEDM-based coigfnarantees adequate damping
in the pre-fault and post-fault cases. The dampiagormance of the controllers is
compared with that obtained by the root-locus tepm Author also found that
classical techniques like Linear optimal contradl diot address the objective of the

closed loop damping directly.
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24.2 Linear Matrix Inequalities (LMI)

Phase compensation method and the root-locus mg##jdare most classical
methods used in literature. Recently, modem conmtethods have been used by
several researchers to take advantage of optinmitatdechniques [25], [26] & [28].
These methods utilize a state-space representafidhe power-system model to
calculate a gain matrix which, when applied asagedieedback control, will minimize
a given prescribed objective function. The feedbgal matrix is obtained through
solving a family of linear matrix inequalities [2}8].

R. Guptaet al. [29] presented an approach in 2003, for desigaipgwer system
stabilizer for single machine system using robwstqgalic output feedback controller.
In this approach, authors linearized the nonlineadel of machine at different 16
points and created 16 different plant models. Facheof these plants, an output
injection gain wa®btained using the Linear Quadratic Regulator (L@Rhnique. A
robust periodic output feedback gain which realizleglse output gain, is obtained
using LMI approach [30]. This robust periodic outgontrol was applied to a non-
linear plant model of the machine at different gpieg (equilibrium) points. Further
author added that the proposed approach had arr egge over the conventional

static output feedback control.

P. Shrikant Racet al. [30] presented an approach by which placementhef t
system poles in an acceptable region, in the coaglene for a given set of operating
and system conditions was accomplished. It guagdné@propriately damped system
response over the entire set of operating conditidhe proposed controller used full
state feedback. The feedback gain matrix was adass the solution of a LMI
expressing the pole region constraints for poljiropplants. The technique was
illustrated with applications for the design oflslizers for single machine and 3

machine power systems.

2.4.3 Eigen Value sensitivity analysis

In Chunget al. [31] proposed PSS design based on eigen valudiggnsnalysis,
where the statistical attributes were given to thal part of the eigen value to
encapsulate various operating conditions. Varigge@aches based on eigen property

analysis is reported in literature [32]-[40].
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The probabilistic approach for power system dynashiclies began in 1978 [34].
The probabilistic property of an eigenvalue in m@chine test system was determined
from the known statistical attributes variationssgétem parameters namely, the rotor
angle and mechanical damping [35]. Uncertaintiessictered were stemmed from
measurement, estimation, and forecast errors partécular load level. The concept of
stochastic stability was employed to study the italproblem based on dynamic
stability limit curves of single-machine system |3¥ariation of system operating
conditions in multimachine system was first consedein [37]. Second order
eigenvalue analysis was presented in [39]. Thiskweas based on simulation of
lightly loaded hydro generator, which was equippedth a stabilizer and
connected to a local non-linear load. The dependehcsub-synchronous resonance
on system parameters was predicted for the cage¢hmrmal generating unit feeding a

large induction motor load through a compensataasmission line.

2.4.4 Adaptive Control

To improve the damping torque applied by PSS, rebeas came forward with
nonlinear methods of design. Adaptive control mdghpi1]-[73] for designing PSS

came in picture for two reasons:
a. Extremely fast processing facility.

b. Ability of schemes to realize complicated nonlinespping from the input
space to the output space.

Kamal Sadamt al. [43] developed a controller, based on a novel oalogy that
was a hybrid controller with two algorithms, namedy neural-network (NN) based
controller with explicit neuro identifier and anagdive controller that evolved from a
model reference adaptive controller. Much work wegorted by O.P.Malilet al.
[45], [48], [49], [50], [54], [56], [57], [61], [6R [64], [67], [71] & [72] in adaptive
control. Adaptive tuning scheme based on back maien with multilayer
perceptron was developed in [48]. The concept @s®ot with the work was that
during tuning, ANN memorized the control strategyd gorovided damping torque
under different operating conditions. Kothat al. [53] proposed a self tuning
procedure of PSS. The controller used a state-tetdlbaw, whose gains were
evaluated from the pole-shifting factor. The prambsmethod was simple and
computationally efficient. The problem with this ANcontroller was that, training of
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neural network was based on nonlinear optimizatibhe parameters estimated
through nonlinear optimization have a great proldglio get trapped in local minima
[59].

25 CONVENTIONAL OBJECTIVE FUNCTIONSIN PSS DESIGN

Power system is subjected to different disturbanttess duration of oscillation in
the time domain is determined by several eigengafiitdhe most right sides on the s-
plane. Objective functions are currently formedhwithe help of damping ratios and
damping factor [74]-[81], as the swing mode excilegl a specific contingency
introduce negative damping in the system. Alatal. [74], [75] & [80] used an eigen
value based objective function which employed neait of the swing modes in
objective function. The shifting of the eigen partrectangular zone towards left half
of the plain was achieved. Further the work rebme[77] & [78] concerned with the
construction of multi objective function which naly shifted eigen value’s real part
in left plane but also simultaneously improved tti@mping. However, this is
worthwhile mentioning here that objective(s) wast monflicting in nature. In
literature single objective function with dampirgtio was constructed in the works
[74] & [80]. Table 2.1 shows the critical compansof the approaches in terms of
convergence, shape and component(s) involved ecobg function(s) along with the

disadvantages associated with it.

Table 2.1: Comparison of Objective Functions

Objective Convergence Limit Limit
¢ Jec Component 9 Oscillation Damping Disadvantage
unction region !
Frequencies?  Factors?
J1 Higher frequency
74,175, [77] o rectangle No Yes modes
: Low frequency
J2 Fan shaped with o
b . L Yes No inferior damped
[74],[81],[80] the tip at the origin modes
J3 : High frequency
[77], [78] 0, & D-shaped Slight Yes modes
J4 Fan-shaped with Slightly difficult
[81] X the tip at the Yes ves to converge
J5 Difficult to
82] ® D shaped Yes Yes converge

Fig. 2.2 shows the convergence region of all the fibjective functions. Out of
these objective functions, the most effective fumctbased on damping scale was
created by S.K.Wang [82].The work was based ontiomraf a novel objective

function and application of a novel algorithm cdll&radual Self Tuning Hybrid
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Differential Evolution (GSTHDE), for designing PSSwas proposed and applied on

5 area multimachine system.
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Fig. 2.2: Comaparison of Objective functions

From Fig. 2.2, it can be concluded that the mo#tcéfe objective functions
which don’t contain higher frequency and lower freqcy inferior modes are
damping scale and speed deviation based objecinaidns. Higher frequency modes
cause numerous up/down oscillations which redueelita time of system devices.
Similarly low frequency modes are also dangeroustlie life of equipment. This
problem was reported with all three objective fumts, which was removed in the
objective functions based on speed deviations & plagnscale [82]. The problem
associated with the speed deviations based obgefttinction is that, when the system
is large it increases the computational burden rmag be unable to determine the
global optimum while solving the optimization wittie conventional approaches [79],
[83], [84], [88]. This postulate gives motivatioo $olve the above said optimization

process with the latest evolutionary algorithm.
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26  TRAJECTORY SENSITIVITY APPROACH

Trajectory sensitivity approach [83]-[104] is anabical tool to determine
parametric influence of PSS on objective functimreal power system trajectories
are used to determine the behaviour of the powsesyunder stressed conditions. In
literature trajectory sensitivity analysis is natiylimited to transient stability studies

but also employed with small signal stability caf&g-[89].

Baek et al. [85] proposed a method based on differential akjebimpulsive
switched (DAIS), in this approach the damping perfance of system was judged
just after a large disturbance. Further in thisknbmwas exhibited that the non linear
smooth parameters such as the saturation limiteeoPSS couldn’t be tuned by the

conventional methods based on linear approaches.

D.Z.Fang et al. [86] proposed a computation technique based ojectay
sensitivity of power system. These trajectoriesenveslculated with respect to PSS
parameters. Trajectory sensitivities of PSS offemedeep insight into influence of
each PSS parameter on damping system oscillatibe. riiethod was tested over
SMIB systems, however the more interesting studadd be carried out for large
multi machine system where inter area oscillatiares excited with the interaction of

various generators.

M.A.Paiet al. [96] presented a trajectory sensitivity analysisHybrid systems .A
hybrid system model which had a differential algébdiscrete structure was taken. In
this study authors illustrated the efficacy of éxdpries to demonstrate the system
behaviour which could not be obtained from tradiéibsimulation. Sancheea al.
[103] presented a method based on trajectory sé@hsior determining the reactance
of synchronous machine and excitation system tiamstants. In this paper generator
was modelled in great detail to provide an accureterence model. M.A. Pat al.
[94] investigated transient stability by using éi@jpry sensitivity functions of the post

fault system with respect to system parameters.
Critical Review

Optimization process is complex, when the probleassociated with the real
worlds are solved. PSSs parameter estimation isxample of such optimization
problem. In this problem, the behaviour of the obye function is predicted through
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the eigenvalue sensitivity analysis. However, egéngly PSS parameters are not
explicitly included in the conventional objectiventiction(s). There is an earnest need
of sensitivity analysis to understand the behavemd impact of PSS parameters on
objective function(s). Literature reported differesensitivity based schemes for PSS

parameter estimation in [83].

However, the work [83] left an unabated dilemmaardgg sequential tuning
scheme, how the sequence of optimization of thalidate(s) was decided in this
work. This thesis not only presents a comparativayasis of conventional schemes
but also presents modified versions existing sclseme

2.7 PSS DESIGN BASED ON EVOLUTIONARY ALGORITHM

Evolutionary algorithms [105]-[152] are examplesimitation of life, in designs.
Evolutionary algorithms are a class of optimizatmoeblems, which hail inspiration
from the social behaviour of swarms, species amdtiieory of natural evolutions
[105]. All evolutionary algorithms are charactedzby their different operators and
their behavioural differences, but common attrisuia the algorithms are the
stochastic behaviour, random search and selecfiffi].| The behaviour of natural
species like ants & their virtue of finding the diest route to a source of food, and
birds able to migrate to remote places & find thastination give inspiration for
establishing mathematical framework for algorithf@®7]. The behaviour of such
species is guided by learning, adaptation and @éeoluwhich was later termed as
social intelligence [108] & [109].

To mimic the efficient behaviour of these speciearious researchers have
developed computational systems that seek fastrahdst solutions to complex
optimization problems. The first evolutionary-bastgthnique introduced in the
literature, was Genetic Algorithm (GA) [110] & [1]L1GA was based on the
Darwinian principle of ‘survival of the fittest’ @nthe natural process of evolution
through reproduction. GA may require long procegsiime for a near optimum
solution to evolve [74] & [80]. All problems lentiémselves well, to a solution with
GA [110]. An attempt is made to improve the perfance of GA in terms of
processing time and solution quality and thosereperted in the literature [111] &
[112]. Wonget al. [113] used genetic/ simulated annealing approachsdlving the
economic load dispatch problem. Chanan Sieighl. [114] used two functions death
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penalty and penalty function to fight with prema&taonvergence and large processing
time, this procedure was named as atavistic gemdgiorithm. In addition, to the
experiments with GA in 1995, Particle Swarm Optiatian (PSO) algorithm was
developed by Kennedy and Eberhart [115], which atedi social behaviour of flocks
of birds and schools of fish. Similar to GA, PSQalso an optimization technique
based on population. GA is employed in PSS desigh [79] & [116]-[119].

In [119] a systematic and automated approach bas&slA was proposed. It gave
rise to selection of optimal performance weightthaut any trial and error attempt.
The resulting H PSS performed quite satisfactorily under a widegeaof turbo
generator operating conditions and was found roagainst un-modeled low-damped
torsional modes. Further PSO was employed in tsgdeof PSS in [74] & [120-125].

Stative et al. [123] proposed an approach in which MATLAB [154}daDig
SILENT [155] were employed and linked together inganuine automatic data
exchange procedure. Consequently, the test systentha controllers were modeled
in Dig SILENT and PSO algorithm was implementedMATLAB. Gravitational
Search Algorithm (GSA) was applied in modified fonm[124], where it was called
Oppositional based Gravitational Search Algorith@GSA). The most important
issue for applying oppositional based GSA was &uhehe optimal value in less time.
This scheme enabled the process to reach the desitae in smaller search space
[125]. Computation results illustrated that thegmeed technique was more effective

in improving the dynamic performance by dampingltve frequency oscillations.

Abido et al. [76] employed Tabu Search (TS) algorithm in theSRigsign. The
parameters of the proposed stabilizers were seletiag TS. This TS tuned PSS was
used to shift; the system poorly damped electromu@chl modes at several loading

conditions and system configurations simultaneously

Incorporation of TS as a derivative-free optimiaatitechnique in PSS design
significantly reduced the computational burdenadidlition, the quality of the optimal
solution does not rely on the initial guess. Furthpproaches for obtaining designs
based on optimization process through evolutiorsgprithms can be found in the
literature [126]-[131].
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Critical Review

It is quite obvious that gradient methods are &gopdinly to the objective functions
which are differentiable [156] & [157]. It is to wi mention here that if the shape
and behavior of the objective function is unknowre do limited knowledge, which
often occurs in real world, the choice left is exmnary design. Multi point search
strategies and randomization are the main postulatehe evolutionary algorithms
[105]-[111]. These features help the designer &vent from being trapped in local

minima.

Although different design strategies were proposepast for evaluation of PSS
parameters yet the comparison based on the solgfiaiity, time elapsed and
convergence is not presented effectively. Manyhaf optimization processes were
reported as time taking exercises in literaturd,[[f/&/], [80] & [82]. There is an acute
need of an optimization paradigm, which not onlijves optimization process in less
time but also gives the better solution quality.décisive evaluation of different
algorithms will provide a better insight to diffateattributes and features of the

algorithms.

2.8 RESEARCH OBJECTIVESOF THESIS

On the basis of critical review, following objeats have been formulated for the

research work:

1. To present a comparative analysis and evaluateatioeiracy of existing
methods for identifying effective locations of PS8 IEEE standard
multimachine system [153].

2. To propose a methodology to inculcate statistidaibaites in real part of
eigenvalues and overshoots under different opgratmditions, and propose a
set of location identification indexes for outfiity PSS in multimachine power

system.

3. To perform sensitivity studies on a standard IEE®&timachine system to
know the parametric influence of PSS on conventiaigenvalue based

objective function.
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4. To present efficient Trajectory sensitivity basedhesmnes and decisive

evaluations of the schemes for optimal tuning of P&rameters.

5. To solve PSS parameter estimation problem wittstaeolutionary algorithm.
Draw a momentous comparison with the conventioptihozation approaches
on the base of solution quality and standard dewiatin objective function

values.

6. To present the comparative analysis between ovetsinad settling time of
speed deviation curves based on the response ettainder different

operating conditions, system configurations antedght perturbations.

In the following chapter, PSs location identificati problem is solved by using
existing methods (PF & SPE). These existing appres@re compared with two new
proposed indexes namely Eigen Value SensitivityendESI) & Overshoot
Sensitivity Index (OSI), for identifying efficienibcations of PSS in multimachine

system.
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Chapter 3

PSS L ocation | dentification | ndex

Stability investigations of a large electric powsystem exhibit a formidable
challenge to a system analyst as the system stze@nplexity are major parameters.
Power system faces the problem of bothersome dynastillations in the range of
0.2 to 2.5 Hz, which are associated with poorly padioscillation modes [1]. The
important objective of oscillatory instability is identify the poorly damped modes
which embed the instability in the system. Powest&y Stabilizers (PSSs) are the
effective solutions for enhancing system damping[§2There are several indices
introduced in the past for finding out the effeetiocations of PSS in power system.
These indices were based on eigenvalue [32], resi@l]-[23], [34]-[35] and
Participation Factor (PF) calculations [16]. Eigalue calculations are time taking for
multimachine systems hence, it is pragmatic toudis@an acute necessity of the fast
acting methodologies for computing eigenvaluesyambf the system [38]-[40].

The existing indices have some limitations [16],2][3[34]-[37] & [89].
Considering these limitations, this chapter propdse new indexes to penetrate the
suitable locations of PSSs in multi machine netwoRroposed indexes are based on
probabilistic distributions of eigenvalues and eW&ot of swing modes [27], [38]-
[40] & [89]. Probabilistic distribution of the reglart of the eigenvalues and overshoot
is done to make the replica of real power systemperaiing conditions. The
performance of proposed indexes is tested on stn@dEE 39 and 68 bus test
systems [153] & [160].

3.1 INTRODUCTION

PSSs offer a cost effective control for dampinguregments. High gain Automatic
Voltage Regulators (AVRs) are required to achiekendient stability but these
devices inculcate negative damping in the netwbrkhis way PSS is dynamically
interlinked with the AVR. In early 80's the apprbas like coherent group
identification [6], sensitivity calculation of meahical damping modes with respect to
stabiliser gains were established for penetratimtpisle locations of PSS in power
networks. Most of these approaches were based ejgam property analysis [32]-
[40]. These approaches gained wide acceptancaliynibut finally took over by the

residue and PF methods [16] & [33].
22



It is well reported in literature that approachdma®n only right eigenvector gave
erroneous results as the right eigenvector is asgociated with the measurement of

the activity of the associated variable [32].

Yuan Yi Hsuet al [8] & [16] presented a beautiful comparison obtwethods
namely PF and right eigenvector method, the vamaith real part of swing mode was
observed while PSS gain was varied in a wide ratiggas observed in the studies
that for location suggested by right eigenvectotho@ observes small amount of
variation in the real part of the eigenvalue fagi&achanges in PSS gain. However, the
location suggested by PF observed a significantuatof variation for the small
change in PSS gainfThe previous approach was highly undesirable simicg
stabilizer gain would result in severe deviationtive voltage profile under fault
conditions. E.V. Larsert al. [14]-[15] mentioned some cases, where the stabiliz
may even cause leading power factor generator tiperf21]. As a matter of fact,
being liable to cause unsatisfactory deviation he woltage profile is the major
disadvantage of a PSS [14]. As a result, it isrdgddo keep the gain of the stabilizer
as small as possible as long as the desired darnpmfe achieved satisfactorily [13]-
[14].

T.Hiyama [6] presented a method based on residlesthis work, the
identification of states influencing the modes ofciation was obtained by
employing right and left eigenvectors. Thus a measid the relative participation of
thej™ state variable in th" mode could be calculated. The modes of concetarin
area modes) were poorly damped. These modes wenteskto carry out this analysis
sequentially. Using input-output relationships, shoexcitation systems mainly
influencing states with an important content of dseillating mode of concern were
detected. This result was verified using the eigdmas' sensitivity to changes in the

damping factoD;,

Y.Hsu et al [8] & [16] presented an extension of the analys@m Single
Machine Infinite Bus (SMIB) to multi machine systelm this work authors calculated
the value of PFs for different swing modes for eliént variables. On the basis of the
values of PFs most affecting states were identified for extension the analysis on
multi machine network summation of theandwo were obtained. Section 3.2.1 shows

this analysis for SMIB. The problem with this argadyis that in PF calculation, often
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the effect of PF is assumed to be equivalent ofpdiagneffect of PSS. This analysis

holds good for small networks but not suitablerfadti machine networks [21].

A conventional index which was based on the catmraof the right and left
eigenvalues was presented by O.P.Matilal [32]. In this work emphasis was given
to calculate right eigenvalues & left eigenvalugsuitaneously. It was demonstrated
by authors that whereas the right eigenvector gikesnode shape by describing the
activity of the variables when that particular mogas excited, the left eigenvector
gives the mode composition by describing what weidhcombination of state
variables is needed to construct the mode. Fugh#rors introduced an index which
was based on AVR gain and time constant and canespg entries of eigenvectors
for swing modes. This indice was named as SensitdfiPSS effect (SPE).

Stochastic probability analysis of dynamic stapilitnit curves is presented [6]
however, it was for SMIB. The state of art analybiased on reduced order
eigenvalues was presented by Ignacio J. Perez daz al [33].1t was based on a
physically motivated framework and reported as cdele modal approach. For
considering different operating conditions the riaddtage injections was selected by
K.W.Wanget al [36] .These voltages were found as a suitablatager introducing
the uncertainty quotient in the system studiess thiame work was based on
successive calculation of load flow where each reigalue was obtained from the
probabilistic attributes of the nodal voltages. I6wing are the points of
considerations while proposing new indexes basedeansitivity and probabilistic

distribution of the eigenvalues.

» All these indexes are based on the calculationigénealues or indirectly
related to that, which are addressed with particafgerating conditions. The
values of these indices are changed when the apgratenario is changed.

There is an acute shortage of an indice which atdithe proper site of PSS.

» The major assumption in the calculation of PF @t thften effect of PSS is
considered as the effect of damping coefficient tbé machine. It is
considerable for small networks but loose the @abee when multi machine
systems are considered.

» Change in the value of SPE with AVR gain and tinemstant makes this

indice less efficient, for different configuratioh AVRS.
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This chapter proposes a set of new location ideatibn indexes based on
statistical attributes for outfitting PSS in muithachine systems. Eigenvalue and
overshoot sensitivity indices are calculated arddabmparison of the same was done
with the conventional indice SPE & PF. The statatiattribute in form of standard
deviations and mean is given to the real part efdlyenvalue and overshoot of the
damping modes to inculcate different operating donts. The probabilistic
distributions of these parameters are a replicdifbérent contingencies and give a

more realistic approach to the analysis.
3.2 EXISTING PSS LOCATION IDENTIFICATION INDEX

Several indices are defined in the literature tentify the effective location of
PSS in power system [9], [11], [12], [21], [23] &3]. In the following sections some
of these indices are mentioned and calculated poeafate the proposed overshoot

and eigenvalue sensitivity indexes.

3.2.1 Participation Factor (PF)

The PF is a dimensionless real number which isrialgke with the change of the
scale of state variables [1], [16]. The participatfactorP; can be also interpreted as

the sensitivity of the eigenvalug with respect to the diagonal elememtof A. To

form a better understanding firstly the calculatmnparticipation factor is done on

SMIB system.

Gz s(s)

AT
V., Xt AE,, K, |a¥m T _l+ 1 o
—rlz)-me(S) T 1+sT » K, -ﬁ:tﬂ > STk Zm, =

3 I

A -
Exciter Fidd circuit
A‘H w
K5 KI _

1 AE, +
TrsT, [e—id2) Ks |

Vokage Transd ucer

&

 J

Fig. 3.1: SMIB system with AVR and PSS
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Fig.3.1 shows a SMIB system with AVR and PSS. Tiiial operating condition
for this system is given a¥K, =1.0755K, =1.2578§K, =0.3072K, =1.7124
K, =-0.0409K, =0.4971K , =40QT, = Q05E,,,, =-73U, ., = 012U, =-Q12.
These operating conditions excited some of the gwmodes, the detail values of
eigen and participation factors for different ssatere shown in Table 3.1.Brief

description of the eigen property analysis andsPiRdluded in Appendix-A.

Table 3.1: Participation factor associated witlieddnt states

Eigen values Ad Ao AE'q AEgy AV
-217.8 0 0 -0.01433 0.07836 0.9631
-0.01384j9.22 1.004 1.004 -0.00646  0.00686  -0.00858
-1.8522+j0.0382 -0.00409 -0.00409 1.0208 0.9148 7260

From Table 3.1 following conclusions can be drawn:

» It can be observed that torque-angle deviationspeegd deviationg, 4w) are
the state variables which have significant paréitign factors for the poorly

damped electro mechanical mode.

» Only negligible participation factors have beenrfddor other state variables

as far as the mechanical mode is concerned.

» This is as expected since the variablés,(40) are related directly to rotor
oscillations. These characteristics are describgdtie mechanical-mode

eigenvalues.

» As a result, only the sum of the participation éastof A6 and Ao of each
generator, associated with the swing modes willekamined in preceding

section.
3.2.2 Sensitivity of PSS Effect (SPE)

This conventional index first proposed by E.Z.Zhewal [32] and named as
sensitivity of PSS Effect (SPE). According to tmslexwhen a machine is selected
for PSS installation, for best affect first the diople of PSS input (measured by
right-eigenvector) should be relatively large, aetond the control effect of PSS is

considered as a left eigenvector entry.
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SPE is defined as per equation for any machine

ki

E (g t
€]

SPE =4,V (j=12,...m) (3.1)

Where:
Hpgj: Right eigenvector entry correspondingAtgl
VAEfd' . Left eigenvector entry correspondingﬂsfdj
J
kej: AVR Gain

tej - Time Constant
3.3  PROBABILISTIC SENSITIVITY INDICES

State space equation for Multimachine system casirbply described by equation
(3.2). For a particular moden’ the residue calculation is based on the contriitiab
and observability factor as mentioned in (3.3).

{X = AX+ BQ} (3_2)
Y =CX

R,=CU,V,'B (3.3)

Where, U, V., are the right and left eigenvectors of system &y is the
residue matrix. Eigenvalue for this mode =a,, + j 5, sensitivity of this eigenvalue

with respect to any system parameter(s) will begias equation (3.4).

%n_y T Ry, (3.4)
oK, oK,

Where K;and K; are the system parameters.

2 2 T T
0°Z, _yr A, V. 0A, OV OA (35)
OKOK, " OKOK, " 0K, 0K, " 0K, 9K,

Equation (3.4) and (3.5) are the expressions fat forder and second order

eigenvalue analysis. In probabilistic eigenvalualgsis covariance matric, of the

nodal voltages is solved from successssive load ftans for different voltage

injections. Covariance matrix is formulated in [38}F] & [89] and given as
expression (3.6).
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NozZ_ on
C o= m m CV| (36)
Amp &;1 avl avj J

Probabilistic index for damping ratios and probigbg index for real part of the

eigenvalues were derived in the state of art wa#.[
3.3.1 Probabilistic eigenvalues calculation

Eigenvalues obtained from probabilistic eigenvaloakulation are regarded as
random variables described by their probabilistengity function, for a particular

eigenvalu&, =a,+ jB,, in oscillatory studies computing and identificati of

poorly damped mode and fixing a control strategytii® modes is a daunting task to
perform. Dynamic scenario of the power system Isavehoice to consider an eigen
value as a random variable as it is mostly effebtedystem conditions configurations
and other system parameters [38]-[40]. Hence wiindard deviation and expected
value of the eigens are spreaded in form of praisébi distributed function.
Sensitivities of overshoot with respect to PSS3$)dai demonstrated in this work
further sensitivity reflects that which PSSs logatis able to bound the envelope of
overshoot of speed deviation curve in moderateaang

n = Az 40, 0, B = Bt 40, Wherea, and S, are the distributed vector envelope

between upper and lower range of eigen’s real amabinary parta'_m, Fm are the

expected values af, , 0,, are the standard deviations [34]-[37].
3.3.1.1 Probabilistic sensitivity representation of the Egen Value real part

For a system of n eigenvalues, the derivative fif éggen vector is a linear
combination of all eigenvectors [34].

av.' & 1 ; 0A T
m_— \ u.Vv, 3.7
oK ;(A _)Ik)m o vk (3.7)

Probabilistic sensitivity index for eigenvalue m (E®ith respect td" PSS gain

as per equation (3.8) can be formulated as

= 0a, _ Oda, +400m (3.8)
oK oK oK

PS% PS% PS%

ESI

3.3.1.2Probabilistic sensitivity representation of the Danping ratio

Damping ratio of any eigenvalue m is given by emuna3.9)
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&=t (3.9)
Jay + B,

By performing linearization of (3.9) at the expditta point
Where

Dam = — IBms’ Dbm = — amﬁm
Zy

The sensitivity of the variance of damping ratiohmespect to the'kPSS gain
will be given by following equation

Cen = D%arComam * D%rChn sm *+ 2DarPonCom.im (3.10)
aCfm = D2 aCama'm +D? acﬁ“ﬁ“ +D aC"m/”m
OKpss  "OKpss OKpss " " oKpss (3.11)
oD aD, '
+2(D, C +D_C ak_+2(D,..C +D C bm
( am™~am,am bm amﬁm) 6Kps$ ( bm™~ bmbm am amﬁm) 6KpS§
Here
aDam :_i Damfm_2 aam - i_iDam Dbm aﬁm (312)
oKpss  a,, oKpsg | @, $m |  OKpsg
5 _ . _
0D, , :[1_ 2|Om 90, | 1,3, |\ Of (3.13)
OKpss a, oKpss | B, &, | T OKpsg
0 00,
PSl,=——m_—4 (3.14)

OKpss  0dKpss
3.3.1.3Probabilistic sensitivity representation of the Eign value’s overshoots

Damping ratioéy, and overshoot of the signdl,, is given for any eigenvalues
Z. =a,+]B, mode is given by expression (3.8) and (3.14). @iceon of this work

the PSSs gain (|9 is a parameter over which the sensitivity analydithe overshoot
will be performed.

{,=exp - S (3.15)
V1-¢&.)

0l _0¢, 04,
aKpss afm aKpss

(3.16)

29



0y __ 7 A& =261+ (&,12) 06, (3.17)

GKPSS ((1_5 2)2 aKpss
afm = Dam aa + Dbm aﬂm (318)
OK s 0K s 0K s
WhereDam=l%3, D, = _amﬁ;m , a_m and ,B_m are the expected values of the
Zi (2,

real and imaginary parts. Overshoot Sensitivityidad(OSl) is proposed as per
equation 3.20.

' 0
oS, = 0 = 0n 4 %% (3.19)
oK oK oK

psg psx Pk

Based on the work reported in [34]-[37] statistiedtributes are given to the
overshoot and real part of the eigenvalues of harlp damped modes. Simulation

results on two IEEE standard test systems are miexsé preceding section.

3.4  SIMULATION AND RESULTS

The PSSs location identification problem is inigeged on standard IEEE-39
[153] and IEEE-68 bus systems [160]. Standard ssJiavhich are based on the
eigenvalue analysis, are carried out for the sakeomparison, as discussed in

previous section.

Table 3.2: Table Eigen Property analysis (New England)

Modes Eigen Values Damping Ratio
18 0.2848 - 6.6998i -0.0424
19 0.2848 + 6.6998i -0.0424
20 0.5728 - 7.2201i -0.079
21 0.5728 + 7.2201i -0.079
22 0.13506 - 7.7029i -0.017
23 0.13506+ 7.7029i -0.017
26 0.03581 - 8.2562i -0.0043
27 0.03581 + 8.2562i -0.0043
31 0.01936- 9.0723i -0.0021
32 0.01936-+9.0723i -0.0021

In stability studies ample importance is giverthe initial operating condition. In

this study nonconforming loads (10% constant curi€d6 constant power and 60%
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constant impedance for active power) are assignedew England System. Constant
impedance loads on each load bus for 16 gener&dyu6 system are considered.
According [82] System is observed in such a stokssendition that a small
perturbation make it unstable. To perform this dahan study 2.5 GB ram 2.5 GHz
icore-7 processing unit is used. Power System Tmo{PST) [158] of Matlab [154] is

used for simulation studies.

It can be observed from the eigenvalue analysissiti@e of the modes are poorly
damped and system is observing negative damping.pgéerer modes are shown in
Table 3.2 for New England System. Similarly eigdangaanalysis is carried out on 68
bus systems. Poorly damped modes are shown in Bahld o provide a solution for

this condition, PSSs should be located for enhagseem damping.

Table 3.3: Table Eigen Property analysis (16 Machine)

Modes Eigenvalues Damping
31 0.3745-6.8347i -0.00409
32 0.3745+6.8347i -0.00409
33 0.01432- 6.904i -0.00207
34 0.01432 + 6.904i -0.00207
35 -0.04981 + 7.346i 0.0067
36 -0.04981 + 7.346i 0.0067
40 -0.01368 - 8.077i 0.00169
41 -0.01368 + 8.077i 0.00169
42 -0.04616 - 8.102i 0.00569
43 -0.04616 + 8.102i 0.00569

Conventional indices PF and SPE are calculatgueaspproach reported [16] &
[32]. For calculating SPE, Automatic Voltage Regoita(AVR) configurations are
shown in Appendix-D. In this study AVR gain =100datme constant of 0.01 is used.
Table 3.4 & 3.5 show the values of PFs for both goonetworks. As mentioned in
section 3.2.1, it is quite imperative to mentiorrehéhat states associated with the
swing modes are generator’s rotor speed deviatwhrator angle of the generator.
Values of participation factors for these two staiables are much higher as
compared with others. In following analysis the suation of participation factor for
these two states are exhibited, efficacy of theppsed index is confirmed through

eigenvalue analysis.
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3.4.1 Calculation of Participation Factors

New England 10 generator 39 Bus- PF method

2.5
. O Mode 22-23
R ]
i
5 1.5 -1
o1
2
50.5-

od I T

i1 2 3 4 5 6 7 8 9 10

Generator No.

Fig.3.2: PF Calculation for mode 14-15
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Fig.3.4: PF Calculation for mode 20-21
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Fig.3.6: PF Calculation for mode 26-27
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Fig.3.3: PF Calculation for mode 18-19
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Fig.3.5: PF Calculation for mode 22-23
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Fig.3.7: PF Calculation for mode 31-32

It can be concluded from Figs. 3.2-3.7 that valtéBs for different generating
unit is the measurement of the participation ofgheerator in that particular damping
mode .As shown in Fig. 3.2 generator no. 10 igtiost suitable location for outfitting
PSS. For mode 31-32 the effective location of PSS@igenerator no. 2. Table 3.4 &
3.5 shows the calculation of PF for both power oeks.
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16 Machine 68 Bus System PF method
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Fig.3.8: PF Calculation for mode 31-32 Fig.3.9: PF Calculation for mode 33-34
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Fig.3.10: PF Calculation for mode 35-36 Fig.3.11: PF Calculation for mode 40-41

Similar analogy is
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Fig.3.12: PF Calculation for mode 42-43

found in the calculation of tparticipation factor for 16

generator and 68 buses. It is quite empirical tigguthat participation of generator no.

3 is highest. Similarly effective location of PS8 mode 42-43 is on generator 10 as

per Fig. 3.12. In this study the calculations ameried out only for swing modes or

those modes which are inferior and poorly damped.
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3.4.2 SPE Method

Similarly SPE is calculated for the both system |#aB.6 and 3.7 shows the
calculation of the SPE [32].

Table 3.6: Eigen Value Analysis & SPE Calculation fofat#nt Modes (New England Power System)

Mode  14-15 18-19 20-21 22-23 26-27 28-29 31-32 83-3 36-37 38-39

Gl  0.00250 0.00165 0.00032 0.00033 0.01352 0.0008200033 0.00014 0.01490 0.00010
G2  0.00284 0.00277 0.00517 0.00475 0.00010 0.0026205881 0.00064 0.00007 0.00003

G3  0.00461 0.00844 0.02239 0.03608 0.01024 0.0128302878 0.00003 0.00004 0.00001

G4  0.00997 0.00499 0.00123 0.00229 0.00007 0.0348500047 0.15220 0.00034 0.01280

G5 0.01558 0.08252 0.00763 0.00895 0.00006 0.0184300005 0.01124 0.00001 0.00052

G6  0.00933 0.00119 0.00400 0.03502 0.00653 0.009P500034 0.01197 0.00032 0.05965

G7  0.00681 0.00087 0.00334 0.02625 0.00493 0.044000038 0.01588 0.00075 0.11106

G8  0.00326 0.00429 0.00256 0.00137 0.04727 0.0028300139 0.00040 0.10528 0.00060

G9  0.00983 0.02786 0.10131 0.00441 0.01889 0.0094500004 0.00009 0.00016 0.00001

The noteworthy feature of this analysis is thalE $a function of right as well as
left eigen vector calculation. It is combinationtbe activity of state variable(s) and
control effect of control signals. In PSS locatidentification, major state variables,
which are associated with the in oscillatory sip#ére angle and speed deviation of
the generator. In Table 3.6 & 3.7 SPE is calculaf®E is function of right eigen

values of speed deviationg) & change in reference excitation voltage(, ).

It is to worth mention here that the location idieed by this index should be such
that the PSS input should be comparatively largeobserving the effect of the input
[40]. Conventional PSS takes speed deviation asitigignal. Right eigenvalue
correspond to speed deviation measures the actwiiyput signal and change in
excitation voltage gives the measure of the cordighal [5], [27] & [38]. SPE has
one disadvantage that it is also function of AVRhgaand time constants. The value
of indices observes a change when configuratiohMR is changed. The problems of
growing interarea oscillations are more prominentmultimachine networks. SPE
provides the best locations when many machinescjgate in a particular mode [32].
For the ease of understanding SPE calculationp@sented in tabular as well as
pictorial form. PSS is installed on the generatbrol has higher value of SPE.
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New England 10 generator 39 Bus SPE method

0.09 0.12 -
0.08
0.1 4
0.07
0.06 0.08 -
w 0.05 w 0.06
o o 0.06 -
9 0.04 w
0.03 0.04 -
0.02
0.02 -
0.01 I
0 0
G2 G3 G4 G5 Gb G7 G8 G9 GI10 Gl G2 G3 G4 G5 G6 G7 G8 G9 G10

Fig.3.13: SPE Calculation for mode 18-19 Fig.3.14: SPE Calculation for mode 20-21
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Fig.3.15: SPE Calculation for mode 22-23 Fig.3.16: SPE Calculation for mode 26-27

16 generator 68 Bus- SPE method
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Fig.3.17: SPE Calculation for mode 31-32
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Fig.3.18: SPE Calculation for mode 33-34
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Fig.3.19: SPE Calculation for mode 40-41

It can be observed from the analysis of New Engl8gstem, that according to
SPE, locations for nullify negative damping for reat8-19 a PSS should be located
on generator no.5. Simlarly for 16 generator 6&esys for mode 31-32 ideal location
of PSS is on generator no.9, for mode 40-41 thatimc is on generator no.3.The low
values of SPE indicate that if the AVR configurasare not considered, the values of
multiplication of right and left eigen’s will be we low and determination of PSS

location will be troublesome task to do.

3.4.3 Calculation of Probabilistic distribution based indices

The normal distribution (Gaussian distribution) as family of distributions
recognized as being symmetrical, unimodal, and-df&ped [37]. The normal
distribution is characterized by two parametgrandos. The mean (i) determines the
distribution’s location. The standard deviatienof a particular normal distribution
determines its spread. Table 3.8 shows the statistlated with the proposed index as
per equation (3.8).

Table 3.8: Probabilistic distribution of Real partedgenvalues

Sysem  ode SEPACL BSOS coaion LS LoVl o
1819  0.2848 05 1.255 53048  -4.732 0.29546
o 2021 0.57 0.75 1.495 6.55 451 02345
Generator 22-23 0.135 -04 0.985 4.075 -3.08 0.25457
39BUS 5657 0.03 -0.34 0.955 3.85 379 0.38909
31-32 0.01 0.25 0.955 3.83 381  0.40476
6 3132 0368 067 0.952 5.45 396  0.3789
Generator 33-34  0.0047 0.43 0.915 421 365 0254
68BUS 4041  .0.013 0.35 0.965 3.78 296  0.365
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Tables 3.8 & 3.9 show the probabilistic distribatiof real part of the eigenvalues
and overshoots for both systems. Following poini throw special light on the
analysis carried out in these Tables.

1. Highest positive real part of eigenvalue is of m@fe21 for New England
system. According to eigenvalue analysis the raa ipdicates the amplitude
of oscillations. Value of standard deviation is kemaximum for this mode, as
the probability of exciting this mode can be hapaifor the system stability.

2. Spread of eigenvalue is between +40, a, - 40,) Wherea, is the expectation

value for K" mode andg, standard deviation. This spread is replica of the

swing of real part of eigenvalue between upper kweer limit. Standard
deviation decides the spread of probability disttidn curve.

3. The advantage of this analysis is that the valfumdices calculated as per
equation (3.8) & (3.19) will hold good for all oing cases in which the real
part of eigen fall in this range.

4. Table 3.9 shows that minimum spread is assignetthé¢oreal part which is
nearby to origin. In case of New England system riiaimum spread is
assigned to mode 31-32. In case of 16 generatdiu€8ystem the minimum

spread is given to the mode 40-41.

Distribution: |Maormal - Function type: pDF -

I
|

0.8+ ‘ -
|

Density 0.6 - ‘ —
0.29545 ‘

0.4 | -

0.2f \ J
|

0 L L ‘ L L L

-8 -6 -4 -2 0 2 4 6 8

X a

Upper
bound

L
2 |2 boundl | 2| =
(] -0.45 Sigma 1.255
Lower = Lower 0s
bound - - bound : -
Fig.3.20: Probabilistic distribution of real part égen 18-19

Fig. 3.20 shows the Probabilistic distribution loé treal part of eigenvalue of mode
18-19 for New England system. Fig. 3.21 shows tlubailistic distribution of the

overshoot of mode 22-23.

39



Table 3.9: Probabilistic distribution of overshoot wirsy modes

Overshoot Expectation(s) Standard
System Mode of P deviation ~ Upper - Lower ..
) Range Range
Swing mode o
18-19 0.9584 0.0384 1.18 5.67 -3.761 0.4714
20-21 0.9238 -0.0016 1.08 5.24 -3.396 0.3389
New 22-23 0.9831 0.1184 1.3 6.183  -4.216 0.30561
England
26-27 0.9957 0.1589 1.305 6.2517 -4.221 0.3040
31-32 0.9979 0.198 1.315 6.257 -4.262 0.2994
31-32 0.9959 0.159 1.2952 6.1767 -4.184 0.3040
16
Generator 33-34 0.9979 0.198 1.305 6.217 -4.221 0.2994
68 Bus
40-41 1.0017 0.2 1.105 5.4217 -3.418 0.254
Distribution: | parmal - Function type: pprF -
\
o.8fF ‘ B
|
Density 0.6 | -
0.30561
0.4 ‘ 4
o2} /\ |
‘ | ‘
-8 6 - 2 4 6 8
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bound

Lower
bound

o -
01184
-2 -

Upper
bound

Sigma 1.3
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1
]

Fig.3.21: Probabilistic distribution of overshoot of reazR-23

3.4.3.1 Results of Proposed I ndexes (16 Machine Power System)
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Fig.3.22: OSI Calculation for mode 31-32
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Fig.3.23: OSI Calculation for mode 33-34
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Fig.3.24: ESI Calculation for mode 33-34
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Fig.3.25: OSI Calculation for mode 40-41
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Fig.3.26: ESI Calculation for mode 40-41
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3.4.3.2 Results of Proposed I ndexes (New England Power System)
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Fig.3.27: OSI Calculation for mode 22-23
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Fig.3.28: ESI Calculation for mode 22-23
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Fig.3.29: OSI Calculation for mode 26-27
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Fig.3.30: ESI Calculation for mode 26-27
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Tables 3.10 & 3.11 show the values of all indicesulatively for New England

System. According to the methods the PSSs willuiétted on those locations which

will have higher values of the indice. As per TaBl20 for mode 18-19 PSS should be

outfitted on generator 5. For the ease of undedstgrand observations higher values

are shown in bold. Similarly cumulative indice editions for 16 Generator 68 bus

system are shown in Table 3.12

Table 3.10: Indice Values for New England

MODE 18-19 MODE 20-21
INDEX
SPE[32] PF[16] OSI ESI SPE[32] PF[16] OSI ESI

G1 0.00165 0 0.0810¢ 0.005% 0.00032 0 -0.0G64 -0.0005
G2 0.00277 0 0.16182 0.0108:6 0.00517 0.207 0.04824  (BO036
G3 0.00844 0.2164; 0.27143 0.017',9 0.02239 0.6298  0.92295075%.

G4 0.00499 0 0.0444¢ 0.003051 0.00123 0 0.00414  0.00029
G5 0.08252 2 1.39787 0.1034 0.00763 0 0.03348 0.0024

G6 0.00119 0 -0.013 -0.000«‘:3 0.004 0 0.11 0.0073
G7 0.00087 0 -0.0074 -0.000%5 0.00334 0 0.1175 0.00785
G8 0.00429 0 0.02 0.0012:]. 0.00256 0 0.0634 0.00471
G9 0.02786 0.5328 0.6024 0.0385;)90.10131 2 1.4123 0.10228
G10 0.02657 0 0.6886 0.04: 0.0032 0 0.72 0.05

Table 3.11: Indice Values for New England
MODE 22-23 MODE 26-27
INDEX
SPE[32] P F[16] OSI ESI{ SPE[32] P F[16] oS|I ESI

G1 0.00033 0 0 -0.0007 0.01352 2 4.58E-08, -0.002

G2 0.00475 0.3726 0 -0.0031 0.0001 0 451E-08 -0.0021

G3 0.03608 1.603 1.21656 0.13315 0.01024 0.357 4.35E-@80019

G4 0.00229 0 0 -0.0014 7.00E-05 0 4.98E:08 -0.0026

G5 0.00895 0.3922 0.17545 0.1216 6.00E-05 0 3.80E-08.0020

G6 0.03502 2 0.101 0.0066 0.00653 0.2856 0.025 0.0021

G7 0.02625 1.146 0.9991 0.00695 0.00493 0 0.0148 0.00121

G8 0.00137 0 0.0727 0.00511 0.04727 1.2928 0.0722 0.00601

G9 0.00441 0 0.0997 0.01664  0.01889 0.42i72 0.0383 0.00315
G10 0 0 0.023 0.03 0.00087 0 0.00323 0.0005
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3.4.3.3 Validation of the proposed method by eigenvalue analysis

To investigate the effect of proposed methodsliytPSSs are outfitted onl, 5, 6,
8" and ¢' generator in New England System and 2,3,9,7 &fdgenerator for 16
Generator 68 bus system. Damping observed aftéalletson of PSS is shown in
Table 3.13.

Table 3.13: Eigen Values and damping for critical swinglesowith high AVR gains and PSS
(New England)

AVR gain=100 AVR gain=150
Mode Eigen Value Damping Eigen Value Damping
17 -1.416 - 0.027i 0.999812 -1.407 - 0.026i 0.999817
18 -1.416 + 0.027i 0.999812 -1.407 + 0.026i 0.999817
30 -0.830 - 9.364i 0.08835 -1.115 - 9.1953i 0.120409
31 -0.830 + 9.364i 0.08835 -1.115 + 9.1953i 0.120409
41 -1.723 - 12.716i 0.134341 -1.151 - 12.022i 0.095332
42 -1.723 + 12.716i 0.134341 -1.151 + 12.022i 0.095332
43 -1.636 - 12.867i 0.126187 -1.273 - 12.251i 0.103417
44 -1.636 + 12.867i 0.126187 -1.273 + 12.251i 0.103417

Table 3.14: Eigen Values and damping for critical swinglesowith low AVR gains and PSS
(16 Generator 68 Bus)

AVR gain=100 AVR gain=150
Mode Eigen Value Damping Eigen Value Damping

29 -0.125 - 4.078i 0.030866926 -0.315 - 7.559i 0.04168703
30 -0.125 + 4.078i 0.030866926 -0.315 + 7.559i 0.041677036
33 -0.159 - 6.714i 0.023766445 -0.220 - 8.231i 0.02673635
34 -0.159 + 6.714i 0.023766445 -0.220 + 8.231i 0.026736357
36 -0.245 - 7.372i 0.033303319 -0.464 - 8.618i 0.05378880
37 -0.245 + 7.372i 0.033303319 -0.464 + 8.618i 0.053778808
42 -0.287 - 9.020i 0.031802575 -0.235 - 9.931i 0.02364538
43 -0.287 + 9.020i 0.031802575 -0.235 + 9.931i 0.023675384
44 -0.445 - 9.414i 0.047274777 -0.558 - 10.912i 0.0516243
45 -0.445 + 9.414i 0.047274777 -0.558 + 10.912i 0.051124361
46 -0.400 - 9.612i 0.041624211 -0.574 - 11.022i 0.052P614
47 -0.400 + 9.612i 0.041624211 -0.574 + 11.022i 0.052061421
48 -0.632 - 9.699i 0.065062023 -0.627 - 11.247i 0.0556927
49 -0.632 + 9.699i 0.065062023 -0.627 + 11.247i 0.055712769

PSS gain is kept constant and the values of tiomstants for lead lag loop are
also constant. However AVR gains are varied in dewange to show the importance

of adequate tuning of PSS. It is worth mention heeg during eigenvalue analysis
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PSS includes three states in modal analysis. Tkéigus of the modes have been

shifted due to the presence of PSS in system. Asréénstallation of PSS New

England system was having 49 states and aftedlingt®SS it became 76 and for 16

generator 68 bus system before PSS it was 112ftardrestalling PSS it has become

160. For carrying out meaningful evaluations iempirical to judge the involvement

of the state variables with particular mode.

Following are the noteworthy points from this asé:

1.

It is observed that significant amount of increaselamping is observed for
critical swing modes when PSS is added on the ilmtatspecified by the
indexes.

Due to high AVR gains in Table 3.14, it is quitegmatic to observe that due
to high AVR gains significant amount of reduction damping is also
observed, for example mode 43-44 the dampingdsaed when AVR gain is
increased, without changing the PSS setting.

It is also worth mention here that if tuning of P®8&a particular AVR setting
is done, it is also possible that the same maybaaible to provide significant
amount of damping for all different configuration$ AVR. This postulate
shows the inefficiency of SPE [32].

It is also concluded that if different configurat®of AVRs (change in time
constants and AVRs gains) are employed, the setfiiRSSs is also required
to be altered. This alteration is to be done irhsuenanner so that system will
be having an adequate damping.

Further in this section validity of the proposedieres (OSI, ESI) is presented
through eigenvalue analysis. It is observed thatllicases the location identified
by the OSI and ESI are same.

Table 3.15: Critical Observations on mode 26-27 (New&ySystem)

K stab AVR Gain=200 AVR Gain=100

sta G1 Gs G1 G8

10 0.02760 0.0278 -8.686 -8.6862
20 0.02740 0.0277 -8.686 -8.6864
30 0.02720 -1.4265 -8.686 -8.6866
40 0.02700 -9.737 -8.686 -8.6867
50 0.02690 -9.737 -8.6859 -8.6869
60 0.02680 -9.737 -8.6859 -8.6871
70 0.02670 -9.737 -8.6859 -8.6873
80 0.02660 -9.737 -8.6859 -8.6874
920 0.02660 -9.737 -8.6859 -8.6876
100 0.02650 -9.737 -8.6858 -8.6878
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For New England system all indexes give same tefal mode 18-19, 20-21 and

mode 22-23. However, for mode 26-27 as per PF rdethe ideal location for the

PSS site is on generator 1, proposed indexes tedithat it should be on generator 8.

To show efficacy of the proposed index the AVR galf,;) are modulated between
100 - 200.

Following points can be concluded from Table 3.15

1.

It is observed that when PSS is outfitted at lacat with AVR gain 200, real
part of eigenvalue for mode 26-27 will remain pesit However, the real part
of Eigen becomes negative when PSS is outfittedesrerator 8. It indicates
that the location identified by proposed indexekl lgmod. It is interesting to
observe that with AVR gain 100, outfitting of PS8 both locations give
adequate damping and same effect.

2. ltis also a noteworthy observation that when, BES&utfitted at location 8, It
is not able to give proper damping till the PSShgaiceeds to a specific value
in this case 30. This fact establishes the negulagfer PSS gain tuning.

3. Table 3.15 also shows that under different opegatconditions the
conventional methods can give false predictionnathis case. However, the
location identified by OSI and ESI in both casesvpies adequate damping.

Table 3.16: Critical Observations on mode 33-34 (16&Bsor 68 Bus)
AVR Gain=50 AVR Gain=100 AVR Gain=150 AVR Gain=200
PSS Gain
G2 G16 G2 G16 G2 G16 G2 G16

10 -8.67188 -8.095 0.027712 -7.03326 0.109688 -8.45632 0.027646 -9.52734

20 -8.67188 -8.095 0.027766 -7.03229: 0.109684 -8.4771 0.027437 -9.52723

30 -8.67175 -8.095 0.02782 -7.03133 0.109705 -8.4987 0.027253 -9.52712

40 -8.67169 -8.096 0.027871 -7.03036 0.109744 -8.52125 0.027092 -9.52701

50 -8.67162 -8.096 0.027922 -7.0294 | 0.109798 -8.54492 0.026952 -9.52689

60 -8.67156 -8.096 0.027971 -7.02845 0.109863 -8.56993 0.026831 -9.52677

70 -8.6715 -8.096 0.02802 -7.0275 0.109937 -8.59657 0.026725 -9.52665

80 -8.67144 -8.097 0.028066 -7.02656: 0.110016 -8.62523 0.026634 -9.52653

90 -8.67138 -8.097 0.028112 -7.02562 0.1101 -8.65652 0.026554 -9.5264

100 -8.67132 -8.097 0.028157 -7.02469 0.110187 -8.69136 0.026484 -9.52627
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Table 3.16 shows the eigenvalue analysis for l@mggor 68 bus system it is
observed that according to SPE and PF, effectigation of PSS installation is on
generator 2. However, according to OSI and ESlefifiective location of PSS is on
generator 16. In this analysis both AVR gain an& R@in both are modulated in a
stepwise manner. It is observed that for low AVEhgaoth identified locations give
adequate amount of damping. However, slight moauiatin AVR gain introduce
negative damping. Effective damping is achievedobtfitting PSS on location 16,
which is identified by ESI and OSI. This fact fuethvalidates the efficacy of the

proposed indexes.

3.5 SUMMARY

This chapter proposes two indexes based on praftabilistribution of real part
and overshoot of the swing modes. Following are ribeeworthy features of the

indexes.

1. A probabilistic approach for penetrating optimunedbons of PSS in Multi
machine power system is introduced in this chapteder multi operating
conditions of a power system, Variations of theeaigalues are described by
the normal distribution. Normal distributions oktkigenvalues are defined by
the expectations and variance. Sensitivity analydishe overshoot with
respect to the PSSs gain is presented. Modal asmagyperformed to identify
the poorly damped modes and effect on the moddwmwer is judged by
outfitting PSSs at different locations as sugges&tegroposed indexes. The
proposed indexes results are compared with thduesind participation factor
methods.

2. An eigenvalue can be expressed by its expectatiohvariance under the
assumption of normal distribution. PSSs improvehbekpectations and

variances for all concerned eigenvalues.

3. The proposed method is more realistic as it takes lvariations and nodal

voltage injections as important parameters for gbdistic distribution.

4. Eigenvalue sensitivity analysis and comparisorhefresults with conventional

indexes ensures the effectiveness of the propos¢aoah
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5. Variation in the real part of the eigenvalue isexsd with different stabilizer
gain, from this analysis it is concluded that thdeixes are able to locate the
perfect candidate locations in multimachine powestesn. However, if PSS is
placed on the location suggested by the index taischiot tuned properly, than
it is as equal as the absence of the same, frosnattmalysis importance of

parameter estimation is emerged very strongly.

It is worth to mention here that although PSS ptexdamping for power networks
yet improper tuned PSS will not be able to senee ghrpose, even if it is properly
placed. Following chapter presents a trajectorysitigity approach to know the
parametric influence of PSS parameters on the ctior&al eigenvalue based

objective function and later proposes PSS paranestmation scheme for robust
operations.
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Chapter 4
Robust PSS Design by Trajectory Sensitivity Approach

Many physical systems demonstrate dynamic behawluch is governed by
many attributes like discrete-time and event dymamswitching action and jump
phenomenon [94]. Most of the time amalgamation fedse attributes makes the
system more complicated. It is quite indispensablstudy dynamics of the system
As it is observed all the above said inequaliteesften seen in power system ,the
behavior of power systems is governed by the neali dynamics of machines,
loads, Flexible AC Transmission Systems (FACTS)iaks; and their associated

control equipment [95].

Dynamic behavior of any system is constrained bysmal laws: some examples
are quoted in literature to demonstrate the coim&daphysical laws: current balance
must be maintained at all nodes; in each transfoomathe energy should be
conserved. Furthermore, protection relays, comradinits, and discrete devices, such
as on-load tap changing transformers and switcHaghtscapacitors, introduce
discrete events, switching action, and state liegeitto the system [94], [98], [103]
& [104]. Power system behavior can therefore beegeomplicated, yet system
integrity is reliant on a thorough understanding tb&t behavior. This requires
effective and insightful analysis of the system. jlmige the system behavior
nonlinear simulation is performed, many advantagesociated with simulation

studies are shown here [96]:

a) It gives information of the system behavior (unestpd phenomenon) without

actually building it.
b) The simulation studies are based on “What if” asigly
c) Itis applicable for arbitrarily complicated models

The disadvantage of nonlinear simulation is thatutays gives information about
only one scenario it is not possible to extrapotate results for other scenarios or
even small changes in the system parameters [@8]nfany systems iterations of
simulation works, but for large systems, like powgstem computational cost and

time associated with the process becomes a tedisus.
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To overcome this troublesome process of perfornsingulation over repeated
time, trajectory sensitivity analysis is a suital@lpproach.[94] Preceding section
presents a mathematical frame work for traject@nysgivity approach. The process
related with the sensitivity analysis is to maksten linearize the whole system to a
nominal trajectory point rather than an equilibrigpmint. It is possible to determine
the change in trajectory directly with respect ystem parameters [100]. Trajectory
sensitivities provide valuable insights into thBuance of parameters on the dynamic
behavior of systems. Properties which are not alsvifrom the actual system

response are often evident in the sensitivitiedisf[98]-[103].
41 MATHEMATICAL FRAME WORK

Sensitivity approach is originally applied in systecontrol and parameter
estimation. Approach for PSS parameter desigrnparted in these works in literature
[88]. A trajectory sensitive mapping technique eveloped to evaluate the gradient
of the objective function with respect to PSS paetars and for coordinately tuning
of those [83]. To give an insight on the conceppibfeing description is inculcated in

this work:

x=f(x), x(t,)=x, (4.1)
Parametep can be incorporated through trivial differentigliations

A=0 Alt)= 2, (4.2)

Conveniently flow ofxis defined as (4.3) the trajectory of anythingashing but
the visualization of the parametric influence oty aariable for this model the same

is demonstrated by calculating the flow of variable

x(t)=dlx;.t) (4.3)
Axo 1) = %, (4.4)

Ax(t)=(;9—x¢0Ax0 +...High orderterms (4.5)
=2 W, = o () (46)

Term shown in (4.6) is a partial derivative andoalnown as trajectory
Sensitivity. Following points are worth mention édor underlying the importance of

trajectory analysis in a dynamic scenario of the/grosystem.

1. Trajectories behaviour is early indication impemggystem instability.
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2. Trajectory sensitivities provide gradient infornoetti that motivates the
number of inverse problems (parameter estimationnfary value problem)

and optimal control.

3. Analysis of any disturbance on power system isingent of time domain
simulation analysis; however the effect of paramsetan’'t be easily deduced

by such simulations.

The quantum of sensitivity indices depict that eap@eter has a significant effect
on behaviour of the system. These insights areulsdfile analyzing the underlying
influences on system dynamics and for assessingintipdication of parameter
uncertainty [101].

Preface: An application of classical optimizatiorethod gives us a canvas to
explore and predict the trajectory and behaviouramwfeigenvalue based objective
function [156]. It is quite pragmatic to state tlvatmost real power system problem
the size and shape of objective function predicisoan unabated dilemma. To predict
the PSSs parameters influence and to understandviben and trajectories of
objective function with respect to PSSs paramétaret schemes are proposed in this
work and further shortcoming of the schemes reploineliterature [83] is modified

and validated through non linear simulation.
42 CLASSICAL OPTIMIZATION METHODS

One of the simplest methods of finding minima arakima of the function is the
equal interval search method [127], [129] & [15@&Bf]. For understanding the
scheme based on golden section and golden rafctmsider a functiof(x), where
the minima exist between points [a, b]. Let’s cleas interval ot over which it is

assumed that the minimum occurs. Fig. 4.1 showfutiaion flow with x.

1. Optimization process started with the calculatidnfumction at two points

f(a+b+£j and f(a+b—£]
2 2 2 2

2. If f(a;b+gjsf[a;b—£2j than the search space is limited in interval

(a;b—fz,b) otherwise it would be chang{e, a; b+fj
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3. This reduces the search space of the algorithmeasilly locates the minima

for the function.

f(x)

Il\.)|0*,

a a+b b

Fig. 4.1: Equal interval search method

This paradigm is based on the reduction of theckespace and it can take a long
time if ¢ is very small number, to remove this shortcomionffign section method is
introduced [157].

421 Golden Section Search

Golden section search optimization is a conveatiooptimization process
normally used for unimodal functions [156]. Thenteunimodal is defined for any
functionf(x), which has only one minimum in a given value ofgmaetric range. Let
there are three points exist such »s x, < x;along x axis corresponding values of
objective functions aré (x), f(x)andf (x;) and the search of the algorithm is towards
obtaining minima in the range, x;) . Fig. 4.2 shows the approach of golden section

to find the maxima for a given functidfx). It compares the value of functid(x)

at(xlthd, Xlﬁ;XS—JJ, further it aggregates the direction of searchaws the

section, where minima lies. Upper bound and lowmmid of the search is change to

(Xl ; %5, xsj Henceforth the iterative procedure terminates attpy.
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X4 x> !

Fig. 4.2: Golden section search Method

The beauty of golden section lies in that it comepathe value of objective
functions at different point and further extendse gearch in that section where it
obtain the minimum value of the function. Normathys approach is applicable and
also suitable for unimodal functions. Since thecestiape of the objective function is
not known in the PSS parameter estimation cagse,qtiite empirical to investigate
the optimization problems with this conventionaheique [157].

4.2.2 Objectivefunction

To perform this study conventional eigenvalue Hasigective function is formed
[74]-[75] & [77]. Eigen property analysis is camlieout on PST tool box [158].
Equation (4.7) shows the conventional objectivecfiom and constraints used for

optimization process.
J= Z(ao -a, J
KI™ < Ky < KG™
st. TM<T, <T,™ (4.7)
T3rinin sT3i STSrinax
Wheren, is a negative no. in this case it is consideredlag; is the real part of

i eigen value of" operating point. Normally the valuesTpf T, and T,are pre

specified [73]-[77], [79], [121]. In this work pareterX,T; and T, are optimized.

si?

In preceding section sensitivity based schemesP86 parameter estimation is

presented.
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4.2.3 PSSdesign through Schemel and 11

PSS parameter estimation problem is a classi¢ahgation problem with certain
set of operating constraints consisting of lowed apper bound of PSS parameters
[57]-[89]. Details of different objective functios already given in section (2.5), for
developing the parameter estimation schemes an gajae based objective function
is used [74], [75] &[77]. Two schemes based on gmaid descent search are
developed [83]. Comparison of the schemes is ddtleasnventional golden section
search method [156]. These two schemes are dewklmgoseNew England power
system [153]. Some special features of schemesxibited here:

1. Search is started with the middle point and eftdgbarameters on objective
function is judged. For this analysis wash out tioomstant and other lead

time constants are kept constant.

2. Parameter 1, T3z and K is varied in between lower and upper bound as per
Table 4.2.The upper and lower bound of the optichigarameters are taken

from [77]-[82]. Total 30 parameters are optimized New England system.

3. Scheme | is based on sequential optimization wparametric influence of
PSSs are taken one by one and tuning of the P8Skoae in a sequence [83].
Scheme 1l is based on simultaneous tuning wheranpetric influences of
PSSs are observed on objective function simultasigoPseudo codes for
both schemes are presented in following sectiorme W& is the different

operating conditions cases mentioned in precedngos.
C Initialize )

<

NO
v

for i=1:W :|

Simultaneously Optimize
KsivT1i7T3i

< End ><—

Fig. 4.3 Simultaneous Optimization (Scheme-II)
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424 Pseudo Codefor Schemes

In this subsection classical trajectory based séseior PSS parameter estimation
is described. The vectar is the matrix of PSS parameters. Where i is thesaupt

used for generator(s).

a=|K, T, T,|.i=1:10

Si

Step 1.Set the iteration count®=0, and assign the initial value of PSS

parameters" Evaluate the initial gradiegt® = (@)
Ja +(0)
Step 2.In the direction ofS(m)goIden section method [156] is adopted to search
for an optimal step length parametyf'r”)to make the object function
J{@™) minimum on condition thata™? = g™+ sMand that

constraints are all satisfied.

As observed by S.Q.Yargt al. [83] Candidate range for one dimension
studies may be too small that to reach effectivetyy PSS parameter
setting. As described in work [83] it is noticed@tla very negligible effect
is observed of paramet@t this motivates the removal of the parameter
from existing scheme.

Step 3.Evaluate the gradiegt(m+l . Calculate the coefficient and the

A,—\
\_/v

m+1

new conjugate gradient vec®f™ = —g(™ + s
Step 4.Setm=m+1 and go back to step2.
Step 5.End

Figs. 4.3 & 4.4 exhibit the flow of iterative prases.
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Set datgpssloc=1,
Kaap T, T= 2", m=0

v

li formthe state matrix :‘

if
Re(Eigen Value)®

Initialize PSS location pssloc

v

Find value of
objective function J

v

Assign search direction %

as per Golden Search Metho
step1& 3

v

Append PSS parameters
as pesstep 2.

Find value of
objective function .1

Change Value of

Ib andub 4—No
m=m+1
Yes
if pssloc=10 No—» pssloc=pssloc+1
Yes

N
\

Fig.4.4: Sequential Optimization (Scheme-I)

43 SIMULATION AND RESULTS

The system considered for the verification of ssbeme is New England system
[153] (10 generators and 39 buses). Simulations pdormed using program
developed in the Matlab [154] by using Power SysiBool box (PST) [158].The

modeling of the system and schemes are performediotel ® core ™, i7, 2.9 GHz
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4.00 GB ram Processor unit. Table 4.3 & 4.4 shdwessensitivity jacobian of PSSs
parametric influence on objective function. New kEng power system has 10
generators and each generator is equipped with REShis simulation work

parameters are consideredras10s,T, =0.02s, T, =0.02s Total 30 parameteks;, T,
and T, are optimized. To indicate the acute need of PS$§rEproperty analysis is

carried out for this system without any PSS insthll

Table 4.1: Eigen property analysis of New Englagst&n

Modes Eigen Values Damping Ratio
18 0.2848 - 6.6998i -0.0424
19 0.2848 + 6.6998i -0.0424
20 0.5728 - 7.2201i -0.079
21 0.5728 + 7.2201i -0.079
22 0.13506 - 7.7029i -0.017
23 0.13506+ 7.7029i -0.017
26 0.03581 - 8.2562i -0.0043
27 0.03581 + 8.2562i -0.0043
31 0.01936- 9.0723i -0.0021
32 0.01936-+9.0723i -0.0021

Table 4.1 shows the some poorly damped modes wbiisidering operating
condition of base case. It is assumed that eachbaa is containing nonconforming
loads (constant impedance load). Eigen propertyysisais carried out by using
Matlab [154] on PST with the help of functimym_mgerj159]. Following are the

points of considerations:

1. In this analysis it is assumed that due to higticsexciter (AVR) gain 100,
(Appendix-D) some of the poorly damped mode appedatue of system
damping is become negative. It is imperative tauls here that system is in
such state that even a small perturbation makessiable.

2. While observing system stability, it is quite praafio to discuss and indicate
system’s initial condition. Eigen property analysi®ows that the system is on
the verge of losing stability. As some of eigenrs having positive real part
and the negative damping is reflected in mode 18021, 26-27 and 31-32.
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3. These modes are associated with the states of nemchMode 18-19 is
associated with '3 and &' state i.e. E'q andE'y) of generator 4. Similarly
mode 26-27 refers toland 29 state §, w) of generator 6. Mode 31-32 refers
to 1% and 29 state of generator 7; again state variable assaciaith this
mode is §, w). All in all these poorly damped states are cotetkavith the

generator and introduces oscillatory instabilityhe system [158]-[159].

4.3.1 Decisive Evaluation of Scheme(s)

Based on eigen property analysis, it is advisébiacorporate PSS in this power
system to achieve effective damping and furthebikty of the power system. Table
4.3 & 4.4 show the intermediate calculations ofolgan. It can be observed from the
Table 4.3 that parameter length while search bylayolsection method decreased
with the increment in the iteration, however maggsumption in golden section lies
in that function should be continuous in the raifgarametric range) [83], [88] &
[90]. For PSS at location 10, solution is convergedteration 5-6 herel is the
numerical replica of the given objective functidtopping criterion used for this
optimization is that the successive tolerance lite#3in solution obtained after each
iteration [83]. Surprisingly in some locations s@a converged in 8 iteration and
other takes 10 iterations. Sensitivity analysiswshahat each location has its own
effect on the PSS settings, observing the ovefdceof the PSS parameter on the

objective function J the last two iterative resalte shown in the Tables 4.3 and 4.4.

Table 4.2: Parameters, Initial Values and Boundshfe Original PSS Parameter Setting

TW(S) TZ(S) T4(S) Vsmax Vs min
10 0.02 0.02 0.2 -0.05
Tl(s) Tlmax(s) Tlmin(s) TS(S) T3max(s)
0.2 100 T(s) 0.1 Ti(s) 0.2 100 E(s)
T3min(s) Ks Ksmax Ksmin
0.1 T3(s) 10 5K 0.2 Ks
*s=Sec.
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Table 4.4: Intermediate Data (Sensitivity Jacob@urjng Iterative Process for Scheme I

Iteration 1 Iteration 2
PSS Location 0J 0J 0J 0J 0J 0J
a«, ot et | o or, om

1 -0.04067 -20.5583 —17.9386:3 -0.00132 -0.47388 7418
2 -0.05787 -18.1592 —10.222:1; -0.00118 -0.45803 5%p4
3 -0.03426 -14.9857 —15.6417:‘ -0.00117 -0.46254  67B8
4 -0.04647 -19.9182 —21.246Ei$ -0.00119 -0.45454  6¥05
5 -0.06055 -10.8234 -10.3567:” -0.00131 -0.45632 5014
6 -0.03059 -20.9424 -9.83275'; -0.00128 -0.45113  59p8
7 -0.03231 -20.0435 -15.4974:- -0.00127 -0.45148 5904
8 -0.04546 -21.6935 -23.8083 -0.00121 -0.46716  5¥B4
9 -0.04169 -19.9955 -19.1936:‘ -0.00131 -0.45677  5%B2
10 -0.04346 -15.5499 -16.0115'} -0.0012 -0.47117 6a@r4
J 3.4472 3.440

Following are the points worthwhile mentioning éer

1.

PSS tuning is done sequentially, surprisingly tieeative process terminates
within 10 iterations while having the tolerante-3as an aim. This tolerance
is considered as the stopping criterion for thenojgition process [83] &
[98].

It is observed that PSS location at generator 4 lamgltime consuming and
observe the maximum iteration count, the differerosgween values of

objective function in successive run is less fte&a

The value of objective functions for different Iticas of PSS is different and
it is shown in the Table 4.3, it shows that eacl$ RS8it has a relationship and
profound effect on objective function. It is notethty to observe in this
analysis that low value of jacobian sensitivity feund for time Tz and

significantly large values of jacobian sensiti\stigre obtained for PSS gain.

For scheme 1l it is observed that values of obyectunctions as obtained in
iteration 1 and 2 are very close, fortunately ti®ea process ends in 2

iterations with the tolerance ag-3

It is also observed from the Table 4.4 that foraten 1 the values of

sensitivity jacobian is very large, it depicts tR8S parameters have an ample
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amount of effect on objective function, however whparameters are
appended in the search of golden section searah theovalue of sensitivity
jacobian observe significant amount of reductiothie numerical values. This

effect was also observed in [83] & [98].

6. Pragmatically there is no substitute of simultarsea@ptimization as in
sequential optimization; sequence of the candidatameters for optimization

is always a tight spot [157].

To validate the efficacy of the proposed schemeslimear simulations are

performed, while considering three operating cases.
+ Base Case. Constant Impedance on all load buses

« Case (a). Reduction in generation by 10% generator 5, Loaxtiivlation on
Bus 25, 27, 4 and 21, Non confirming Loads (50%stamt impedance and 50
% constant current) else constant impedance droall buses.

% Case (b). Nonconforming loads on 8, 20, 24 and 28 and loamtiutation
(50% constant impedance and 50 % constant curetsg)constant impedance

on all load buses.

Disturbances are considered as three phase sigsc{8lp 6-cycles) at different

locations mentioned in sub heading. The data ferNlew England system is taken
from standard bench mark system IEEE [160] and st&avn in Appendix-B. Figure
of Demerit (FOD) is defined as the summation ofasquof overshoot and settling

time of the speed deviation curves.

Following conditions with different operating seeios are taken to validate the

effectiveness of proposed approach.

a) 3-¢ 6-cycles disturbance at line -6-11
b) 3-¢ 6-cycles disturbance at line 17-27
c) 3-¢ 6-cycles disturbance at line 6-7

d) 3-¢ 6-cycles disturbance at line 22-23

e) 3-¢ 6-cycles disturbance on line 17-18
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Fig. 4.5: Speed deviation curve of generator §dalt at line 6-11
Fig. 4.5 shows the speed deviation of the geneBatohen the system observes a

3-¢ 6-cycles disturbance at line 6-11, it is observedhfthe curve that golden section

and scheme 2 presents a poor design in this confextunderstand the speed
deviation curve in a more meaningful manner analg$ithe same is presented in bar
chart form in Fig. 4.5 and Table 4.5

Table 4.5: Statistics of speed deviation curveasfagator 8

Fault on Line 6-11

% overshoot Settling time FOD
Scheme | 0.1171 5.05 25.5162124
Golden Section 0.28 10 100.0784
Scheme Il 0.257 7.34 53.941649

Fig. 4.6 shows the speed deviation of generattor ase case, the values of
overshoot, settling time and figure of demerit i©wn in bar form validate the

efficacy of the schemes.
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Fig. 4.6: Speed deviation curve of generator 34att at line 6-11
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Table 4.6 shows the statistics of this disturbaiftds observed that the numerical

value of FOD is very high in case of golden secttoomethod, which indicates the

poor design.
Table 4.6: Statistics of speed deviation curveasfagator 8
Fault on Line 6-11
% overshoot Settling time FOD
Scheme | 0.887 4.98 25.587169
Golden Section 0.88 6.79 46.8785
Scheme Il 0.72 6.34 40.714
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Fig. 4.7: Speed deviation curve of generator Sdalt at line 17-27

Table 4.7 shows the statistics of this disturbaiftds observed that the numerical

values of FOD are very high in case of golden sacthethod and scheme Il which

indicate the poor design.

Table 4.7: Statistics of speed deviation curveasfagator 9

Fault on Line 17-27 Case (a)

% overshoot Settling time FOD
Scheme | 0.49 4.05 16.6426
Golden Section 0.4936 8.4 70.803641
Scheme Il 0.4944 6.8 46.4844314

Figs. 4.8-4.9 shows the speed deviation

operating condition b and a respectively.
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Figs. 4.10 — 4.13 show the speed deviation curvegdnerator 1, 6, 7 and 1 with

different operating cases.

Table 4.8: Statistics of speed deviation curveasfagator(s)

Contingencies Methods % overshoot Settling time FOD
Scheme | 0.6986 6.45 42.090542
Fault on Line 17-27 .
Golden Section 0.6836 9.27 86.400209
Case (b)
Scheme Il 0.4744 9.06 82.308655
Scheme | 0.63 4.46 20.2885
Fault on Line 6-7
autt on Line Golden Section 0.62 6.74 45.812
Case (a)
Scheme |l 0.5 5.84 34.3556
Scheme | 0.3122 5.09 26.005569
Fault on Line 6-7
autt on Line Golden Section 0.62 10 100.3844
Case (a)
Scheme |l 0.35 7.44 55.4761
Scheme | 1.3 5.03 26.9909
Fault on Line 22-23 .
Golden Section 1.34 6.32 41.738
Case (b)
Scheme Il 1.4 5.62 33.5444
Scheme | 0.193 6.04 36.518849
Fault on Line 22-23 .
Golden Section 0.31 10.32 106.5985
Case (b)
Scheme Il 0.18 8.86 78.532
Scheme | 0.3 4.03 16.3309
Fault on Line 22-23 .
Golden Section 0.34 10 100.1156
Case (b)
Scheme Il 0.32 5.84 34.208
Scheme | 0.2042 3.71 13.805798
Fault on Line 17-18
auton Line Golden Section 0.2188 10 100.04787
Case (b)
Scheme |l 0.1744 9.06 82.114015
Scheme | 0.3011 4.03 16.331561
Fault on Line 17-18 .
Golden Section 0.259 10 100.06708
Case (b)
Scheme |l 0.257 7.34 53.941649

As per Table 4.8, following points are emerged:

1. To test the robustness of the schemes extremeld lcanditions are
considered [82]. Scheme | gives over all good respan few cases however,
in many cases respond obtained from all three sekere pessimistic.

2. From Table 4.8 it can be observed that unanimowsllyes of FOD are higher

in case of golden section search method. For &ul7-18 significant amount
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of increment is observed in FOD values of goldestise search and Scheme
Il. Increment of 83.03% and 6.98% is observed wibpect to Scheme | in
case of speed deviation curve of generator 8. k@isédme contingency speed
deviation curves of generator 4 show increment7/o®8% and 13%.

3. Almost all cases formed show the significant amoointncrement in FOD

values for golden section search and Scheme II.

44  MODIFICATION OF THE EXISTING SCHEMES

Scheme | (Sequential Design) is only able to mitighe frequency oscillation
while other schemes are failed to present a goaigdeunder different operating
conditions. Line search methods are prone to tdppdocal minima, initial search
point has an ample importance for these method€]{{I%7]. Sensitivity Jacobian
elements for scheme | has larger amplitude thelf ksiggest that those corresponding
parameters have leverage in altering the trajedimryetter match.Due to lack of
multi point search strategy, these methods (Schemra Golden Section) have high
probability to be trapped in local minima [83]. Hewver, point of consideration is that
scheme | is merely a replica of multi point seatebhnique, as it is following a
sequence. Surprisingly in [83], it was not mentobnBow the sequence of
optimization was decided, or which candidate (P8&3 preferred for tuning first &
how. Following modification are suggested in theserg schemes:

1. As line search methods have a tendency to be tdapp&cal minima, it is
proposed that firstly optimization process shoudddolved by conventional
algorithm like Genetic Algorithm (GA) [130] in thisase, than these schemes
should be employed for seeking robust design.

2. The sequence of optimization in Scheme | shoulddiermined by the values
of jacobians sensitivity.

As per modification proposed, optimization procesirst solved by GA by using

eigenvalue based objective function [77]. The patems obtained from GA are

shown in Table 4.9.

68



Table 4.9: Initialization of Parameters by Conventional mettiGd\)

PSS location K, T, T,
1 32.94649 0.030578 0.057717
2 31.14555 0.075816 0.086446
3 19.99965 0.19416 0.039005
4 12.85038 0.119074 0.199867
5 18.77145 0.121632 0.11377
6 19.55481 0.18124 0.047255
7 16.29244 0.115894 0.080831
8 16.2249 0.123892 0.086243
9 17.71532 0.102687 0.029209
10 18.77145 0.121632 0.11377

Iterative processes are repeated and after plottivgg values of jacobian
sensitivity, it is concluded that the location @® at generator 8 is most sensitive as
the values of jacobians are higher for PSS gain Bndrhese analyses give the
sequence of the tuning as 8, 4, 9, 1, 7, 10, 2,@&nd 5. Abscissa axis contains

generator no. and jacobian sensitivity on Ordiris in Fig. 4.14.
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Fig. 4.14: Jacobian Sensitivity of PSS parameters
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Fig. 4.14 shows the jacobian sensitivities of ofiyecfunction with respect to PSS
parameters. It is observed that the value of geitgijacobian is observable in case
of T; and T as the indice has a large impact on the objedtimetion. In previous
section it was observed that value of sensitivilgices for PSS gain was more and
not a significant amount of change in observedasecof PSS time constants. This
reflects the effect of initialization of the optimaition process. Scheme | (old) [83]
refers to the sequential optimization process withadopting above said
methodology.
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Table 4.10: Jacobian for Scheme |

PSS Iteration (J) 9J 0J dJ
Sequence — — —
Location 1 2 3 GKS aTl 6T3
1 8 3.156171 3.156144 -0.00047 : -0.04731  -0.04731
2 4 2.102668 2.049283 2.049286 -0.002 -0.20024 o022
3 9 3.117089  3.117062 0.000126 . 0.012611 0.012611
4 1 3.152152.  3.152139 -0.00049 = -0.04869  -0.04869
5 7 2.183911 2.180456 -0.00655  -0.65454  -0.65454
6 10 3.160793; 3.160945 -0.00015 -0.0152 -0.0152
7 3 4297112 2.705634 2.705346 -0.00571 -0.57119.57109
8 6 2778421 2.778253 -0.00411 -0.4114 -0.4114
9 2 3.128139  3.128763 -0.00274 . -0.27373  -0.27373
10 5 2.552979; 2.552534 0.007639: 0.763909 0.763909
Table 4.11: Jacobian for Scheme I
Iteration 1 2 3 4
J 1.086065 1.0747559 1.070059 1.070013
0J
o 0.338506 -0.3525 -0.00132
0K ¢
0J
o 33.85057 -35.25 -0.13218
oT,
0J
— 33.85057 -35.25 -0.13218
T,

Table 4.10 and 4.11 shows the mathematical detdiilatermediate process of

jacobian calculations. It is observed from the €a#l1l1l that iterative process for

Scheme |l (simultaneous optimization) converges4interations. The values of

jacobians in first iteration is very high far & T,. The values of jacobian become

negative and possess small values. Similarly fquesetial tuning scheme | PSS at

location 8 tuned in two iterations, tuning of PSS4aand 3 takes three iteration,

however as per stopping criterion optimization psx terminates maximum in 3
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iterations. PSS parameters obtained from both neatdgchemes are shown in Table

4.12.
Table 4.12Parameters of PSS for Both Schemes
Scheme I(modified) Scheme ll(modified)
PSS location Ks T1 T3 PSS location Ks Tl T3
8 16.2259 0.123892 0.086243 1 32.54649 0.035D571
4 12.8538 0.11974 0.19867 2 30.64555 0.078D844
9 18.81532 0.112687 0.039203 3 19.89965 0.19a6€30
1 32.95649 0.032578 0.0657717 4 12.35038 0.110486
7 16.29244 0.115894  0.080831 5 18.67145 0.1263117
10 18.77145 0.121632 0.11377 6 19.35481 0.112 0.047
3 19.79965 0.18416  0.029005 7 16.19244 0.159 0.0831
6 19.55481 0.18124  0.047255 8 16.7249  0.129 0.0243
2 30.14555 0.075816 0.086445 9 17.1532 0.1028209
5 18.67145 0.111632 0.10377 10 18.7145 0.116237

Preceding section contains the simulation

schemes.

resuftsthe proposed modified
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Fig. 4.15: Speed deviation curve of generatorr Xdolt at line 2-25 (Case (a))

Fig. 4.15 shows the speed deviation curves for ig¢oie 1l with operating Case

(). It is observed from the Fig. 4.15 that theesoh Il presents a substantial design

as the overshoot and settling time of the curverei bound. Table 4.13 shows the

statistics of the curve. FOD values are much lofogr Scheme Il in this case.

However, old scheme with modified initializatiorsalgives the low values of FOD

which was much higher in previous cases.
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Table 4.13: Statistics of speed deviation curvgesferatorl

Three phase 6 cycle disturbance on line 2-25 (G33e

% overshoot Settling time FOD
Scheme | (old) [83] 0.1965 3.35 11.2611
Scheme | (New) 0.13 2.79 7.801
Scheme |l 0.09 2.21 4.8922

Speed deviation curve is plotted for the same ogeticy with different operating
case gives the response as per Fig. 4.15. Statrstiated with the speed deviations
curve is shown in Table 4.14.
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Fig. 4.16: Speed deviation curve of generator Tdalt at line 2-25 (Case (b))

Table 4.14: Statistics of speed deviation curvgesferator 1

Disturbance on line 2-25 Case (b)

% overshoot Settling time FOD
Scheme | (old) [83] 0.133 8.07 65.142589
Scheme | (New) 0.19 3.69 13.6522
Scheme Il 0.115 3.58 12.829625

Similarly in preceding Case (a) #6-cycles fault is considered with operating
Case (a). It is observed from the Fig. 4.16 th&ie8we | old gives oscillatory response
which is bad for instrument health however a bodndesponse is obtained from
scheme II. Here Scheme | (old) is referred as thquential tuning without
sequencing the PSS as per the values of jacobians.

72



(3]

H 70
P 60
=
ps 50
S 40 W Schemel (old)
_;0 a 30 Scheme| (New)
=
= M Schemell
2z 20 —
Py 10

T L L L L L L L L O i
'50 1 9 3 4 5 6 7 8 9 10 % overshoot Settlingtime FOD

Fig. 4.17: Speed deviation curve of generatorr9&olt at line 12-13 (Case (a))

Statistics of the speed deviation curve is showmahble 4.15. It is significant to
observe that high value of FOD depicts a poor desigh scheme | (old)[83].

Table 4.15: Statistics of speed deviation curvgesferator 9

Disturbance on line 12-13 Case (a)

% overshoot Settling time FOD
Scheme | (old) [83] 0.4732 7.77 60.596818
Scheme | (New) 0.2745 4.95 24.57785
Scheme Il 0.176 4.3 18.520976

Similar analogy is observed when the operating agenb is taken. Speed
deviation curve of generator 5 is shown in Fig84tlis observed that values of FODs

are almost nearby to each other.
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Fig. 4.18: Speed deviation curve of generator Sdalt at line 12-13 (Case (b))
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Table 4.16 shows the statistics of speed deviatiowe of generator 5. Deviations

in FOD values are much lower in this particulartoogency.

Table 4.16: Statistics of speed deviation curvgesferator 5

Disturbance on line 12-13 Case (b)

% overshoot Settling time FOD
Scheme | (old)[83] 0.4612 5.95 35.615205
Scheme | (New) 0.2745 5.78 33.48375
Scheme |l 0.176 4.7 22.120976
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Fig. 4.19: Speed deviation curve of generator 3dalt at line 14-15 (Case (a))

Table 4.17 shows the statistics of speed deviatiowe of generator 3. The same
analogy can be derived from the results. In eadedpleviation curves Scheme I
with modification is outperforming over Scheme d ¢83] and Scheme II.

Table 4.17: Statistics of speed deviation curvgesferator 3

Disturbance on line 14-15 Case (a)

% overshoot Settling time FOD
Scheme | (old)[83] 0.473 7.78 60.752129
Scheme | (New) 0.3946 5.08 25.962109
Scheme |l 0.2864 3.7 13.772025
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Fig. 4.20: Speed deviation curve of generatorrdéolt at line 10-13 (Case (b))

Table 4.18 shows the statistics of speed deviatiowe of generator 8. Deviations
in FOD values are much lower in this particulartoogency. Scheme Il outperformed

over Scheme |

Table 4.18: Statistics of speed deviation curvgesferator 8

Disturbance on line 10-13 Case (b)

% overshoot Settling time FOD
Scheme | (old) [83] 0.4675 5.22 27.466956
Scheme | (New) 0.3091 5.91 35.023643
Scheme Il 0.1326 4.96 24.619183

Following conclusions can be drawn from the congmariof these three schemes:

1. Line search methods are traditional and successéihods for solving the
constrained optimization problems. As in real posgstem nature and shape
of the objective function is unknown, line searchthods based on conjugate
gradient descent provides an insight to natureb@ative function.

2. Each iteration produces a decrease in the objeftinetion, which can be
observed from the Table 4.3 and 4.4. Evely iteration is a steepest descent
step with step length chosen by step 2 and stegs3shown in iterative
process.

3. Line search methods are suitable for unimodal abjedunctions. However,
for function used in real power systems has a pigibability to be trapped in
local minima. In some times the quality of soluti@md probability of
obtaining global minima is dependent on the ingi@hrch point.
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4. Scheme | addresses the sequential optimizatioroappr{83].Modification of
the Scheme | and Scheme Il is implemented, as mesoases the both

schemes are exhibiting pessimistic results.
45 SUMMARY

In this chapter three schemes based on trajestamgitivity is applied for PSS
parameter estimation problem. This chapter unfdlas difficulty related with
eigenvalue based objective function and proposesdification in scheme based on
simultaneous optimization [83]. Following are thaient features of the proposed
work.

1. Decisive evaluation of conventional optimization thoel with scheme(s)
(based on trajectory sensitivity) is carried ouB][& [156]. It is concluded
that golden section and scheme Il (simultaneousnigdtion) present a poor
design. This gives the direction that PSS paramestimation objective
functions are multimodal in nature. Hence the pbalig of getting trapped in
local minima is enhanced.

2. Scheme Il gives satisfactory response under aftimgencies. It is worth to
mention here that in first part of the observatjalsschemes start their initial
search with the midpoint of the parametric range.

3. Madification in terms of initialization is inculcadl with the optimization
schemes. A special light is thrown to the factt ihitial search point has a
paramount importance for gradient based methods.gradient based
optimization process results can be improved witiper initialization.

4. Scheme | [83] was based on sequential optimizatitowever, methodology
for determination of the sequence was not cleaglycdbed in optimization
[83]. Hence the modification in scheme | is progbsend according to the
values of sensitivity jacobian most sensitive P8&tion is optimized first.
However it is pragmatic to say from the resultsesbsd after modification
that simultaneous optimization has an upper edger diie sequential
optimization.

5. Effectiveness of the proposed schemes is tested g England Power
System. To present a robust design hard initialraipey conditions are
considered [77] & [82]. The comprehensive applmatof the schemes on
New England System show that proposed schemes emag as a promising

tool for PSS parameter estimation.
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Chapter 5
PSS design through Evolutionary Algorithm

The difficulties associated with conventional op#ation processes are major
motivation behind the development of alternativieisons. Researchers came forward
with different creative analogies and similes touilcate the nature’s mimicry into the
mathematical paradigms [105]-[109]. Conventionalimation methods like linear
and dynamic programming are lacking in finding ghebal optima, problems related
with real power system require attention and bedesign [156]. Compromise in
design quality may be ended up with hazardous tesas large networks are
interconnected with each other. Evolutionary altyonis are scholastic search methods
that mimic metaphor of natural biological evolutiavi the species [106]. The
objective of this chapter is to present an evohary design based approach for PSS
parameter estimation problem. In previous chagterrajor findings extended the
direction of research through evolutionary desagthe design presented in previous

chapter observes severe alteration when the ipitizt of search is changed.

5.1 INTRODUCTION

Most of the conventional or classic algorithms aeterministic [157]. For
example, the simplex method in linear programmmgleterministic. Some of this
algorithms are used gradient information for firglmut the optima, these algorithms
can further bifurcated into two main categories rethtbe search direction is set to the
negative of the gradient, than the search methodskaown as gradient descent
methods and vice versa also known as gradient asoethods [156]. These
algorithms works well in case of unimodal continsdunctions but failed to find
global optima in case multi modal function or disttouous functions. Non gradient
based algorithms are applied in the case discomiswbjective function, these
objective functions are treated with stochasticrapphes with the aim to find best

results rather than good results.

These algorithms are come in the picture in e&ys, basically these are

categorised into two subcategories [108]:
1. Heuristic algorithms

2. Meta-heuristic algorithms
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Heuristic approach is nothing but based on tniedremethod, lateral meaning of
heuristic is to discover by trial and error. Quakblutions can be obtained by these
approaches but none of these approaches ensumd giobma. Further development
was metaheuristic algorithm “meta” means beyondiigher level. Recent trends are
to name all algorithms with randomization and losa@arch as meta-heuristic
algorithms [107]. In literature no clear bifurcatios given for both these names
however randomization is an important process hslfs algorithm not to be trapped
in local minima. In previous chapter it is worth miien here that the design is poorly
trapped in local minima as the initialization wagt proper however metaheuristic
algorithms don’t require initialization, randomiget is an inherent characteristic of
these algorithms[106]-[108].

All evolutionary algorithms are based on learnprgcesses. The most important
aspect of such learning processes is the develdpmenmplicit and explicit
techniques to accurately estimate the probabilitthe future events. The scientific
method is an iterative process that facilitatesniggi new knowledge about the
underlying processes of an observed environmentfobgcasting as yet unknown

aspects of that environment.

Fig. 5.1 shows the scientific method for propamatiand adaption of the

knowledge.
Deductive
Model/Hypothesis Manipulation General Solution
Inductive Deductive
Generalization Specialization
Measured RealWorld |— — — — ! Estimated Real World

T

Independent Verification

Fig. 5.1: Anatomy of Scientific method
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Evolutionary computation must act on data streguthat represent candidate
solutions to the problems at hand. Essential gradge evolution: population based
search with random variation and selection. A papaih is required because single
point to point searches are generally in-suffidientobust to overcome local
pathologies. Fig. 5.2 shows Flow of evolutionaryoaithms [109]-[152].

{ Initialization J
A 4
Fitness ‘
Evaluation
[ Termination /[ Crossover

Environmental Mating
Section \/
[Fitness Evaluation \J L Mutation

Fig.5.2: Flow of evolutionary algorithms

The beauty of these algorithms exists in multinp@earch strategy. Two major
components of any metaheuristic algorithms arensifieation and diversification in
other words exploitation and exploration. Divexstion is the term which is related
with generation of the diverse solutions so asxplare the search space on global
scale and a very efficient manner, while intenatiien is all about search in a local
region by exploiting the information that a currgobd solution is found in the region
[128]. The good combination of these two major comgnts will usually ensure that
the global optimally is achievable. Metaheuristechniques can be classified as
trajectory and population based algorithms. Gengkijprithm (GA) [110], [112] &
[133] and Particle Swarm Optimization (PSO) [11E4 population based algorithms
which incorporates strings and multiple no of agdat effective search. On the other

hand, simulated annealing uses a single agentlafiGn Single agent moves though



the search space in a piecewise style. A betteren®walways accepted, while not so

good move is accepted with a certain probability.

This chapter presents a comparative analysis plicapon of four population
based algorithms namely genetic algorithm (GA){iBlarSwarm optimization (PSO),
Gravitational Search Algorithm (GSA) [132] and CaokSearch Algorithm (CSA)
[127]-[129] in PSS parameter estimation problem]{73], [116]-[124] & [135]-
[136].

52 OVERVIEW OF GENETIC ALGORITHM

GA is a global search and optimization techniquactv is based on natural
selection and genetics [110]-[111]. DevelopmentG# is mostly attributed to the
work of Goldberg and Holland [112]. The beauty &foaithm is lies in multipoint
search i.e. the ability of the algorithm to searsbveral possible solutions
simultaneously. The optimization process through @GAinitiated with random
criterion of initial population which representssgible solution of the problem. This
population is in the form of string and known agorhosome. Chromosome is
consisting of a set of elements, called genes kiwddl a set of values for the

optimization variables.

Fitness of each solution is evaluated by the valuebjective function, which is
called fitness function. Fitness of objective fuactis improved through evolution.
Genetic operators are employed to select more nfiividuals and create new
population. These operators are namely: selectivossover and mutation. The
stopping criterion is defined through either maximueration count or tolerance of
the function. Four main parameters affect the perémce of algorithm: population

size, number of generations, crossover and mutedien

Emad Elbeltagiet al. [161] presented comparison of evolutionary aldonis
namely GA, PSO, Shuffled frog leaping and Memelgoathm. In this work authors
presented a comparison of application of algorithfos solving discrete and
continuous optimization problem. The problem assted with local minima trap was
discussed [82]. Valve point effect was observe@dnnomic load dispatch problem
with slight modified GA in [116]. Ying-Yi Honget al. [134] proposed a scheme for
minimize load shedding and maximize the lowest gwnequency. In this approach

penalty functions and variable length chromosomesewutilized to determine the
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optimal shed loads at all stages. Do bofriral. [135] employed GA operators for

simultaneous optimization of both phase compensatiad gain setting of the

stabilizers; proposed approach was tested oveh sagtern Brazilian System. Gerbex

et al. [136] presented a genetic algorithm based approacbeek the location of

FACTS devices, their types and their values. Fand lof FACTS controller were

used

in this study. GA consists of several openaticnamely initialization,

reproduction and termination. According to GoldbErj2] the power of GA lies in it

being able to find good building blocks. Some basims related with GA operations

are exhibited here.

521

a)

b)

Key termsin GA optimization

Fitness function: A fitness function must be devised for each probtenbe
solved. Each iterative process ends up with a singimeric value called as

fitness.

Reproduction: During the reproductive phase of the GA individuale
selected and recombine. Two parents are recomlbgetie employment of
two basic forms of operators namely crossover anthtion.

Crossover: It takes two individuals and cut their chromosomengtriat some
randomly chosen position, to produce two head aifdsegments. The two
offspring each inherit some genes from each pateistknown as single point

crossover.

Mutation: It applied to each child individually after crossov It randomly

alters each gene with a small probability

Convergence: It is the progression towards increasing unifaymlf GA is
implemented successfully fitness of each generatnmneases towards the

global optimum. Fig. 5.3 shows the process of @essand mutation.

Parents Offspring

Crossover Point

}

1 1 0 1 0 0 1 1 1 1 0 1 1 0 0

1 0 1 1 1 0 0 0 1 0 1 1 0 0 1

Fig.5.3: Crossover of single agent GA
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5.3

OVERVIEW OF PARTICLE SWARM OPTIMIZATION

PSO is a kind of heuristic optimization algorithrtiss motivated from simulating

certain simplified animal social behaviors suctbad flocking, and is first proposed

by Kennedy and Eberhart in 1995 [115], It is amaitiee, population-based process.

Each particle represents a candidate solutionagptbblem. The particle undergoes

two processes in PSO, position and velocity ofgasicle is changed with respect to

time. The process of position change or exploratibthe search space continues till

the relatively unchanged position encountered. éa®cterminates also when

computational limitations are exceeded [121]. PSOspss some beautiful attributes

which makes it better than traditional optimizategproaches. Following are the note

worthy features of PSO.

1.

5.

PSO is a population based algorithm, it possesdidingarallelism. The

probability to be trapped in local minima is veeg$ for PSO.

PSO uses guide index for exploring search spaam iefficient way. PSO is
applicable on non differentiable functions also amd property makes it free

from initial assumptions.

PSO uses probabilistic transition rules than detastic rules. This makes
PSO more flexible and robust. PSO can explore beapace in a more

efficient way than traditional optimization techoes.

Unlike GA, PSO has the flexibility to control thalance between global and
local exploration of the search space. This unifemture helps PSO to

overcome premature convergence.

Solution quality of PSO is free from initial guess.

The signature terms used in optimization processlascribed below:

a) Particle: It represents a candidate solution representechbBgnadimensional

real valued vector. Here m represented the sitleeoproblem.

X (1) =[X,(1), Xp(0)-.. Xy )]

b) Population: it is set of particles, if it is equal to ‘n’ thateans n particles at a

time will explore the search space for optima.
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POP(t) = Xy(t), Xo(t).... Xy )]

c) Vdocity: It is the m dimensional real vector and it représdhe speed of

particle for exploring the search space.

d) Inertia weight: It is a control parameter of PSO. Inertia weightuged to
control effect of previous velocities. It estabkshtradeoff between local and
global search exploration abilities.

e) Individual best and global best: In optimization process particle acquire
several positions. The best position with respedlk positions (best fithess)
acquired by it, is individual best .These are thiens used with reference to

local and global minima in optimization process.

The patrticles are described by their two instpraiperties: position and velocity.
The position of each particle represents a pointhe parameter space, which a
possible solution of the optimization problem ahd telocity is used to change the

arrangement. Equation (5.1) and (5.2) describepdisdgion and velocity updation of

the particle.

v =i e (B - )+ o (R - ) (5.2)
)] =yl i) (5.2)
i=123,..N, i=123,... N,

Where N, is the number of particles in the populatioN; is the number of
variables of the problem (i.e. dimension of a [Eéaji V: is the j™ coordinate

component of the velocity of the" particle at iteratiork ; P. is the j™ coordinate

j
component of the best position recorded by ifi@ particle during the previous

iterations; P, is the j™ coordinate component of the best position of tobal best
particle in the swarm, which is marked lgy; >g'j‘ is the j™ coordinate component of

the current position of particlé” at thek™ iteration;w is the inertia weightcl, c2are
the acceleration coefficients ad,r ae the uniformly distributed random values

between 0 and 1. Fig. 5.4 shows the anatomy ofptrécle depicting the global,

individual best and velocity of the particle.
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Fig.5.4: Anatomy of particle

PSO is applied in many optimization problems IR problem, Economic load
dispatch, PSS design, Optimal power flow and mahgrs[74], [120]-[123] & [139]-
[142]. Some approaches used multi agent PSO foloerg the search space in a
more efficient way [141]. Distribution system plamgp with Distributed Generation
(DG) reactive capability and system uncertaintiesendiscussed in [142]

54 OVERVIEW OF GRAVITATIONAL SEARCH ALGORITHM

Over the last decades, there has been a growiegest in algorithms inspired by
the behaviours of natural phenomena [115] & [14H€]. It is publicized by several
researchers that these algorithms are well suibedotve complex computational
problems such as optimization of objective funai¢nr6], [77], [82] & [136], pattern
recognition [146] & [147], control objectives [14B8]50], image processing [151] &
[152] etc. Various heuristic approaches have bedwptad by researches so far,
GA[136], Simulated Annealing (SA) [80], Ant Colon$earch Algorithm [148],
Rashediet al. [132] anticipated a new meta-heuristic algorithallexd GSA in year
2009 [17]-[19]. A beautiful analogy between Newwrgravitational laws with the
optimization prototype of the era is presentedhia algorithm. The postulates of the
algorithm say that every particle attracts towardsh other and force exerted between
two objects (agents) is proportional to the massthd objects and inversely
proportional to square of the distance between thence causes a global movement
of all objects towards the objects with heavier sn&feavier mass is analogous to the
agent which has higher fitness values. GSA propdees prepositions of a

gravitational mass: its position, inertial masswvigational mass (active and passive).
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The position of mass is representation of a satuéind masses are specified by
fitness of a function. It is assumed that giverysteam with N agents in search space
represents solution to a problem. Equation (5.Byagents space dimension and the

position of the agenk” in d" dimension.
X =(xi,...xid,...xi”), fori=12,..,N (5.3)

According to the Newton’s law of attraction thede exerted by™ mass due to

j™ mass at timérepresented by equation (5.4).

1= 7ty -00) 54

Where M, (t)M,(t) are active and passive gravitational mas(t) is

gravitational constant at timeandR; is euclidian distance betweérandj agents

defined by equation (5.5).
R, 0= 0,6, ©5)

Force exerted on an agens randomly weighted sum of the forces exertethfro
other agents.
d m

Fi (t)= jZIZFi

d
Acceleration of the agent at tinhén thed™ dimension on law of motion is used
directly to calculate the force. In accordance wiiis law, acceleration is proportional
to the force exerted and inversely proportionahtss of the agent.
g \t)==—"3 (5.7)
M (t)
Searching strategy of the algorithm is definedupglating velocity and position at
time t and in d dimension.

vid (t + 1) = rand; x vid (t) + aid (t) (5.8)

xid (t+1): xid (t)+vid (t+1) (5.9)
The gravitational constars, randomly at the starting and according time to
control the search accura@yis exponentially decayed.

6(t)=c(cy.t) (5.10)
_at
Glt)=gge T (5.11)
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There a is a user specified constarit,is the current iteration and is the total

number of iterations.

55 OVERVIEW OF CUCKOO SEARCH ALGORITHM (CSA)

The CSA is introduced by yang and Deb in 2009 [4230]. The CSA was
inspired by compel brood parasitism of cuckoo gmedy laying their eggs in the
nests of host birds. Some cuckoos have evolvedah a way that female scrounging
cuckoos can reproduce or rather imitate the caois patterns of the eggs of a few
chosen host species. This reduces the probabflitjgeoeggs being abandoned. Yang
and dev also suggested in their research thatflighys is useful for improve solution
quality besides on random walk method. A Lévy fligha random walk in which the
step-lengths are distributed according to a heailget probability distribution. Each
egg in a nest represents a solution .the objedtieemploy good quality solution in
the nest and replace those which are not so golmticso The algorithm based on
three idealized rule:

» Each Cuckoo laid one egg only, and dumps the eggamdomly chosen nest.
» The best nest (with quality solutions) will carnyen the next generation.

» The number of available nest is fixed and a hostidantify an alien egg with
probability R [0, 1].

Based on the foresaid rules while generating ra@utisns:
X" =x +a0Levy(A) (5.12)

Wherea >0 is the step size, in this work it is taken 1. Randvalk is a markov
chain whose next location is depends on the cufoeation (the first term in equation
(5.12)) and the probability of the transition.

Primary observations about algorithm develop assewf resemblance with hill
climbing in combination with some large scale ramdmtion [157]. However the
algorithm is a population based algorithm similarGA [112] and PSO [115] but
randomization of the patterns is done in a moreiefit way as the step length is
heavy tailed. Thirdly the parameters to be tunelkss than GA and PSO, For these
reasons the Cuckoo search found to be very gerasmit used for wide no of
optimization problems. Parameters of algorithmsgaren in Appendix-F.
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5.6 OBJECTIVE FUNCTION

To solve optimization process for PSS parametémation problem, objective
function carries an archetype importance. The pmmblwith eigenvalue based
objective function was reported in prominently [82 brief section is kept in
literature review to discuss problems mentione[B2j. Combinatorial optimization is
a combination of multiple objectives. In literatutbere are lot of examples available
for PSS parameter estimation problem. Point of idemation for taking speed
deviation based objective function lies in thatjegtive function used in [77] & [78]
did not possess any conflicting objectives. Solutaf these problems resulted in
enhanced damping and bigger negative real patieobigenvalue. The fact is, if the
real part of eigenvalue is maximized in negativi thean damping is also enhanced. It
is also observed in [83] that eigenvalue based ctibge functions gave lower
frequency and higher frequency modes, which areftratthe health of the equipment.
Equation (5.13) shows the speed deviation basezttig function with constraints in

equation (5.14). This objective function is useddptimization process.

tsim
minJ => Aaf (5.13)
t=0

Ti ST STI (5.14)

Wherei stands for the generator nd&,, stands for PSS gain, and, s are the
time constants of PSS.

For New England system it is assumed that all ggaes are containing PSS, so in
this case total 30 parameters by keepipg T, and T, constant [77] & [78]. For 16
generator 68 buses system while each generatogugpped with PSS, total 48

parameters are optimized [82]. Speed deviationdabgective function tunes PSS for

hard conditions as the objective function has two @bjectives:

1. Tune PSS for minimize overshoot of speed deviationes.

2. For achieving minimum settling time
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5.7 Simulation Results:

In this section results of application of differepvolutionary designs are
presented. The PSSs parameter evaluation problé@mgstigated on standard IEEE-
39 and IEEE-68 bus systems[153] &[160]. Standarjedailve function which is based
on the speed deviation of the generator is constjexs discussed in previous section.
In stability studies ample amount of importancegigsen to the initial operating
condition. In this study nonconforming loads (10%nstant current 10% constant
power and 60% constant impedance for active poeser)assigned on New England
System. According [82] System is observed in sustressed condition that a small
perturbation make it unstable. To perform this datian study 2.5 GB ram 2.5 GHz
icore-7 processing unit is used. Power System Twol*ST) [158] of MATLAB

[154] is used for simulation studies.
5.7.1 |EEE 39 Bus System

For New England System all the generator machanef two axis model of the
synchronous machines, specifications are shownppeAdix-B. This system has 39
buses and 10 generators, 19 loads, 36 transmiisém This system is organized into

three areas.

Following conditions are taken to validate thesefiveness of proposed approach

on New England System.

a) 3 ¢ 6 cycle disturbance at line 2-25

b) 3 ¢ 6 cycle disturbance at line 2-25 with line outdge21
c) 3 ¢ 6 cycle disturbance at line 10-13

d) 3 ¢ 6 cycle disturbance at line 10-13 with line out@g@e23
e) 3 ¢ 6 cycle disturbance on line 14-15

f) 3 ¢ 6 cycle disturbance on line 12-13

Although the damping controller designed througbletionary algorithms is quite
robust and proved effective in all operating cogincies yet to show the efficacy of
the proposed controller extreme conditions are end82]. The performance of the
controller is exhibited in terms of hard conditiof®r this reason here three phase
faults are considered and speed responses of gesrators are shown which are

near by the fault locations.
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Fig.5.5: Speed deviation curve of generator 7 tsgarticulars

Fig. 5.5 shows the speed deviation curve of geoera with different PSSs
settings obtained from algorithms, sub part of Hig.5.6 shows that the GA has
maximum in terms of FOD .FOD is nothing but a lineambination of settling time
and overshoot of the swing curve which is a cleg#ica of swing curve response. It
is also worth mention here that as per Table 5cait be concluded that overshoot,

settling time and FOD is quite low as far as CSA&aacerned. The poor response in

terms of settling time, overshoot and FOD is of GA.

FOD = 0s® +Ts? (5.15)
Where Os is overshoot of curve and Ts is settlimg of the curve.
Table 5.1: Comparative analysis of Speed deviatiome of generator 7
Fault on Line 2-25

% overshoot Settling time FOD
CSA 0.3366 3.9 15.32
GA 0.3948 9.9 98.17
PSO 0.3564 6.08 37.09
GSA 0.3963 5.15 26.68
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Fig.5.6: Speed deviation curve of generator 8 tsgarticulars
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It is can also be concluded that as per TableoBe2shoot, settling time and FOD
is quite low as far as CSA is concerned. GA shoaa pesponse as FOD is 53.88 in
this case. However PSO and GSA possess 17.42 a2a. 11

Table 5.2: Comparative analysis of Speed deviatiome of generator 8

Fault on Line 2-25

% overshoot Settling time FOD
CSA 0.6623 2.76 8.056241
GA 0.7696 7.3 53.88228
PSO 0.673 4.12 17.42733
GSA 0.7263 3.27 11.22041

Fig. 5.7 shows the speed deviation curve of géoefand statistics associated

with this swing curve is shown in Table 5.3.
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Fig.5.7: Speed deviation curve of generator 3 &garticulars

Table 5.3 gives Comparative analysis of Speedatievi curve of generator 3. It

shows the same analogy with additional line outadgEs-21.

Table 5.3: Comparative analysis of Speed deviatiome of generator 3

Fault on Line 2-25 with line 16-21 out

% overshoot Settling time FOD
CSA 0.2726 3.8 14.51
GA 0.2736 9.07 82.34
PSO 0.2856 7.19 51.78
GSA 0.3014 7.11 50.64

Fig. 5.8 is a speed deviation curve of generatwith its statistics in sub part of
this fig. Table 5.4 shows the statistics relatethwiie speed deviation curve.
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As per Table 5.4 it can be concluded that overshsattling time and FOD is quite
low as far as CSA is concerned. However, overskpai{ the curves fall in a very
short range but settling time varies in a wide eafgr the responses hence, FOD

values are obtained in a wide range.

Table 5.4: Comparative analysis of Speed deviatione of generator 4

Fault on Line 2-25 with line 16-21 out

% overshoot Settling time FOD
CSA 0.5889 3.95 15.95
GA 0.6 7.59 57.97
PSO 0.58 5.46 30.15
GSA 0.5778 5.41 29.6

Fig.5.9 shows the speed deviation of generatoiit® fault condition while fault
on line 2-25 with line 16-21 out. Fig. 5.10 showse speed deviation of generator 6
while fault on line 10-13. Fig. 5.11 shows that G&\ not able to mitigate the

contingency condition.
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Fig.5.9: Speed deviation curve of generator 9 (fanlline 2-25 with outage on 16-21)
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Fig.5.12: Speed deviation curve of generator 7lf(fane10-13 and line 22-23 out)

Fig. 5.12 shows the speed deviation curve of gaaer7 with different PSSs
settings which are obtained from algorithms sult phthis figure shows that the GA

has maximum in terms of FOD. GA is not able to gate the contingency condition
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and system is thrown to an unstable zone with GduPSS. However, CSA is able

to mitigate all the frequency deviations cause@® Iphase 6 cycle disturbance.
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Table 5.5 Comparative analysis of Speed deviatisnecof generator(s)
5 -
Fault location* Algorithm % Se_ttllng FOD
overshoot time

CSA 0.5042 3.67 13.72

Fault on Line 2-25 with line 16-21 out GA 0.4818 9.08 82.68
9) PSO 0.5 572 32.97

GSA 0.64 4.55 21.11

CSA 0.8 2.63 7.557

. GA 0.853 7.54 57.58
Fault on Line 10-13 (6) PSO 0.8572 5 o5 73
GSA 0.86 7 49.74

CSA 0.29 4.05 16.49

. GA 0.41 7.62 58.23
Fault on Line 10-13 (7) PSO 0.3564 608  37.09
GSA 0.37 5.19 27.07

CSA 0.12 3.31 10.97

Fault on Line 10-13 with line 22-23 out GA 0.17 7.95 63.23
) PSO 0.14 6.16 37.97

GSA 0.17 5.59 31.28

CSA 0.08 5.22 27.25

Fault on Line 10-13 with line 22-23 out GA 0.06 7.74 59.91
9) PSO 0.08 6.28 39.44

GSA 0.08 6.2 38.45

CSA 0.42 3.38 11.6

. GA 0.55 7.28 53.3
Fault on Line 14-15 (4) PSO 0.42 564 31.99
GSA 0.49 5.82 34.11

CSA 0.27 4.32 18.74

. GA 0.41 7.41 55.08
Fault on Line 14-15 (5) PSO 03 532 28.39
GSA 0.3 4.18 17.56

CSA 0.16 452 20.46

. GA 0.37 7.96 63.5
Fault on Line 12-13 (8) PSO 021 512 26.26
GSA 0.24 57 32.55

*(Values shown in parentheses are the generatdr no.
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Following point can be concluded from Table 5.5.

1. GA provides a poor damping response as the overgimabsettling time of the
speed deviation curves under different contingeneiee much higher than
expected values. However, in some cases the GAdea very poor design
that values of speed deviation(s) are keep on @samg or decreasing as per
figs. 5.13 to 5.16.

2. Values of FOD in some case observe decrement of tian 70% especially
line outage(s) are considered with the faults. Fd.3 is the case where

simulation time is considered as the settling imeEOD calculations.

3. FOD values are fall in a very short range. FOD &salwould not be able to
present a fruitful comparison, when the problermalved with PSO and GSA.
It is required that comparison should be estabfistre the basis of processing

time and convergence characteristics of the alymst

4. Values of FOD, Settling time and overshoot haveimim values when the
optimization process is solved by CSA. It gives direct conclusion that CSA

is more efficient and out played on almost all aliyons.

5.7.2 |EEE 68 Bus System

In this study nonconforming loads (10% constantent, 10% constant power,
60% constant impedance for active power and 60%taah impedance for reactive
power) are assigned on 16 Generator 68 Buses. @BHkIS system is a large system
with 52 load buses and 16 generator all having @xs model configurations [158]-
[160]. System is in stressed condition due to litesling pattern. This detail has taken
from [82]. Following contingencies are developedést the efficacy of the proposed

controller(s). Details are shown in Appendix-C.

a) 3 ¢ 6 cycle Fault on line 1-2
b) 3 ¢ 6cycle Fault on line 8-9

c) 3 ¢ 6 cycle Fault on line 2-25
d) 3 ¢ 6 cycle Fault on line 21-22
e) 3 ¢ 6 cycle Fault on line 15-16
f) 3 ¢ 6 cycle Fault on line 43-44.
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Figs. 5.17 and 5.18 shows the speed deviatiogemérator 8 and 15, when a3
fault is considered for 6 cycle at time t=0 to @dc. Further Table 5.6 shows the
statistics related with the speed deviation cufegenerator 8 and 15. It shows that
with CSA, response is better and observed veryalwes of FOD as compared with
GA. Almost 50% reduction in the values are obserwsth CSA. However, the

performance of PSO and GSA is also comparable, em@SA outperformed PSO.

Table 5.6 Comparative analysis of speed deviatioaes for fault at line (1-2)

Fault location Algorithm % overshoot Settling time FOD
CSA 0.13 2.92 8.543
) GA 0.12 7.13 50.85

Fault on Line 1-2 (8)

PSO 0.04 4.55 20.7
GSA 0.1 3.86 14.91
CSA 0.018 3.16 9.986

) GA 0.12 6.92 47.9

Fault on Line 10-13 (15)

PSO 0.1 4.76 22.67
GSA 0.02 4.18 17.47
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Fig. 5.19 shows speed deviation curve for generétdor fault on line 8-9.
Statistics related with the curve is exhibited able 5.7.
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Fig.5.19: Speed deviation curve of generator 6lt(fauline 8-9)

Table 5.7 Comparative analysis of speed deviatioaes for fault at line (8-9)

Fault on Line 8-9

% overshoot Settling time FOD
CSA 0.1 2.85 8.133
GA 0.3 6.94 48.25
PSO 0.04 5.11 26.11
GSA 0.11 4.15 17.23

Fig. 5.20 shows the speed deviation curve for ggael15 for fault on line 2-25. It
can be observed from Table 5.8 that values of F@Draich higher for GA.
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Fig.5.20: Speed deviation curve of generator 18l{(fan line 2-25)

It is also concluded that value of overshoot iscmbigher when PSSs is tuned
with PSO settings.
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Table 5.8: Speed deviation curve of generator 48lt(bn line 2-25)

Fault on Line 2-25

% overshoot Settling time FOD
CSA 0.08 3.16 9.992
GA 0.09 5.33 28.42
PSO 0.29 7.23 52.36
GSA 0.02 4.36 19.01

Figs. 5.21 & 5.22 show the speed deviations oegEor8 and 10 under fault line

21-22.
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Table 5.9 shows the statistics of fault conditime 21-22. It is observed that a
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is very poor as settling time is much more in Gas8A.

significant amount of reduction in FOD values isetved in case of CSA. However,

in this case PSO and GSA observed almost similaiegaln case of GA the response




Table 5.9 Speed deviation curve statistics faulimn21-22

Fault location Algorithm % overshoot Settling time  FOD
CSA 0.07 2.6 6.765
Fault on Line 21-22 GA 0.1 6.98 48.73
(8) PSO 0.06 4.95 24.51
GSA 0.57 481 23.46
CSA 0.03 2.16 4.667
Fault on Line 21-22 (10) GA 0.2 7.86 61.82
PSO 0.03 5.81 33.76
GSA 0.09 4.8 23.05

Figs. 5.23 & 5.24 show the speed deviation cuovegénerator 7 and generator 9.
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Following points are worth mentioning here:

1. FOD values for CSA is lowest in the cases. Howeitler, values for GA are
very high in both cases. It can be concluded tI&% Puned by GA doesn’t

show a good dynamic response.

2. Although the values of FOD are in a close rangeP®0 and GSA. GSA gives

overall better dynamic response as compared witra@GRPSO.

3. Surprisingly in case of speed deviations of gemerat it is observed that PSO
has smallest overshoot as compared with otheritiigms. CSA gives highest

overshoot in this case.

4. Settling time is very low in both cases for CSAddiPSS. The highest values

of settling time are observed in case of GA.

Table 5.10 Speed deviation curve statistics fauliree 15-16

Fault location Algorithm % overshoot Settling time  FOD
CSA 0.46 2.31 5.548
Fault on Line 15-16 (7) GA 0.26 571 32.67
PSO 0.06 4.07 16.57
GSA 0.29 4.26 18.23
CSA 0.24 2.17 4.767
Fault on Line 15-16 (9) GA 0.18 6.13 37.61
PSO 0.07 4.11 16.9
GSA 0.47 3.66 13.62
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To present a meaningful comparison optimizatiarcess is run for 100 trials and

standard deviations of the value of objective fiorcts shown in Table 5.11

Table 5.11 Comparative analysis of Algorithm(s)

Number of Variables

Comparison Criterion Algorithm
30 48
GA 0.05467 0.2447
Standard Deviation in
value of objective PSO 0.01739 0.0856
function GSA 0.0298 0.0795
After 100 successive run
Cuckoo Search 1.75E-14 3.22E-14
GA 60 50
PSO 77 76
% Success Rate
GSA 78 85
Cuckoo Search 100 100
GA 0.300 0.19
(Average) GSA 0.2963 0.012
Cuckoo Search 0.300 3.80E-01
GA 8.495 6.87
Settling Time (sec.) PSO 5.97 6.06
(Average) GSA 5.482 4.32
Cuckoo Search 4.2346 2.22
GA 29.435625 77.44036
Figur?F(();g)emerit PSO 16.415425 36.7237
Cuckoo Search 12.2258176 4.929844
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Success rate is defined as the percentage of uh@er of objective function

values less than or equal to minimum value obtaineaptimization process divided

by the number of total runs. Following points candbbserved.

1.

A critical Analysis of algorithms based on 5 criters is presented in Table
5.11. It is observed that the solution quality aied from GA is poorest as the
standard deviations in 100 successive runs aremuamiwhen tested for both

the systems.

Success rate of the algorithm is defined as thktyabf the algorithm to
provide potential solutions in each run, it is alvee from here that GA lags in
this case also for 30 parameters the successsr@isti60% and it is reduced
with the increase in no. of parameters in next .chigsvever for this criterion
PSO outperformed over the GA and GSA.

The overshoot and settling time and FOD are thevatéves of rotor swing
curves for both test cases. Different cases arébieatt to show the better
understanding of the results. A decisive evolutgoconcluded while observing
the % overshoot and settling for the different cased each case depicts that

these criterion is minimum for CSA.

Tables 5.12-5.15 show the parameters optimizedlbfour algorithms for New

England and 16 Generator 68 Bus systems.

Table 5.12 PSS parameters calculated by GA & PS&w(England)

Gen. No.

GA PSO

T1 T3 Kstab T1 T3 Kstab

© 00 N oo o A~ W N P

(=Y
o

0.091975826
0.781606472
1.807653684
1.247418752
1.034091443
1.924550378
1.31504651
1.244829248
1.053273965
0.233139595

0.077530934
0.779498237
0.301201774
1.961125095
0.925408678
0.512862713
0.7904365
1.065748866
0.226923141
0.385510174

7.698208262
14.71733479
7.048318609
14.93575586
14.296286
13.99524447
6.5
13.99958847
12.0114335
14.46058036

0.0204457
0.9290901
1.2076554
1.1933833
1.144322
1.8365203
1.126319
1.2443777
0.8918224
0.0210033

0.0200001
1.1464788
1.038699
1.9999894
1.099436
0.4902554
0.7679441
1.0620832
0.0211454
0.3768268

7.8615205
10.415079
8.5027975
5.0110313
13.74749
7.8381868
5.9898128
7.79468
12.329652
8.0103207
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Table 5.13 PSS parameters calculated by GSA & O8&Av(England)

GSA CSA
Gen. No.

T1 T3 Kstab T1 T3 Kstab
1 1.0339548 0.3367701 9.0065945 0.0200001 0.02 14.191026
2 0.8426066  0.780066 9.5913447  0.477801 0.7304389 14.131649

3 1.6023151 0.4233835 8.2551014 1.8938761 0.0200004 15
4 1.0983189 1.9975143 9.9022499 1.0531732 2 5.0000003
5 0.8300998 1.1107345 7.6236189 1.1741949 1.1286531  14.23879
6 1.2758715 0.5155985 12.627158 1.8690004 0.4838934 14.176164
7 1.1814902  0.760658 90.809671  1.1343124 0.7843223 13.884469
8 1.3019967 0.9694291 9.3419996 1.2202922 0.9631269 14.155749
9 1.0175367 0.3588955 9.7413422 0.9261673 0.0200003 5.0000308
10 0.5196331 0.3995118 9.6750936 0.02 0.02 14.192062
Table 5.14 PSS parameters calculated by GA & P$Q&denerator 68 Bus System

GA PSO
Gen. No.

Tl T3 Kstab T1 T3 Kstab
1 0.657555907  0.396990575  7.900081203 0.0202138 2006#5 8.1588827
2 0.747063449  0.614925634 7.47865455 0.7147192 983BB  6.4243441
3 1.892231648 0.602113367 8.183116995 1.7497314 0804318 7.3567431
4 1.172235406  1.990799541  5.106932714 1.513601 97 10.834574
5 1.238828171 1.070112991  14.21427592 1.2287134 643143 7.9004653
6 1.912318781 0.475926088 13.16648647 1.5315668 7880417 7.7116331
7 1.267690477 0.809720412  13.83587609 1.3072435 620624 12.570019
8 1.237158182  1.634812542  14.04459647 0.7219181 721827 10.745454
9 0.947720499  0.276204038 12.25248642  1.0200399 979964  7.2467549
10 1.952179609 0.536207965 12.42926266 1.6852046955824  9.9278552
11 0.778347915 0.88588865 13.28056814  1.7122473 1294249 11.576263
12 1554770328 1.567119646  8.579581833 1.1048759361948 11.458888
13 0.547648597 0.765576923  7.181107461 1.6062268681798 10.807105
14 0.056333548  1.165018307 12.492914 1.170335 9ZD1 9.8239076
15 0.917624931 0.662974301 5.997030891 0.669990516Q082 10.27428
16 0.816325378  1.965683477 10.63303662  1.5582110940662 11.612648
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Table 5.15 PSS parameters calculated by GSA & GBA6 Generator 68 Bus System

GSA CSA
Gen. No.

Tl T3 Kstab Tl T3 Kstab
1 0.5761144 0.6868397 8.8893444 0.02 0.02 14.162005
2 1.0040147 1.0922598 8.8564325 0.4833417 0.73368723.854139
3 1.553172 0.705796 8.4198544 1.8731639 0.044242 .98248
4 0.7178155 1.9988135 11.933378 1.0629392 1.9999806.0000014
5 1.1357927 1.1034039 7.4015874 1.17005 1.1305937.8003839
6 1.3410825 0.5449176 8.3093361 1.8808844 0.48673864.148613
7 1.2153667 0.8037862 9.4726447 1.1413483 0.7796018.0017798
8 1.2789071 1.0166037 7.1682723 1.2116089 0.95263364.097851
9 1.008402 0.524603 9.2709313 0.9265913 0.0228458 5 1
10 0.7923703 0.3827618 9.649176 0.0200342 0.0200518.8449226
11 0.7599955 1.0494624 9.2139103 0.4927065 0.7269397.8367889
12 1.5425287 0.5764812 8.5029167 1.8938903 0.023591 15
13 0.6800556 1.978894 10.989167 1.0506565 1.99999010.998535
14 1.205347 1.0362071 9.1166969 1.1748076 1.135068%.8550376
15 1.2962942 0.4547598 8.6934068 1.873185 0.485121%4.190936
16 0.9447213 0.7436265 10.837007 1.1282808 0.783302 7.947788

Convergence Characteristics

Value of Objective function
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Fig.5.27

: Convergence characteristics of all fdgpathms for 16 generators 68 bus system.
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Fig.5.28: Convergence characteristics of all fdgoathms for 10 generators 39 bus system.

Fig. 5.27 shows the convergence characteristiAfPSO, GSA and CSA for 16
generator 68 bus systems. It is observed that &&gmted a poor design, it is also
validates from the convergence characteristics @fats not only very slow but also
converge prematurely. For present a meaningful yargl population size and
maximum iteration is kept constant for all optintiea processes. Initial population
size is kept 100 and maximum iteration count istKe0. Relative performance of
PSO and GSA can also be judged value of objectiwetion. Value of objective
function obtained in case of GSA is less than PSSA converges in least time and
the value of objective function is lowest as conegawith other algorithms. Fig. 5.28
shows the convergence characteristics of all ftgorahms for New England system.
Value of objective function for GA is 4.4096, foE® 2.4497, for GSA 1.0496 and for
CSA it is minimum 0.5496. The same can be obserreth the convergence

characteristics for New England system.

Table 5.16 Comparison of algorithms on the bastid elapsed

Time elapsed in optimization process (s)

Algorithm New England 16 Generator 68 Bus System
CA 156.43 213.76
PSO 143.78 195.68
GSA 134.67 171.24
CSA 112,09 154.45
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It is observed from Table 5.16 that optimizatmncess required longer time when
it is addressed with GA, however the faster andogiffe convergence is obtained with
the CSA. Noteworthy observation can be derived ftom Table 5.16 that, when the
no. of variables are increased in optimization psscwith the time elapsed is also
increased. CSA algorithm shows efficacy to deahvwabmplex optimization process

in less time.
5.8 SUMMARY

PSS tuning is an important aspect for achievinglssignal stability. A very well
tuned PSS can mitigate the small signal oscillatidns chapter is an effort to present
application of evolutionary algorithms for designifiPSS for two multimachine
networks. Multimachine networks are prone to intarea oscillations. The
geographical constraints and complexity of thessvokks are major parameters for
carrying out studies of small signals. In chapteit 4 observed that, there is a high
probability to be trapped in local minima while\dng PSS parameter estimation by
gradient search based schemes. This fact advottedescute need of solving above
said problem with multi point search based algongh

It is also observed from Chapter 3 that only prdpeed PSS will serve adequate
damping in the network. PSS tuning problem is edrout in two standard IEEE test
networks. Speed deviation based objective funasoemployed for solving the PSS
parameter estimation problem. The convergenceectlssues of eigenvalue based
objective function were described in detail by S\Wang [82].

Evolutionary based algorithms are metaphoric miynwf nature in the form of
mathematical frame work. These algorithms are mdy ¢ast and efficient but also
provide quality solutions. This chapter presenta@nentous comparison of all four

evolutionary based algorithms. Following conclusiane drawn from this chapter:

1. CSA is found most efficient and fast for PSS part@mestimation process for
both multimachine networks. On the basis of stashdiviations obtained, by
running 100 trials of optimization processes, ih d&e concluded that CSA
provides better solution quality than GA, PSO ar@hG
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. GA is very slow i.e. time elapsed for optimizatiprocess is very high. GA
shows premature convergence in 10 generators 38ystism as the value of
objective function obtained by GA is much higheaarttothers.

. Success rate of GSA and PSO lies in a close ramgé¢hése optimization
processes. Not much difference is observed in teomsime elapsed in

optimization process and standard deviations obtiective function.

. Significant amount of reduction in standard dewiatis observed when the
optimization processes are run by CSA. It ensuneshiest solution quality

through optimization process.

. Non linear simulations under different operatingnditions, topological
changes and different perturbations validate tlieagfy of the evolutionary

design application in PSS parameter estimation.

. In damping studies, designer has two aims 1. Ralesgn 2. Fast response. A
meaningful analysis of curves is attached withgheed deviation curve which
indicates not only the overshoot but also the isgtttime. Different hard
operating conditions validate robustness of thegtles
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Chapter 6

Conclusion

The objective of this chapter is to abridge maintdbutions and findings on the
work carried out in this thesis and also suggestesscope for future research work in
this area. The focus of this thesis is to carrysmall signal stability studies on multi

machine networks.

Chapter | introduces the problem and acted as ¢heetio explore new dimensions
in stability studies.

Chapter 1l is an effort to exhibit a state of arérature review on the methods,
procedures and protocols of outfitting Power Syststabilizer (PSS) on multi
machine system. The chronological development i§ B&sign problem is presented
in this section. To find different dimensions, fiterature review is not only scant to
few optimization processes but also it covers vexriolassical algorithms of optimal
control and methodology based on adaptive contrajectory sensitivity approaches,
evolutionary algorithms based designs and locdtraiing methods are major fulcrum
of this review. Literature review is aggregated gmesented in a chronological
manner so that each and every aspect of the sigiadll stability can be touched in an
efficient manner. Based on the extensive literatakgew the research objectives are
formed and the direction of the research work igregated towards achieving these

research objectives.

Chapter Il is a proposal of a set of new locatidentification indexes based on
statistical attributes. Eigenvalue and overshoositigity indices are calculated and
the comparison of the same was done with the cdioren indice Sensitivity of PSS
Effect (SPE) [32] and Participation factors (PF§][IThe statistical attribute in form
of standard deviations and mean is given to thé peda of the eigenvalue and
overshoot of the damping modes to inculcate differ@perating conditions. The
probabilistic distributions of these parameters ameplica of different contingencies

and give a more realistic approach to the analysis.

Shortcomings of the existing indices namely PF & 3ife revealed and exhibited

through eigenvalue analysis.
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Following are the major contribution of this work.

1. A probabilistic opposite approach for identifyinfjeetive locations of PSS in
multi machine power system is introduced in thispthr. Under different
operating conditions of power system, variations tlé eigenvalues are
described by the normal distribution. Normal dimitions of the eigenvalues
are defined by the expectations and variance. ®atsianalysis of the real
part of the eigenvalues & overshoots of swing masliéis respect to the PSSs
gain is presented. Modal analysis is performediemtify the poorly damped
modes and effect on the mode’s behavior is judggdddfitting PSSs at
different locations as suggested by proposed indibe. results are compared

with the residue and participation factor methods.

2. It is based on the probabilistic distribution of@ivalues & overshoots. This
distribution is expressed by its expectation andanae under the assumption
of normal distribution. PSSs improve both expeotatiand variances for all

concerned eigenvalues.

3. The proposed method is more realistic as it takasd lariations and nodal
voltage injections as important parameters for @bdistic distribution.

Conventional methods are more deterministic.

4. Results obtained from proposed indexes are compatidd conventional
indexes SPE [32] and PF [16] to ensure the effenggs of the proposed
method.

5. Variation in the real part of the eigen value isetved with different stabilizer
gain, from this analysis it is concluded that thdeixes are able to locate the
perfect candidate locations in multimachine powestesn however, if PSS is
placed on the location suggested by the index taischiot tuned properly, than
it is as equal as the absence of the same, frosnatialysis importance of

parameter estimation is emerged very strongly.

These indexes are calculated for New England andjetterator 68 bus large

power networks which are prone towards interaredlasons.
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Comparative analysis with AVR gain modulation isg@nted in effective manner,

to show and validate the efficacy of the proposeltxes.

Chapter IV investigates and addresses the problénpacameter estimation
through trajectory sensitivity approach. In manglpems, which are related with the
real operations, the behavior of objective functisnunknown. In PSS parameter
estimation problem, objective function and PSS matars are not explicitly
interlinked. In such cases prediction of shape #ethavior of function is an
intimidating task to perform. This chapter unfolt®e importance of trajectory
sensitivity analysis for exploring the dynamic matwf PSS parameter estimation
problem. Usually, it is a complement of non lineanulation. The chapter introduces
three schemes to depict the problem related withtirmedal objective function.
Firstly, the optimization is done by using goldectson method and, than sequential
and simultaneous approach is applied for estimatiotihe parameters. Modification
of the existing schemes is proposed while alteting optimization sequence in
sequential scheme and starting search with differieitial search points. A
comparative analysis is presented to exhibit corifyleof the parameter estimation
problem over New England system.

Following are the noteworthy contribution from tksrk:

1. Trajectory sensitivity approach is a replica of dimear simulation where the
parametric influence is observed over the flow dfeotive function, the
importance of this analysis is to determine thgpshand behavior of objective

function under different parametric influences.

2. PSS parameter estimation is addressed with thrieenses initially [83] &
[156]-[157].These schemes are based on gradienugate descent method,
initially the comparison is shown with the classigmlden section search
method.

3. The jacobian calculated by both schemes gives amfidemation about the
system. The value of jacobian element depicts émsitvity of the objective
function with respect to different parameters ofSPSuch as if value of
jacobian is higher than it shows that particulanalade is more sensitive than

others which possess low value .
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. It is concluded that scheme | which is a sequenigzign paradigm is able to
present a substantially good design however othdrerse based on
simultaneous approach and golden section [156]ckedon’t offer a good

design and also badly trapped in local minima, Wiscthe major disadvantage

of the line search methods [157].

Further both schemes are modified with propeiaiigation it is concluded
that Scheme Il with proper initialization showsaerall good response under
different contingencies, perturbations, differealf locations and topological

changes in the network.

. An unabated dilemma persist in the sequential apéition that how to decide
the sequence of the optimization, surprisingly gimsblem is not addressed in
literature [83]. For modification of the schemee tlocations or candidates
which has larger value of the jacobian elementstiamed first and sequential

tuning scheme is modified.

. The responses observed in different perturbatioggest the superiority of the
scheme Il over scheme | and scheme | old [83]. Sitperiority of the scheme
is validating through the calculation of overshaod settling time of swing
curves. A weighted combination of overshoot andlisgttime is formed to

create a figure of demerit which is low in the cascheme 1.

Surprisingly in literature less work is reportedpi@dict and model the eigenvalue

objective functions over PSS parameters.

Chapter 5 presents application of four evolutionaaged search methods for PSS

parameter estimation problem. These algorithmsaneely Genetic Algorithm (GA),
Particle Swarm Optimization (PSO), Gravitationala®d Algorithm (GSA) and

Cuckoo Search Algorithm (CSA). A brief descriptioh each method is presented

along with the pseudo code to facilitate their iempéntation. The comparative

analysis is done over two test cases which are lyadev England power system and

16 generator 68 bus systems. The major paramefec®mparative analysis are

overshoot, settling time, Figure of Demerit (FODyatandard deviations and means

of objective function. Less work is reported iretdature for establishing a meaningful
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comparison of evolutionary algorithms. This chapfeesents a comparison of

evolutionary algorithms based on their convergernaacteristics.

To examine the health of algorithms, a decisivduateon is carried out by running
the optimization process for 100 trials. Followiage the major conclusions drawn
from this chapter:

1. Application of algorithms in PSS design is presdnte this work. The
proposed design tested over two standard IEEEstetems under various

operating system conditions.

2. Standard deviations in objective function after 108ls is calculated for both
test systems by all the algorithms, it can be aated that the values of
standard deviations are low when the system isesddd with CSA. High
values of standard deviations depict bad healthlaeidof search efficiency of

the algorithms.

3. Best values are those values which are appearirggrasult in the process,
multiple times. Success rate of the algorithm inéel as how many times the

value of objective function is going equal to sdehan the best value.
MAJOR CONTRIBUTIONS

1. The accuracy and consistency of existing PSS locaitndices have been

evaluated on standard IEEE test systems.

2. Simple and computationally efficient PSS locatidarnitification indices based
on probabilistic distribution have been proposedind effective locations in
standard IEEE test systems.

3. Two trajectory sensitivity based schemes with a maedified scheme is
presented. Modification is proposed for existingjusmntial design scheme.
Modification is based upon the sequence selectimough the gravity of
jacobian indice. The proposed schemes are testethndard IEEE test system

under various operating/system conditions.
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4. Comparative analysis of application of four Evadatary based algorithms are
presented to obtain a robust design of PSS. Theopeal designs are tested
over different operating/system conditions.

SCOPE FOR FUTURE SCOPE

The research work reported in this thesis can bémgortant basis for future
research activities related to small signal stghilBased on research carried out in
thesis, the future research directions that apfrean this thesis are summarized

below:

1. The capacity of the device can be explored fopdssible applications under
smart grid technology. The possibility of use ofP&S device for online
adaptive tuning against wide range of operatingdita@ms in power system
can be investigated.

2. Chapter 3 proposed two indices based on probabilidistribution of
overshoot and real part of eigenvalue. Sensitiatythese parameters is
calculated with respect to PSS gain. This analysy be extended to derive
the relationship between overshoot and real pathefeigenvalues with the
time constants of PSS.

3. There is sufficient possibility to overcome shortgng of impairing
synchronizing torque by embedding transient stgbikxcitation control
(discontinuous excitation control) in schemes pmesek in chapter 4, thus the

overall stability can be achieved by single PSSarpater settings.

4. Setting paradigm for the gain of PSS ought to zadildigital computer or
information processing system, primarily based onstrumentation has the
potential to form the authorization of PSS instadla as an awfully easy

process within the future.

5. In chapter 4 and 5 Objective function based on &pdeviations and
eigenvalues real part are used. More objectivesbeamdded with the existing
objective function like noise management. Nois¢h@ power system has an

adverse effect on stabilizer performance; someilg@is are vulnerable

113



towards the noise signals and problems. The work loa extended by

including multiple objectives in the PSS parametimation problem.

. The problem of parameter estimation and verdicth&f PSS performance

under arc furnace, intermittent loads lays in titeirfle scope.

Development of new torsional filtering schemes, alhiensure sufficient
margin of safety while dealing with torsional irdetions in multi machine

power system.
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Appendix A

Matrix Analysis Fundamentals

A.1EIGEN VALUESAND EIGENVECTORS

The Lyapunov stability 1 method is the fundamental analytical basis for grow
system small signal stability assessment. It isethasn eigen value analysis. The
properties of eigen values and eigen vectors &bildly study are listed here. A power
system or any other dynamic system can be repexséyta state variable model after

linearization as:

X = Ax+ Bu
y =Cx+Du

Where Ais the state matrixxis vector of state variables,is vector of control

variables, andyis vector of output variables. The process of figdihe state matrix's

eigen values corresponds to finding nontrivial sohs of,
AV = AV = Au=Av

Where, if Ais nxn matrix, Vis a nxnmatrix, whose columns areiv, ,
j=1,...,n;and A\ :diag{/li} is anx ndiagonal matrix.AandV satisfying the equation

are vector of eigen values and matrixight eigenvectors of Arespectively. It can be

solved by,
det(A-AI)=0

Where Ais the vector of eigen values Af Theleft eigenvectors can be calculated by

solving,

WA=AA = w A= Aw

Where w are thei™ left eigenvectors of Acorresponding to the" eigen valuel..

Note thatW'is a matrix withleft eigenvectors as its rows, and/ is the matrix with

right eigenvectors as its columns.
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The left and right eigenvectors are orthogonal asdised in the techniques, are

normalized, i.e. they satisfy,

iV

FSLLEEY
Lif i=]

A.2PARTICIPATION FACTOR

The participation factors are defined using thenmfation provided by the right

and left eigenvalues,
Py =WV,

The participation factomp, represents the net participation of tifestate in the

j"mode. As followed from the orthogonality property the right and left

eigenvectors, the sum of the participation factorone state is one.
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Appendix B
|EEE 39-bus Test System

Table B.1: Bus data

Bus No. Bus Type*
3 1.048

3 | 3 | 10341] -973) 0 | 0 | 322 0024
5 | 3 | 10165|] -938] 0 | 0 | 0] 0|
7 | 3 | 10067 | -108) 0 | 0 | 2338 84
9 | 3 | 10322 ] 1115 0 | 0 | 0] 0|
11 | 3 [ 10201] -712] 0 | 0 [ O] 0|
13 | 3 | 10207] 702 0| 0 | 0] 0|
15 | 3 | 10194] -906] 0 | 0 [ 32| 153
17 | 3 | 10365| 865 0 | 0 | 0] 0|
19 | 3 | 1059| 304 0 | 0 | O] 0|
21 | 3 [ 10337] 526] 0 [ 0 | 274 115
23 | 3 | 10459 -102] O | 0 | 2475 084
25 | 3 | 10587 ] -551] 0 | O | 224 0472
27 | 3 | 1039| 878 0 | 0 | 281 0755
29 | 2 | 10505] -051] O | 1 | 2835 1.268
31 | 2 | 104 | 0 | 57293 1703 0.092  0.046
33 | 2 | 09972 218| 632 10333 0] O]

35 | 2 | 10493| 414] 65] 2084 0] O]

37 | 2 | 10278 126| 54| 00444 0| O]

39 1 1.03 -10.96 10 0.6844

Voltage Angle

Q4

*Bus type: (1) Slack Bus, (2) Generator bus, (3ad.dus
All Values shown are in per unit (pu) at 60 Hz obh0® MVA base.
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Table B.2: Line data (in pu)

Line Impedance

0.0035 0.0411

From bus
1

line charging (p.u.)] Tap Ratip
0.6987 0

2 | 3% | o0 | 0018 | 0 | 1.025]
3 | 18 | 00011 [ 00183 | 02138 [ 0 |
4 | 14 | 00008 | 00129 | 01382 | 0 |
6 | 5 | 00002 [ 00026 | 00434 [ 0 |
6 | 11 | 00007 | 00082 | 01389 | 0 |
8 | 9 | 00023 | 00363 | 03804 | O |
10 | 11 | 00004 | 00043 | 00729 | 0 |
10 | 3 | o0 | 002 | 0 | 107]
12 | 13 | 00016 | 00435 | 0 [  1.006]
14 | 15 | 00018 | 00217 | 0366 | 0 |
16 | 17 | 00007 | 00089 | 01342 [ 0 |
16 | 21 | 00008 | 00135 | 02548 | 0O |
17 | 18 | 00007 | 00082 | 01319 | O |
19 | 33 | 00007 | 00142 | 0 | 1.07]
20 | 34 | 00009 | 0018 | 0 | 1.009
22 | 23 | 00006 | 0009 | 01846 [ 0O |
23 | 24 | 00022 | 003 | 0361 | 0 |
25 | 26 | 00032 | 00323 | 0513 [ O |
26 | 27 | 00014 | 00147 |  023% | 0 |
26 | 29 | 00057 | 00625 | 1029 | 0 |
29 | 38 | 00008 | 00156 | 0 |  1.029]
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Appendix C
| EEE 68-bus Test System

Table C.1: Bus data

Bus Type Voltage

212 | 3 | 1 | 0 | 0 | 0| 274] 115
23 | 3 | 1 | 0 | O | 0| 248 | 085 |
25 | 3 | 1 | 0 | o0 | O] 224] 047
2 | 3 | 1 | 0 | 0 | 0| 28 | 076 |
29 | 3 | 1 | o0 | o | 0] 284] 027
3 |/ 3 | 1 | 0 | 0 | 0] 0 | 0 |
38 | 3 | 1 | 0 | 0 | 0] 112] 0 |
3% | 3 | 1 | o0 | o0 | o] 0 [ 0 |
g3 | 3 | 1 | 0 | 0 | 0| 60 | 3 |
3% | 3 | 1 | 0 | o0 | O] 267] 0126]
4 |/ 3 | 1 | 0 | 0 | 0] 10 | 25 |
43 | 3 | 1 | o | o | o] o0 [ 0 |
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45 | 3 | 1 | o0 | o o] 208] oa|
|

& | 3 | 1 | 0 | o | o] 2312 o059
| |
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Table C.2: Line data

Line Impedance

2 | 3 | 00013 | 00151 | 02572 [ O
2 | 53 | 0 | 00181 | 0 | 1025
3 | 18 | 00011 | 00183 | 02138 [ 0
4 | 14 | 00008 | 00129 | 01382 | 0 |
5 | 8 | 00008 | 00112 | 01476 | 0 |
6 | 11 [ 00007 | 00082 | 01389 | 0 |
7 | 8 | 00004 | 00046 | 0078 | 0 |
9 | 3 | oo0019 | 0018 | 029 [ 0
10 | 13 | 0.0004 | 00043 | 00729 | 0 |
12 | 11 | 00016 | 0043 | 0 [ 106
13 | 14 | 00009 | 00101 | 01723 | 0 |
15 | 16 | 00009 | 00094 | 0171 | 0O |
16 | 19 [ 00016 | 0019 | 0304 | 0 |
16 | 24 | 00003 | 00059 | 0068 | 0O |
17 | 27 | 00013 | 00173 | 03216 [ O
19 | 56 [ 00007 | 00142 | 0 | 107]
21 | 22 | 00008 | 0014 | 0255 [ 0
22 | 58 | 0 | 00143 | 0 | 1025
23 | 59 | 00005 | 00272 | O | 0O |
25 | 60 [ 00006 | 00282 | O | 102§
26 | 28 | 00043 | 00474 | 07802 | 0 |
28 | 29 | 00014 | 00151 | 0249 [ 0
9 | 3 | 00019 | 00183 | 029 | O |

From bus| To Bus
1

line charging (p.u.] Tap Ratio
0.6987 0

N
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36 | 37 | 00005 | 00045 | 032 | 0 |
35 | 34 | 00001 | 00074 | O | 0.946 |
32 | 33 | 00008 | 00099 | 0168 | 0 |
30 | 32 | 00024 | 00288 | 0488 | 0 |
31 | 38 | 00011 | 00147 | 0247 [ 0
38 | 46 | 00022 | 00284 | 043 | 0 |
1 [ 47 | 00013 | 00188 | 131 [ 0
47 | 48 | 00025 | 00268 | 04 | O |
3 | 45 | 00007 | 00175 | 139 | 0 |
43 | 44 | 00001 | o001 | 0 | 0 |
39 | 4 | o0 | 00411 | 0 | 0 |
45 | 51 | 00004 | 00105 | 072 [ 0
50 | 51 | 00009 | 00221 | 162 | 0 |
52 | 42 | 0004 | 006 [ 225 | 0
41 | 40 [ 0006 | 0084 | 315 | 0 |
%2 | 6 | o | o018 | 0 | 104 |
87 | 6 [ 0 | 000338 | 0 | 104 |
42 | 67 | o0 | o005 | 0 | 1 |

1 27 0.032 0.32 0.41 1
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Appendix D
Excitation System

Vi—p

Transducer
It —

Vi C d
) ompoun
It source
I fd—
Vref
+
_I I Automatic voltage I .
regulator Exciter
Vid 4

Speed

stabilizer

Power system

Power

E fd

Fig. D.1:System block diagram

1+ ST

1+ sTp

>

1+ ST a

V Rmin J

Fig. D.2: Exciter with AVR
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Appendix E
Single Linediagram of |EEE bustest system

29

- i ) v ';E llga i

@i Generator Bus

D Slack Bus

Fig. E.1: Single Line diagram of IEEE 39 bus tgsitem
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Fig. E.2: Single Line diagram of IEEE 68 bus tgsitem
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Appendix F

Parameters of Algorithm

Maximum no. of Iterations =1000
Population Size=100
Parameter for GA

o Crossover =8e-1

0 Mutation Probability =1e-3.
Parameter for PSO

o Inertia=0.4,

0o C&Cy=2.
Parameter for GSA

0 a=20;

0 Gop=100;

o0 N=50;
Parameter for CSA

o Discovery rate of alien eggs/solutions pa=0.25;
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