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ABSTRACT

In the pursuit of satisfying Moore’s law, technology development has witnessed

relentless scaling of CMOS transistors feature sizes and increasing number of transistor

per chip. Reliability issue which took the back seat has fronted as a threat for present

and future technology nodes. Reliability is defined as the probability of a circuit that

it will perform its required function according to its specifications, for a stated period

of time, under specified conditions. Time based reliability degradation of solid state

devices is called aging. Bias Temperature Instability (BTI) is treated as one of the

most severe aging degradation mechanism nowadays. BTI has a deleterious impact on

threshold voltage and drive current of MOS transistor. Negative BTI (NBTI) which

affects the PMOS transistor is worse than the Positive BTI (PBTI) which affects the

NMOS transistor. NBTI has become a major reliability concern for both analog and

memory circuit design. Analog circuits like differential amplifier or current mirror and

memory circuit SRAM (Static Random Access Memory) are particularly sensitive to

reliability issues due to their use of matched transistors.

New technology demands the quick understanding of aging phenomenon at the cir-

cuit level. To cut the cost and to analyze the aging impact at circuit level, a circuit

reliability simulation is required, for both analog circuits and SRAM. For reliability

simulation device tools presented in the literature are built around the standard SPICE

circuit simulator to find the degradation of the transistor in the circuit. SPICE based

reliability simulation methods uses two step simulation in which nominal simulation

is followed by aging analysis which is a computation intensive phenomenon. The ob-

jective of this thesis, to improve simulation efficiency has been the motivation behind

efforts to develop surrogate models; which are as accurate as SPICE and at the same

time have shorter simulation time. Several surrogate modeling technique have been de-

veloped and reported in the literature. Among such techniques Support Vector Machine

(SVM) based surrogate models are found less complex and more accurate.

Analog circuits use threshold voltage (VT H) matched transistor pairs. Mismatches

introduced due to NBTI in the VT H and ID (drain current) mismatches of these transis-

tors, could be dominant failure mechanism in these devices. We have developed NBTI

aware surrogate model for performances of the analog circuit using SVM regressor. We

have also developed feasibility model using SVM classifier to find the feasibility design

v



space for final regressor model. The accuracy of a surrogate model is affected by number

of samples. Every sample attribute to costly CPU simulation time. We have proposed

sampling scheme that includes Latin Hypercube Sampling (LHS) and Adaptive Learn-

ing to generate samples efficiently. Error driven adaptive learning methodology is used

to generate the samples adaptively in the large error areas. This combined scheme build

SVM models using less number of training samples, thus reducing model simulation

time without loss of accuracy. The impact of aging on IC remains for a long term e.g.

5 years or more. The need for long term model arises to predict the degradation after

many cycles of operation. Predicting circuit degradation during long term simulations

using single and long step leads to erroneous results. Constant step size can cause ei-

ther inefficiency or inaccuracy, where smaller steps increases simulation time and larger

steps may cause prediction errors. We have proposed a dynamic time step algorithm, to

obtain the accurate time step where the stress conditions gets updated during long term

simulations. We have also developed SVM based long term model at the transistor and

circuit level for electrical and performance parameter of an analog circuit.

SRAM transistors are more prone to BTI phenomenon due to their symmetric topolo-

gies. Each memory cell either store 0 or 1 at all times, creating unbalanced stress all

times, causing a reduction in SRAM cell reliability characteristics. Moreover, BTI also

affects the performance of SRAM peripheral circuitry which results in timing mismatch

between SRAM cell and its peripheral circuits that lead to unreliable access operations.

NBTI majorly affects the read static noise margin of SRAM cell (RSNM). There are

several mitigation techniques proposed in the literature to compensate this NBTI ef-

fect like guard banding, word line/bit line control, dual supply voltage and body bias

control. We have proposed a new mitigation technique which is a combination of two

previously proposed techniques i.e., supply voltage (V DD) upscaling and bit line voltage

(V BL) reduction. To implement this technique a hybrid model is developed comprised

of both V DD and V BL. This hybrid model improves read stability while avoiding the

degradation of other parameters related to read operation like read power and read cur-

rent or delay. One of the most critical SRAM peripheral circuits is the sense amplifier,

which is related to the read access time of the SRAM. Process variations and time based

degradations introduces the mismatch between transistors of the sense amplifier, finally

hampering the read operation. Thus, it is necessary to predict the sensing delay of the
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sense amplifier at the design stage itself considering the presence of reliability issues.

We have developed variability and reliability aware surrogate model for sensing delay

of sense amplifier. We have also studied the effects of process corners on sensing delay.

NBTI aware surrogate models are proposed for analog circuits like a differential am-

plifier, common source amplifier and sense amplifier. A dynamic time step algorithm

is proposed to obtain the long term surrogate model for analog circuits. A new mitiga-

tion technique is proposed to improve the read stability of SRAM. An adaptive learning

methodology is used to generate SVM surrogate models efficiently.
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Chapter 1

Introduction

In the pursuit of satisfying Moore’s law [1], technology development has witnessed

relentless scaling of CMOS transistors feature sizes leading to increased number of

transistors per chip. While shrinking dimension has reached the demarcation line of

charge and granularity of matter, but it has a dark side too; variability and issues of

reliability [2]. The reliability and quality of the end product is more demanding than

ever. The introduction of the new gate and channel materials pose unknown reliabil-

ity threats. Furthermore due to the atomistic size of the transistor, gate oxide electric

field and current densities have also increased to maintain the effective performance.

Their values are reached to the levels where reliable circuit operation is not guaranteed

anymore. These wear out mechanisms manifest gradually and produce time dependent

shift in circuit electrical parameters which leads to circuit failure, especially in analog

circuits and SRAM’s which are quite sensitive to even small variations. These issues

not only affects design goals but poses a limit on circuit and product lifetimes, so need

to be taken into account at design time. Thus the reliability issue which took the back

seat has fronted as a threat for present and future technology nodes and have become a

major issue in the latest ITRS guidelines [3].

1.1 Reliability: An Overview

ITRS mentions reliability as one of the “Design Technology Challenges”. Reliability is

defined as the probability of a circuit that it will perform its required function according

to its specifications, for a stated period of time, under specified conditions. As the
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device dimensions have reached to the deep sub-micron technology, adverse degradation

phenomenon appears for many device and circuit parameters. To overcome the scaling

limitations, different device structures, processing conditions and materials have been

used which further enhances the complexity and reduces the reliability of the circuit,

right after production and during its lifetime. The failure rate of a circuit or a product

can be represented using the “bath tub” curve [4] as shown in Figure 1.1.

Figure 1.1: The Bath Tub Curve [4]

It shows the failure rate of the product over its entire life span. The initial period

showing the high and decreasing failure rate, right after production, is called “infant

mortality period”. These failures are due to oxide defects, mask defects, solder defects,

improper bonding, contamination and variability. By screening the early failures, over-

all product reliability can be improved. The second period in which the failure rate

remains constant is called the “constant failure period”. It is the useful life of the prod-

uct. The constant failure rate is due to cross talk and transient errors. After this period

the product starts to wear out and failure rate increases due to aging effect. This period

is called as “wear out failure period”. The focus of this work is on this wear out pe-

riod which develops with every new CMOS generation. CMOS reliability issues [5] as

shown in Figure 1.2 can be broadly divide into two parts -

1) Spatial Unreliability Effects - These are also called process variability effects
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Figure 1.2: Sources of Variations [5]

which are the main cause of the infant mortality period of the bathtub curve. These

effects are fixed in time and appears just after production. The impact of these effects

can be measured in terms of parametric yield. Process variability affect the physical

parameters such as gate oxide thickness, dielectric thickness and channel length which

in turn affects the electrical parameters like threshold voltage (VT H) and drain current

(Id) of the transistor. These electrical parameters finally affect the circuit performance

parameter. Two main sources of process variability are Interdie (Global) and Intradie

(Local) effects. Global variations include lot to lot, wafer to wafer and die to die varia-

tions. All devices on a single die get effected by the same type of variation but it varies

from one die to another. This variation shifts the mean value of design parameter for

e.g., in a single die changing the length of all transistors either larger or smaller than the

nominal value. Local variations include with in die variations and affects all transistor

on a single circuit in a different manner, causing some transistors to have smaller length

while others to have bigger than the nominal value. These variations can be divided into

systematic and random variations. The former variations are layout dependent, hence

deterministic by nature. The latter are statistical fluctuations in process parameters such

as line edge and width roughness, random dopant fluctuations, oxide thickness varia-

tion. They are indeterministic by nature. Due to the relentless scaling local variations

are more significant than global variations.

2) Temporal Unreliability Effects - These are also called aging effects which are the

main cause of the wear out failure period of the bathtub curve. These effects appears
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over a period of time when the circuit is used at a particular temperature, workload

and certain environment conditions. They directly degrade the circuit electrical param-

eters such as threshold voltage (V T H), mobility (µ) and transconductance (gm) of the

transistor which in turn affects the performance parameter. The impact of this effects

can be either temporary or permanent. Two major sources of temporal unreliability are

Aging and Transient effects. Aging causes gradual degradation of transistor parameter,

resulting in circuit malfunction and some part of the damage is permanent. Aging be-

came an issue due to aggressive scaling of the device geometries and increasing electric

fields. Bias Temperature Instability (BTI), Hot Carrier Injection (HCI) and Time De-

pendent Dielectric Breakdown (TDDB) are the prominent failures mechanisms due to

aging. Transient effect hampers the normal circuit operation for a limited period of time.

Noise and Electromagnetic Interference are the main cause of transient effect. Once the

noise source is removed circuit starts showing the same performance as before. The

focus of this thesis is the most dominant failure mechanism due to aging i.e., BTI.

1.2 Aging: The Bias Temperature Instability

Every circuit should perform reliably for a defined period of time. Transistor degrada-

tion is more prononuced with technology scaling, which further deviates performance

parameters from its specified value. One of the dominant aging mechanisms is BTI

which mainly affects device V T H [6] and manifest itself as performance parameter

degradation. This V T H shift under negative stress is termed as NBTI (PMOS) and un-

der positive stress is termed as PBTI (NMOS). NBTI is a more severe phenomenon in

comparison to PBTI. NBTI poses significant reliability concerns for analog and digital

circuits. It was found by Deal et al. [7] for the first time, and since then evolution has

been progressing on the modeling of NBTI. No universal model is adopted to under-

stand the behavior of NBTI. Few effects that intrigue the device and circuit designers

towards NBTI [8, 9, 10] are :

• Mismatch of scaling of Supply Voltage (VDD) with Oxide Thickness (TOX) which

results in higher fields that enhances NBTI.

• Mismatch of scaling of device V T H with VDD which results in reduction in Drain

Current (ID).
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• Scaling of Power requirements does not match with increasing transistor densities

which leads to increased on chip temperature at an alarming rate that enhances

NBTI.

• Introduction of nitrogen into the gate dielectric to reduce gate leakage and to

hamper boron penetration in a thin oxide, increases NBTI.

Two types of traps contribute to NBTI are:

1. Interface Traps: Defects present at the silicon/silicon dioxide (Si/SiO2) inter-

face.

2. Oxide Traps: Defects present in the SiO2 layer of the MOS structure.

When a PMOS transistor is subjected to negative bias at elevated temperature, positive

charge builds up because of the both types of traps mentioned above. This charge leads

to degradation of transistor performance. NBTI phenomenon is divide into two phases;

stress and recovery. During stress phase the interface traps are generated due to the

dissociation of Si−H bonds at the Si/SiO2 interface. Dissociation is preceded by the

capture of the inversion layer holes (via field assisted tunneling) by the Si−H bonds.

This makes the Si−H bond weak, which can easily broken at higher temperature. This

process yields positively charged dangling Si bonds at the Si/SiO2 interface, that is

responsible for higher V T H . The new H atoms then form H2 molecules which diffuse

away from the interface. The trap generation is model by the following equation

Si3 ≡ SiH +H+→ Si3 ≡ Si•+H2 (1.2.1)

The NBTI effect on transistor parameters is directly proportional to the stress period

and is modeled by an increase in V T H . This V T H shifts follow a tn power law time

dependence with n value ranging from 0.17-0.3. When stress is removed some interface

traps anneal itself and passivate dangled Si bonds, that results in partial recovery. This is

called recovery phase. Thus NBTI phenomenon can be classified as Static and Dynamic

NBTI. Static NBTI under constant application of DC voltage is more severe for analog

circuits. Dynamic NBTI under AC stress leads to less severe parameter’s shift with

time. Due to the switching activity, Dynamic NBTI affects more on digital circuits.

Most authors agree that there are actually two degradation component : permanent and

recovery. Permanent degradation depends on many factors such as :

5



• Material of the gate dielectric

• Duty factor of stress and no stress

• Used technology

• Temperature

• Duration and amount of applied gate voltage stress

The impact of NBTI on transistor parameters are :

• Increase in absolute value of threshold voltage (V T H )

• Increase in off current (Io f f )

• Decrease in transconductance (gm)

• Decrease in drain current (ID)

• Decrease in mobility (µ)

• Decrease in subthreshold slope (S)

Thus NBTI has become an crucial reliability concern with significant implications for

both analog and digital circuits. PBTI remain negligible for NMOS transistor and have

become significant with the introduction of High-k Metal Gate (HKMG) technology.

Generation of negative charges in High K layer is responsible for PBTI in such devices.

It occurs due to the electron trapping in pre-existent oxide traps [11], combined with a

trap generation process. However, PBTI exhibits less V T H degradation [12] in compar-

ison to NBTI.

1.2.1 Physical Mechanism of NBTI

The dynamic properties of thermally grown Si/SiO2 interface, on a pure silicon crystal

is the primary cause of the continuous success of CMOS technology. This interface has

a very low defect density and is of high quality [13]. The important property of the

silicon substrate is the crystal orientation which is either in < 100 > or < 111 > form

as shown in Figure 1.3.
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(a) (b)

Figure 1.3: The Monocrystalline Silicon (a) <111> crystal plane (b) <100> crystal plane
[13]

1.2.1.1 Interface Traps : Silicon Dangling Bonds

The Si atom requires four bonds to saturate the valence shell. In the deep atomic struc-

ture, each silicon atom creates bonds to nearby four atoms. At the surface atoms are

missing, hence traps are created which are known as interface traps [14] or interface

states as shown in Figure 1.4(a). They are usually denoted [15] as

Si3 ≡ Si• (1.2.2)

where ′≡′ represents three complete paired bonds to other Si atoms and ′•′ represent

the unpaired (fourth) electron in dangling orbital (dangling bond). Interface traps are

designated as NIT (cm−2), QIT (C/cm−2) or DIT (cm−2eV−1). The density DIT of these

traps is ≈ 1014cm−2eV−1 [16]. These traps cannot be recoverable over a period of time.

On the top of the Si substrate, a thin film of insulation is deposited, with the process of

thermal oxidation. This process occurs at an elevated temperature of 900◦to 1200◦in an

oxidation furnace. There are two types of oxidation -

(1) Dry Oxidation - It is performed in the presence of O2. It achieves higher density

of the SiO2 [17].

Si(solid)+O2(gas)⇒ SiO2(solid) (1.2.3)

(2) Wet Oxidation - It is performed in the presence of H2O. It is a faster process in
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Figure 1.4: The Interface Traps [14]

comparison of dry oxidation. In wet oxidation some Si atoms bond to hydrogen atoms.

Si(solid)+H2O(gas)⇒ SiO2(solid)+2H2(gas) (1.2.4)

During the oxidation, Si/SiO2 interface is formed which is essential for NBTI process.

After oxidation, most traps are bonded with oxygen atoms (Figure 1.4(b)). Now SiO2

has tetrahedron structure with an angle of 109◦[18] between each oxygen and Si atom as

shown in Figure 1.5. The Si atom bonded to four oxygen atoms. Each O atom is bond

to another Si atom from different tetrahedrons. The angle between two tetrahedrons

varies between 120◦ and 180◦ with an average value of 150◦ which when varies causes

the bond to weakened. These weak bonds break easily producing a trivalent Si atom

with unsaturated valence electron known as interface traps. Due to this process, a large

number of unbound Si atoms are created which are known as silicon dangling bonds.

The region in which these bonds are created is known as an interface. After oxidation

density of the traps changes to DIT ≈ 1012cm−2eV−1 which shows the improvement of

interface quality but still a large number of dangling bond exists. Each active interface

state causes degradation of transistor parameters such as mobility, threshold voltage and

on current.

These dangling Si bond at Si/SiO2 interface termed are as Pb center. These Pb centers

are donar like traps and attract holes. The abbreviation P comes from the paramagnetic

nature of these bonds in the presence of magnetic field. Initially three defects Pa,Pb and

Pc were identified, but finally Pb has been correlated with Si dangling bond. Pa and Pc

appear due to process related effects. In < 111 > lattice structure only Pb centers exists,

while Pb1 and Pb2 exists in < 100 > orientation. The difference between Pb1 and Pb2 lies
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in their spin momentum. All these types of Si dangling bonds are of amphoteric in nature

which means they can be occupied by one or two electrons or can remain unoccupied

and have become positive, negative or neutrally charged respectively. These Si dangling

bonds or Pb center can lead to poor device characteristics. Thus it is necessary to reduce

the number of interface traps. It is done by applying the gas annealing to the interface

in order to passivate the Pb centers as given by the Equation (1.2.5) and Equation (1.2.6)

Si+H2⇒ SiH +H (1.2.5)

Si+H⇒ SiH (1.2.6)

The dangling Si bonds are converted to Si−H bonds (Figure 1.4(c)) and density of

interface traps reduces to DIT ≈ 1010cm−2eV−1 which is an acceptable number. The hy-

drogen atom eliminates the activity of Si dangling bonds by shifting its energy level out

of the silicon band gap, therefore passivating the defects. These Si−H bonds have lower

binding energy and break quickly at high temperature and electric fields, producing in-

terface traps again. This leads to an additional charge at the interface and degradation

of transistor parameters like VT H of the transistor.
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1.2.1.2 Oxide Traps

Impurities in manufacturing process create oxygen vacancies in the oxide. Under high

temperature and negative bias there will be electric field in vertical direction, that allows

hole capture from the Si inversion layer which tunnel through the dielectric. The positive

oxide trapped charge is formed due to the trapping of holes at oxygen vacancies [19].

After hole capture, the oxide trap can crack molecular hydrogen which is important for

the dissociation of Si-H bonds. VT H is degraded due to charge accumulation by these

holes in the oxide. At the removal of stress, the oxide traps will be annealed which

further restored VT H value to some extent.

1.2.2 Reaction Diffusion (RD) Model

NBTI can be described as the generation of interface charges NIT at the Si/SiO2 inter-

face, which in turn degrade the VT H of the transistor. This VT H shifts follow the power

law dependence with time

4VT H ∝ tn (1.2.7)

where n varies from 0.16 to 0.3. The process of NBTI needs to be explained through

some analytical model. Among the various proposed models in the literature, only RD

model is consistent with power law dependence of NBTI. The RD mechanism was first

introduced by Jeppson and Svensson (1977) [20, 21]. It is one of the most popular NBTI

model which describes the creation and annealing of Si dangling bond at the Si/SiO2

interface. It consists of two critical steps -

REACTION - This part interprets the chemical reaction like Si−H bonds disso-

ciation and reformation [22] taking place at the interface. When a PMOS transistor is

biased in strong inversion region under vertical electric stress, the holes in the inversion

layer reacts with the Si−H bonds and finally weakens the bond. At high temperature

this mechanism tends to dissociate H atoms, forming the interface traps as shown in

Figure 1.6. This electrochemical reaction is an exponential function [23] of field and

temperature and trap generation rate is given by differential equation as

dNIT

dt
= kF(NO−NIT )P− kRNH(0)NIT (1.2.8)
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where kF is the oxide field dependent forward dissociation rate, kR is the reverse

annealing rate, NO is the initial concentration of unbroken Si−H bonds, P is the con-

centration of inversion carriers and NH(0) is the hydrogen concentration at the x = 0

interface. The broken Si bond act as a donor atom and increases VT H . On the other

hand, annealing takes place under positive stress. The second term in Equation (1.2.8)

describes how the released hydrogen atoms can anneal the broken bonds (≡ Si−) at

Si/SiO2 interface which lowers NIT which will further reduce VT H . With the continued

process, two H atoms combine to generate a H2 molecule. The concentration of H2 ,

i.e., NH2 is given as

NH2 = kHN2
H (1.2.9)

where kH is H to H2 conversion rate. The Figure 1.7 shows the overall change in

VT H due to continuous stress and recovery phase.

DIFFUSION - This part interprets the transport of hydrogen species in the oxide and

the gate. In this phase, the reaction generated species, diffuse away from the interface
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toward the gate. This phenomenon is governed by the gradient of the density. This

process influences the balance of the reaction and is governed by -

dNH

dt
= DH

d2NH

dx2 (1.2.10)

where DH is the diffusion constant and NH is the total hydrogen concentration in the

oxide. The hydrogen diffuses into oxide with tn time dependence, where n ∼ 0.25 for

neutral hydrogen species.

During the initial period of stress phase, the trap generation rate is slow. Therefore,

NIT � NO (1.2.11)

dNIT

dt
≈ 0 (1.2.12)

Hence Equation (1.2.8) reduces to

NH(0)NIT ≈
kF

kR
NO (1.2.13)

Further, after an initial reaction-diffusion process, hydrogen diffusion controls the

trap generation process. In this regime, the diffusion front is located at (see Figure 1.6)

xDF(t) =
√

DHt (1.2.14)
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Also, the number of generated interface traps is equal to the number of diffused

hydrogen atoms

NIT =

√
DH tˆ

0

NH(x, t)dx =
1
2

NH(0)
√

DHt (1.2.15)

Finally combining Equation (1.2.13) and (1.2.15) results in

NIT =

(
kF

kR

NO

2

)1/2

(DHt)1/4 (1.2.16)

A shift in VT H is caused by the interface trap generation, can be expressed as

4VT H =
qNIT

Cox
(1.2.17)

where q is the electron charge, Cox is the gate oxide capacitance.

In RD model, value of time exponent depends on diffusion species [24] and stress

time [10]. For lower stress time (∼ 100s) and H diffusion species, power law exponent

is 0.25. As stress time increases (∼ 106s) its value changes from 0.25 to 0.16. Recent

models assume that two H atoms always tend to form H2 molecule , providing power

law exponent 0.17 which is better for measurements.

1.2.3 PBTI vs NBTI

BTI is observed in both PMOS and NMOS transistors. However, PMOS transistor under

negative bias is the most severely affected. Holes are responsible for NBTI degradation.

NMOS biased in accumulation region [15], also have holes at the surface, but they do not

exhibit the same VT H degradation as PMOS transistor. The authors in [25] proposed a

model to explain this phenomenon. According to this model, positively charged protons

or H atoms (H+) reacts with Si−H and forms interface trap given by the following

equation

Si3 ≡ SiH +H+→ Si3 ≡ Si•+H2 (1.2.18)

The proton or H is assumed to generate from phosphorus-hydrogen (P−H) bonds

in the n− Si substrate. These bonds have high activation energy, but are weak in the
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depletion region. During NBTI, PMOS transistor remains into inversion, so depletion

region is formed. Thus P−H bond breaks and H atom on the way to interface “picks

up” a hole to become H+. Then it reacts with the H from the Si−H bond and finally

forms H2 leaving behind an interface trap. This H2 diffuses from the interface to the

oxide/gate and later passivate the interface trap by diffusing back to the interface, on

the removal of stress bias. Hence VT H also shifts due to depassivation. Under positive

stress no depletion region is formed, resulting in no H atoms, hence less degradation.

In NMOS, substrate is usually doped with boron. The only way to obtain H atoms

is from B−H bonds, whose binding energy is very high even in the depletion region.

Thus NMOS are less prone to BTI effect, regardless of the stress voltage. Figure 1.8

shows the effect of NBTI and PBTI on VT H degradation in 45nm technology node for

one year.
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Figure 1.8: Effect of NBTI and PBTI on VT H degradation

1.3 Motivation

CMOS transistors are expected to age with the time that causes the circuit performances

to deviate from its specified values. New technology demands the quick understanding

of reliability phenomenon and aging behavior beyond the transistor level i.e., further

extended to circuit level. Accurate prediction of performance degradation is required

at design phase to avoid the expensive design re-spins and computationally intensive

simulations. With time BTI affects the performance of analog circuits and SRAM’s, so
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there is need to predict the aging degradation due to BTI at design phase itself.

1.3.1 BTI effect on Analog Circuits and SRAM

BTI has become a dominant reliability concern for both analog and memory circuit

design. Analog circuits like differential amplifier or current mirror and SRAM’s are

particularly sensitive to reliability issues. Analog components consume only 20% of

the integrated circuits (IC) area [26] but they require most of the design efforts due

to their knowledge intensive nature. Device matching plays a significant role in the

designing of analog circuits [27]. Furthermore, each transistor faces a different kind

of stress. So their degradation behavior are different which finally affects the circuit

performance. Thus they show more complex degradation behavior than digital circuits.

In analog circuits, matched PMOS transistors uses a longer length transistors for VT H

and ID matching. Analog circuits like current mirror or differential amplifier are very

sensitive to these VT H and ID mismatches. BTI could be the dominant degradation

mechanisms for these devices [28]. For symmetrically loaded analog circuits device

voltages are very small, so change in VT H is very less (order of mV). Analog circuits are

sensitive to these small changes. For asymmetrically loaded change in VT H is already

high (order of tens of mV) which further affects the circuit performance in a drastic way

[29]. Analog circuits use DC voltages for biasing purpose irrespective of the input signal

which makes them more susceptible to BTI. The impact of BTI is more pronounced in

the transistors which;

1. Operates continuously,

2. Operates under large voltages.

Both of these phenomenon make them more prone towards BTI.

In the memory subsystem SRAM’s mostly influence the overall system performance

by executing timely and reliable operations. SRAM’s include many sub circuits such as

bit cell, logic circuits like decoders, read/write access timing control circuit, precharge

circuit and sense amplifier. A functional cell should perform the fast read/write oper-

ations to pass the product specific requirements. SRAM transistors are more prone to

BTI phenomenon due to their symmetric topologies. SRAM cells are composed of cross

coupled inverters. Each memory cell either store 0 or 1 at all times, creating unbalanced

stress and one of the PMOS transistor (due to NBTI) and one of the NMOS transis-
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tor (due to PBTI) are always under stress causing a reduction in SRAM cell reliability

characteristics. This introduces asymmetric VT H shift in both PMOS devices which de-

grades the performance of SRAM cell. Moreover, BTI also impact the performance of

SRAM peripheral circuitry. It leads to shifting the trip points of peripheral circuits and

degradation of signal propagation delay. As a result timing mismatch occurs between

SRAM cell and its peripheral circuits, resulting in unreliable access operations.

1.3.2 Need to develop a Surrogate model

In order to achieve reliable circuit operation in the modern era, the ever rising reliabil-

ity issues demand solution at the circuit level. Till now, research work on reliability has

been active only within the communities of device and reliability physics. This is mainly

due to lack of CAD tools, design knowledge and complexity of the aging phenomenon.

To cut the cost and to analyze the aging impact at the circuit level, a circuit reliability

simulation is necessary for both analog circuits and SRAM’s. This type of simulation

is required at circuit design time, to evaluate the effect of reliability on circuit perfor-

mances. Leading companies have developed their commercial tools (e.g., BERT, ELDO,

RelXpert) and models which are technology specific. Some device tools presented in

the literature combine device model with the standard SPICE simulator for reliability

analysis [30]. The SPICE based reliability simulation methods use two step simulation

in which nominal simulation is followed by aging analysis. It is a computation intensive

phenomenon. Additionally, for variability analysis Monte Carlo sampling techniques

have been used in the SPICE simulator which again requires excessive amount of time,

especially in the presence of intensive reliability simulation.

Due to an increasing demand of low failure rate in the presence of reliability issues,

existing reliability simulation techniques have become too expensive. Now a designer

needs a statistical circuit analysis tool that includes reliability concern [30]. This tool

should be fast as well as accurate. Moreover, a designer must be able to find the infor-

mation in order to i) improve the design ii) implement countermeasures. There is need

for more capable solution to analyze the reliability issues at the circuit level. A surrogate

model of circuit performances is widely accepted to replicate the behavior of complex

simulation model while being computationally efficient. Surrogate models can be used

in place of time consuming circuit level reliability SPICE simulations. They are built on
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the data obtained from SPICE simulations. It establishes the connection between input

and output space, which are non linearly correlated, using a group of sample vectors

and their corresponding outputs. These models should be developed with a minimum

number of training samples and optimal set of parameters. Thus, effective strategies are

required to build these models. A surrogate model can be a machine learning model

which is a black box model. Its output parameter are trained for every input sample

vector or also can be a basis function with several coefficients to be optimized.

1.4 Scope of the work

In this thesis, we have concentrated on the development of reliability aware SVM based

surrogate model for performance parameters of analog circuits. Surrogate models are

useful to visualize the design space and can be used in place of real circuits to predict

the output performance parameters such as gain in case of amplifier circuit. These

performance based surrogate model should be valid in functionally correct design space.

Feasibility space identification is necessary to build the final performance model as

it screens out infeasible design. The problem of representing feasibility function is

a classification problem for which we have used SVM classifier. The output of this

classifier is applied to SVM regressor model to generate final performance model. In

order to develop a surrogate model that is valid for entire design space a good sampling

scheme is required. We have used sampling scheme which includes Latin Hypercube

Sampling (LHS) and adaptive learning.

First, we have developed NBTI aware surrogate model for gain and slew rate of

a differential amplifier. To develop these models, we have generated initial samples

of width (W ) and time (T ) through LHS sampling. NMOS channel width is varied

between [1µ , 20µ], PMOS channel width is varied between [1µ , 80µ] and T is varied

between 0 to 10 years. Further samples are added through error driven adaptive learning

methodology. Then SVM classifier is developed to filter out all the samples that are not

in the feasible design space, reducing the simulation complexity and simulation time.

The accuracy of the classifier and regressor model is improved by adaptive learning,

which generates the samples in the area of maximum error. These SVM models are the

black box kind of models and do not provide any equation related to input and output
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data. We have developed NBTI aware surrogate model for analysis of the long term

aging simulation of a common source amplifier. For the long term, entire simulation

time interval is divided into a number of time steps using either constant or logarithmic

step. At each step, stress conditions of transistors are updated to include the effect of

real time operating conditions. In this regard, we have proposed a dynamic time step

algorithm to divide the entire simulation time interval. Further, we have developed SVM

based long term transistor level model of4VT H degradation for all PMOS transistors of

the given circuit. In order to develop these models width samples of PMOS transistors

are obtained through LHS sampling by applying 10% variation in nominal width. Time

samples are obtained through proposed dynamic time step algorithm. Then by using

these individual transistor level model, combined circuit level model is developed which

includes the VT H degradation for all PMOS transistors. This circuit level model shows

the effect of VT H degradation on gain of the common source amplifier for every width.

The accuracy of both models has been improved by adaptive learning. The effect of

different process corners on VT H degradation have also been studied.

Further, we have proposed a new mitigation technique to compensate the NBTI

effect on SRAM read stability. Proposed technique is comprised of two other mitigation

techniques i.e., supply voltage and bit line voltage tuning. A hybrid model is developed

to implement this technique which improves the read stability without affecting the other

parameters related to read operation i.e., read power and read current. Then we have

developed the variability and reliability aware surrogate model for sensing delay of the

SRAM sense amplifier. Width samples are generated through Gaussian distribution for

variability analysis. To include the BTI effect time samples are generated through LHS

sampling and the corresponding degradation in threshold voltages of NMOS/PMOS

transistors are obtained. These width and threshold voltages samples are used to develop

a surrogate model. The accuracy of the model has been improved by adaptive learning.

Effect of different process corners on sensing delay has also been studied.

1.5 Thesis Preview

Chapter 2 represent the landscape of the literature review. It includes different mod-

eling approaches and theories that have been proposed for NBTI modeling. Different
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aging simulation techniques have been discussed. The importance of aging evaluation

of analog circuits, SRAM cell and its peripheral circuitry have also been highlighted.

This review also includes the different surrogate modeling approaches presented in the

literature. Advantages and limitations of different surrogate models are discussed. The

necessity of adaptive learning methodology to develop the efficient and accurate ma-

chine learning models has been elaborated.

Chapter 3 discusses the importance and development of the surrogate model. It

presents the description of machine learning based SVM surrogate models. The effec-

tiveness of both feasibility model and performance model have been presented, which

are developed using SVM classifier and SVM regressor respectively. The merits and

flaws of different reliability simulator have been discussed, which suggests that Syn-

opsys MOSFET Reliability Analysis (MOSRA) model, integrated with HSPICE is best

suited. Sample selection method to develop the SVM models efficiently have been dis-

cussed. The concept of adaptive learning methodology is elaborated. Through various

experiments, it has been observed that our proposed NBTI aware SVM surrogate model

outperforms other model with respect to the simulation time. These experimental results

exhibit the improvement of simulation time by using adaptive learning methodology.

Chapter 4 discusses the significance of including real time operating conditions dur-

ing long time aging simulation. It also features the benefits and restrictions of different

step sizes used during long term simulation. The proposed dynamic time step algorithm

to update the real time stress conditions is also presented. The proposed algorithm is

also compared with various step size approaches. It shows that results obtained through

our proposed algorithm closely matches with that obtained using minimum constant

step size, using less simulation time. The flow of proposed NBTI aware transistor and

circuit level long term SVM based surrogate models have been discussed.

Chapter 5 includes the importance of NBTI simulation for SRAM cell and its periph-

eral circuits. Several NBTI compensation approaches have been discussed to improve

the read stability. A mitigation technique has been proposed which is a combination

of two approaches for read stability improvement. The proposed technique is compared

with the approaches through which it is developed. Our technique outperforms the other

methodologies by simultaneously improving the read stability and avoiding the degra-

dation of other parameters. Effect of variability and aging on sensing delay of the sense
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amplifier is studied. The methodology to develop the variability and reliability aware

SVM model for sensing delay of the sense amplifier is elaborated. Effect of different

process corners on sensing delay is also explored.
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Chapter 2

Landscape of the Literature

The exponential scaling of CMOS devices has aggravated the BTI leading to reliability

issue of analog and memory circuits. This BTI affects transistor model parameters,

which translates into circuit performance degradation finally leading to circuit failure. In

the past few years, there has been increased efforts in BTI modeling and characterization

at transistor and circuit level. At transistor level no general agreement has been made

and physical origin of BTI is still under debate. Zafar in [31] presented that BTI is

a statistical mechanism where stress and recovery parts are inseparable. It is reported

that due to the change in the charge state of the oxide traps, recovery phase occur.

On the other hand Alam in [32] presented an analytical model, based on classical RD

model where BTI is defined as an electrochemical process. It suggested that BTI is

only governed by channel vertical field. The effect of the environment and electric

parameters on the interface trap generation was studied. This analytical model estimates

the number of interface traps for a single stress and relaxation phase (i.e., the length of

only two cycles), with the assumption of infinite oxide thickness. A numerical solution

model is further used to extend it for multicycle operation. It has been shown that

in comparison to DC, AC stress produces less degradation, which suggests that long

term degradation depends on the nature of applied stress. This model predicts a 50%

reduction in VT H when the stress and relaxation time is equal and does not capture

the decrease in the hydrogen concentration initially. Yang et al. [33] expand it by

introducing the effect of channel lateral field which enhances NBTI effect at high drain

bias potential. Kumar et al. [34] provide the multicycle analytical model for NBTI.

The model exhibits that over a large period of time, the amount of trap generation is
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independent of frequency. This model does not match well with experimental data,

specifically in initial few seconds of recovery. This analytical modeling is developed

under infinite oxide thickness assumption which is not valid in present technologies.

Moreover, BTI degradation is studied under low frequency i.e., 10Hz to 10MHz, which

is not valid in today’s GHz systems. Vattikonda et al. [35] developed a framework in

which NBTI model depends on the key process (L, VT H ,TOX ) and design parameters

(VDD,Vds, duty cycle). It was also based on infinite oxide thickness. The model uses

a constant δ to capture the rapid decrease in the number of interface traps. There is

no analytical means provided to calculate the value of this constant. Bhardwaj et al.

[36] also proposed a multicycle model that includes the finite oxide thickness effect

and different H2 diffusion rates in poly and oxide. However, the value of ξ is assumed

constant which leads to unexpected results.

There are several new NBTI modeling approaches that have been proposed in re-

cent years. Velamala [37] proposed a “hole trapping/de-trapping (TD)” based model.

Grasser [38] proposed a “two-stage” model. A “parallel diffusion pass way” model is

proposed by Kufluoglu [39]. Despite the debate about various theories regarding NBTI

modeling, few studies [40, 41] have shown that RD model is the one which agrees with

long time measurements.

At device level numerous physical models have been developed for BTI. But there

is a gap between device and circuit level design. Thus, the reliability of newly designed

circuit cannot be easily estimated. Analog circuits are sensitive to the device mismatch

which makes the situation more critical to estimate the aging impact of device parame-

ters on circuit parameters. Aging simulation is necessary to obtain real risk evaluation

for circuit design reliability qualification. To cover this gap few work has been reported.

Yan et al. [42] analyzed the impact of various aging mechanism on circuit performance

of 90nm flash ADC and identified the most severe mechanism and reliability critical

devices. To inject degradation, they have used physical models and did not take into

account the randomness in the degradation process. Authors in [43] have developed

reliability simulation framework for different analog circuits in 90nm technology node.

The effect of changing voltage and temperature on failure rate have taken into account.

In [44] authors have considered the effect of both variability and aging on analog cir-

cuits. They have used Monte Carlo analysis, Response Surface Model (RSM) and de-

22



sign of experiments for simulation framework. Similar circuit level aging simulations

of the current mirror, D/A converter, comparator and operational amplifier circuits are

presented in [45]. The necessity of close matching of the transistor is highlighted. NBTI

alters the matching characteristics of transistors in operational amplifier which affects

the output performance in comparison to time zero process variability [46].

2.1 Reliability Simulation Models

Reliability simulation methods can be classified as SPICE based and Behavioral reli-

ability simulation methods. The SPICE based simulation uses two step simulation in

which nominal simulation is followed by aging analysis. One class of circuit level re-

liability simulation approach are FaRBS (Failure rate based SPICE [47] ) and MaCRO

(Maryland circuit reliability oriented [48]). They both utilized the degradation model

based on a failure circuit models and on a series of accelerated lifetime models. They

used SPICE to calculate the degradation and other electric parameters of fresh and aged

devices. Although these approaches provide device level degradation which further can

be used to identify most sensitive devices. But they consider worst case temperature

conditions rather than actual operating temperature. SPICE based simulations take a

long time, especially for large circuits. In addition both methods are developed by as-

suming that failure rate is constant, which is not the case otherwise. Authors in [49]

used a semi empirical linear prediction model to see the impact of aging on the ana-

log circuits. This model is further improved by authors in [42], which uses quadratic

lifetime prediction model. Although these models show the degradation with time but

they did not consider stochastic degradation effects and separate reliability simulation

is required for each process corner. For analog circuits authors in [43] used Monte

Carlo loop at every lifetime point for each random sample, and further SPICE is used

to obtain voltage waveforms. These waveforms are placed into the degradation model

to get the degraded circuit netlist and performances. Though the method is accurate but

is simulation intensive, which makes it difficult to include new data and provide less

feedback for further improvement. Same authors in [44] use statistical screening to find

useful circuit parameter, so the simulation time improves. Further, RSM for the time

dependent behavior is built, which increases the speed. Even though the methodology
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is accurate but it still requires few samples in the reduced factor space to get the degra-

dation distribution information. Besides, RSM grows exponentially with a number of

parameters and each circuit is modeled by different parameter so analysis consistency

is not maintained.

Behavioral reliability simulation approach unifies nominal and aging simulations so

no separate simulator is required to determine the aging degradation. At the circuit

level, aging model are based on electrical circuit simulation. Here the aim is to see the

change in transistor parameters and how this change translate into circuit and perfor-

mance parameters. Behavioral simulations are further divided into transistor and circuit

level simulations. At the circuit level the goal is to construct the behavioral model of a

given circuit to visualize the design parameter degradation. VHDL-AMS, a behavioral

modeling language with analog extension, is used to simulate the aging mechanism.

VHDL simulator is event driven so more efficient in comparison to SPICE simulator

which is node driven. Authors in [50] propose built in reliability behavioral model,

based on VHDL-AMS to simulate its aging under given operating conditions. Although

the method is fast but it uses a single translation factor to convert the electrical time scale

to aging time scale, but in realistic scenario degradation model itself is non-linear and

depends on node voltages so this translation factor should be dynamic. Authors in [51]

used transistor level behavioral simulation. In this method at different time points the

BSIM parameters µ0 and V T H0 are updated and their values are used in the simulation

of the differential amplifier. Here the transistor electrical model construction is difficult

and only possible for small models.

2.2 Surrogate Modeling

The standard circuit level SPICE based reliability simulation approach can only be used

when a circuit size is small or designer have sufficient time for running simulations.

Reliability simulations for complex circuits require many days to weeks to complete.

Hence, the quest to shorten the design cycle and to avoid the multiple iterations has led

to surrogate or metamodel approach which is widely used in many technical fields. Sur-

rogate model is a mathematical model which act as a substitute for the original model.

Surrogate models provide a simpler way to understand the circuit behavior and are faster
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and easier to conduct simulations. The objective of this work is to simplify the circuit

level reliability simulation using the least possible amount of circuit simulations. There

are many types of metamodels available in the literature which includes Artificial Neu-

ral Network (ANN), Support Vector Machines (SVM), kriging methods, polynomials,

splines and gaussian process. The choice of any model depends on trade off between

speed and accuracy.

Surrogate Models (SM) are used in plenty of problems and applications. In literature

several works at circuit level using surrogate model is presented. For statistical wire

length estimation surrogate modeling approach has been used [52]. For microwave

components, an automatic multivariate mathematical modeling [53] is proposed and

tested. A gaussian process based machine learning model [54] is used for the synthesis

of the differential amplifier. Wen et al. [55] used a neural network to create memristor

based learning synapses. Same authors in [56] have studied the passivity of a non-linear

system and developed a neural network adaptive controller. To estimate the output of

the operational amplifier from high level perspective neural network is [57] used. A

feed forward dynamic neural network [58] is created for amplifier and mixer circuits. In

[59, 60] authors have proposed standard two layers feed forward ANN to model output

performance parameters of several op amp topologies. The number of the hidden layers

were adjusted manually, to obtain high accuracy and generalization on training and

testing data sets. A bayesian regular training [60] and hyperbolic tangent sigmoid [59]

function have been used as a transfer function for all hidden layer neurons. For all

output layer neurons, linear transfer function was used. Back propagation algorithm has

been used to set the training pattern. The generated surrogate models can approximate

the nonlinear performance characteristics of all the op amps efficiently and using less

simulation time. However, to accurately replicate the behavior of the circuit, the large

number of sample points are required. For a complex circuit having high dimensions,

the number of sample points increases exponentially, due to grid based sampling. In

our proposed work, we have developed an algorithm to choose the training samples

efficiently which reduces the model development time. Also, ANN models have limited

generalization ability, which results in over fitting of data. Although neural networks

does not require any assumption about system behavior so are useful for a complex

system. But they suffer from the problem of local minima and it is difficult to choose
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the number of hidden units.

Gorissen et al. [61] compared the accuracy of kriging model using different hyper

parameter optimization and sampling scheme on low noise amplifier circuit. In [62],

based on the samples collected from an analytical model of LNA circuit, several sur-

rogate models are compared. Yelten et al. [63, 64] developed kriging model of dc

drain current for variability and reliability analysis. The proposed model captures the

dc current response in terms of eleven parameters including process parameters, termi-

nal voltages, temperature and device age. Although kriging model is well suited for

numerical experiments and has higher performance for large scale problems but model

construction time is very high. A correlation matrix of size (N x N) is required to be

saved (where N is the sample size) with kriging model which increases its evaluation

time. In [65] to find the design parameter in order to maximize the circuit life quadratic

polynomial method is proposed. In [66] SVM surrogate model is proposed instead of

expensive circuit simulations. Boolchandani et al. [67] used support vector machine

(SVM) for variability analysis and design centering to enhance the yield for different

analog circuits. Ciccazzo et al. [68] analyzed the behavior of SVM based surrogate

model for industrial electronics circuits. SVM can be used for two types of problems

i.e., Support Vector Classification (SVC) to build feasibility model and Support Vector

Regression (SVR) to build performance model. ANN employs Empirical Risk Min-

imization (ERM) which minimizes the maximum error in training data. In contrast,

SVM employs Structural Risk Minimization (SRM) which is better than ERM because

it minimizes the maximum error in predicting the output. SVM has high generalization

ability with larger data size. SVMs convert the regression and classification problem

into an optimization problem which is solved by using the kernel. A positive definite

kernel creates the optimum separating hyperplane and increases the dimensionality of

the problem by solving it in this new high dimensional feature space where each data

point denotes one feature and maps the solution back into original dimension space.

Kernel function operates in feature space by directly calculating the inner products be-

tween all data pairs, instead of computing the coordinates which makes it computation-

ally cheaper. SVM uses quadratic programming instead of gradient based optimization

(used by ANN), to solve this problem. Simple training process, faster model genera-

tion, smaller size and ability to approximate non-linearity makes SVM a good choice to
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develop the surrogate models for analog circuits.

The accuracy of the surrogate model is affected by number of samples. Every sam-

ple attribute to costly CPU simulation time. There is a trade off between sample size

and accuracy of the model. Active or adaptive learning is well motivated in machine

learning problems. The key concept behind adaptive learning is that a machine learning

algorithm with fewer training samples can achieve a better accuracy if it is allowed to

choose samples from which it learns [69]. It reduces the sample size and increases accu-

racy due to learner’s control over training data set. Learning starts with few number of

training samples, new samples are added according to the requested query maintaining

the low error rate with minimum training samples. Tong et al. in [70] used active learn-

ing with SVM which is based on version space reduction for text classification. In [71],

to optimize expected future error, active learning is applied. Authors in [72] proposed

time domain active learning support vector regression in which active learning principle

is extended to the time domain. The next sample for training data set is selected from

the limited future time frame from the current point in time. The length of the time

frame is limited by the computational cost associated with each additional point in the

time domain. In [73] two machine learning based surrogate model (gaussian process

and ANN) are constructed online to create the performance model, saving a lot of sim-

ulation time. In the online surrogate modeling, training data are generated adaptively

in the optimization process. Maricau et al. [74] used uncertainty predictor D(.) which

is measured by the distance between the input to input, output to output and model to

model. In our methodology, we have used adaptive learning to generate new training

samples around maximum error sample to achieve the target accuracy of SVM model

using smaller sample size. SVM models should be developed using a sufficient number

of training samples. It’s efficiency and accuracy also depends on efficient sampling tech-

niques, as number of training samples affect the run time. We need to develop a model,

for the desired accuracy using a minimum number of training samples. Various sam-

pling methods such as random sampling, brute force, Latin Hypercube Sampling (LHS)

have been used to generate the fixed number of training samples. The models developed

using LHS sampling have shown better accuracy than other sampling methods.

Performance models are useful for visualizing the design space and can be used in

place of real circuit performance response. They are built by directly approximating the
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circuit performances with design variables. Performance models that facilitates accel-

erated analog circuit simulations should be valid in functionally correct design space.

Feasibility design space identification is necessary to build final performance model as

it screens out infeasible design. Feasibility models are developed to identify the feasible

design space i.e., space of interest. Feasibility model is a combination of circuit specifi-

cations and circuit performances which defines the feasibility space. It is a multidimen-

sional space in which every point representing a design, satisfies all design constraints.

In [75] surrogate model based performance and feasibility models are created by using

gaussian based kriging model template. Adaptive learning technique is used to generate

the samples iteratively to construct the performance model. Authors in [76, 77] used

SVM to create performance and feasibility model. MOS transistors in the analog circuit

typically operates in the saturation region to maintain the linear output. In our work,

we define saturation region of MOS transistors as a feasibility design space. Design

feasibility check is again requires computationally expensive solution, hence feasibil-

ity model is approximated. The problem of representing feasibility function is treated

as a classification problem for which a SVM classifier is a good candidate. Classifier

helps in reducing the complexity of final regressor model by providing samples only in

feasible design space. This results into lower model development time without loss in

accuracy.

2.3 Long Term Model of Aging

The impact of aging on IC exists for 5 to 10 years. Thus, the short term models can

not be used to evaluate the long term aging effect on IC. The need of long term model

arises to predict the degradation after many cycles of operation. Such a long term model

should be sensitive to the real time circuit bias conditions. Previously available mod-

els measured aging degradation for a long term by performing measurements in a short

period of time under accelerated stress conditions. Further extrapolation is used to pre-

dict the lifetime degradation. In this extrapolation, the stress conditions are considered

constant. That is, the internal node voltages of each device are considered to be same

over the whole time interval of extrapolation. However, this is not the case and stress

conditions do change during the circuit lifetime. There is a strong feedback between
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Figure 2.1: Different methods to update stress conditions: Linear Scale (above), Loga-
rithmic Scale (below) [78]

device aging and device biasing. Thus to improve the accuracy, the number of time

steps should be used to update the stress conditions through new transient simulations,

by including the transistor degradation.

Toro-Frias et al. [78] made a comparison between linear and logarithmic scale as

shown in Figure 2.1 with respect to CPU time and information content per step. An

aging experiment is performed on ring oscillator to obtain the degraded oscillator fre-

quency at the output. In case of logarithmic scale, maximum variation in a single step

is <0.3% but in case of linear scale, the first step produces 5.5% variation in the mean

frequency value. However, the total variation in both cases is 6%. This means in linear

scale, the subsequent steps generate very less information about variations in the stress

conditions. In the logarithmic scale, only few steps do not provide significant variation

and a large number of steps produces a similar variation. Here it is shown that one lin-

ear step provides most of the information while all log steps cumulatively contributes an

equal amount of information. Using one step to predict circuit degradation may cause a

large inaccuracy. The error decreases by increasing the number of steps. However, the

importance of each step is not the same, which may cause unnecessary waste of CPU

time.

In [64] for aging simulation, entire time interval is divide into two ranges one for

short and another for long term simulation. For a short term, the time period from zero

to eight months is partitioned into five equal time intervals. For a long term, the time

period from eight months to ten years is separated into 31 equally spaced intervals.
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Figure 2.2: Step count determination for aging simulation [79]

However no methodology has presented about the time intervals selection.

In [79] implementation based on transistor degradation is presented rather than per-

formances variations. It suggests dynamic step size instead of static one to improve

the time efficiency of design automation tools. Aging mechanism follows the saturated

power law, so maximum degradation occurs during the initial time period of usage.

Therefore, the entire simulation time (Tf inal- T0) is initially divided into equal time in-

tervals by using certain step size (s1) as shown in Figure 2.2(a) [79]. Then an aging

simulation is processed for first time period (T0, T0 +Tn), using a large number of step

size (s2) as in Figure 2.2(b). Meanwhile, in the same first time period an aging simula-

tion is carried out using minimum step count smin = 2 as in Figure 2.2(c).

Then an absolute error is calculated between the two as

E =
j

∑
i=1
|4VT H( j.accurate)−4VT H( j,adaptive)| (2.3.1)

where j denotes the number of transistors. 4VT H( j,accurate) and 4VT H( j,adaptive)

denotes the degradation amount for the former and later analysis. If (E > predefined

tolerance), then later analysis is repeated by increasing the step count i.e. smin > 2,

till the (E ≤ predefined tolerance). At this moment the present value of the step count

become the prime value to perform the complete analysis. The clarity about step size

s1and s2 was not provided which can introduce inaccuracy. If s1and s2 are too less then
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simulation overhead increases or vice verse. Moreover, for every time period, to find

new step count is again a time consuming burden.

Eghbalkhah et al. [80] proposed aging aware simulation which considers the effect

of both dynamic workload and operating temperature. Here the adaptive step size is

used for aging simulations. For simulation purpose entire lifetime is divided into N

time stamps. As degradation decreases with time, the length of time stamps increases;

making it adaptive. The nth time stamp is obtained as

Tn = Tn−1 +2n
li f etime
N(N +1)

(2.3.2)

The Equation (2.3.2) provides the length of the nth interval. It was mentioned that

this equation gives minimum simulation error and reasonable simulation time, but the

authors do not provide any comparison regarding this. Moreover, no proof of origin of

this equation is presented.

In [5], the step size is selected by degradation of performance parameters rather than

transistor degradation. Selecting new step size is based on the choice between minimum

step size or an empirical formula which depend on the amount of performance change.

An error is calculated as

−→
ε =| Pi−1−Pi

min(Pi−1, Pi)
| (2.3.3)

The step size h is defined as

h = max
(

hmin, hi

[
0.9εmax

max(−→ε )

])
(2.3.4)

where hmin is the minimum step size and εmax is the maximum tolerable error. Here

the step size calculation scheme is based on degradation of performance parameter

which cannot be generalized. It is a circuit dependent approach. If performance pa-

rameters are insensitive to aging effect for a particular circuit, then simulator uses large

time step otherwise small which may cause inaccuracy.

Another approximation to obtain a long term model is presented in [81], where an

adaptive two time evaluation scheme is used to take into account different mission pro-

files. A mission profile defines the effect of input signals and environmental conditions,

on a system during its lifetime. The authors proposed two time simulator for time (t+T
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), where t shows the first time and T shows the age or second time. All iterative sim-

ulations for aging are executed at increasing second times Ti. Here a time dependent

function LT is defined for a restricted time interval [ 0, T ], whose value is used to deter-

mine the second time step. The value of this function is calculated using extrapolation

which again limits its accuracy. There is no clear description provided to decide the tol-

erance limit to obtain the second time. Ketul et al. [82] proposed a long term model for

analog circuits with feedback using constant time step. In our work, we have proposed

a dynamic time step algorithm which accurately matches with minimum constant step

size.

Few analytical long term models are also proposed. Bhardwaj [36] proposed RD

based and Yu Cao [83] proposed TD based long term model for the digital circuits.

In [84] RD and TD based long term models are developed for the digital circuit using

random stress inputs. Most of these models are for digital circuit, less work is proposed

in the direction of analog circuit for BTI failure mechanism. In our work, we have

proposed machine learning based long term model for the analog circuits.

2.4 NBTI Compensation Techniques for SRAM

Memory circuits are more affected by aging because its transistors switch less fre-

quently. Some works have dealt with the impact of aging on SRAM operations. Authors

in [85, 86] analyzed the impact of NBTI/PBTI on SRAM cell operation and lifetime and

concluded that read stability decreases with aging. Li et al. [87] applied SPICE for sim-

ulation, design and modeling of SRAM. The normalized lifetime of all transistors with

failure models is calculated and concludes that NBTI mainly degrades the cell transistor

speed. Kang et al. [88] provided a thorough study on reliability issues in SRAM ar-

rays. Carlson et al. [89] investigated that minimum operating voltage (VMIN) and Static

Noise Margin (SNM) sensitivity increases at low voltages. Kim et al. [90] designed

SRAM reliability test macro for statistical measurements of VMIN degradation for dif-

ferent SRAM failure modes such as the SNM-limited and Time-limited. The impact

of stress voltage on time of data flip was measured. All these previous works did not

propose any method to compensate the aging effect.

Several approaches have been introduced to compensate the NBTI degradation. The
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compensation techniques are broadly divided into three categories. a) Transistor Level

b) Control Voltage Level c) Architecture Level. The focus of our work is on control

voltage level techniques because they have been proven to be effective without chang-

ing the cell design. So we will discuss the previous techniques for control voltage level.

The conventional approach is guard banding in which operating period or voltage is

increased at design time to accommodate aging effect. In order to tolerate 10% degra-

dation, 10% VDD overhead may be required but higher VDD increases the power con-

sumption and temperature, hence increases NBTI effect [91]. Others [92, 93] addressed

the issue by appropriate use of voltage scaling during active intervals using guard band-

ing mechanism. By voltage upscaling, delay decreases which compensate the delay

increased by aging. Few works [94, 95] proposed the power managed states using volt-

age scaling and power/ground gating at standby intervals to reduce NBTI impact. These

works sacrifice energy (due to higher VDD) and are more applicable to general logic cir-

cuits where aging directly affects performance, not to SRAM’s where the reliability of

SRAM cell is affected by aging rather than its performance. A scheduled voltage scal-

ing [96, 97] is proposed in which operating voltage is increased slowly during operation,

which allows a VDD that is lower than required value by guard banding. It maintains a

given error rate by applying the different voltages in different interval of time at the ex-

pense of area, power and delay. Wear rate due to NBTI is decreased directly by voltage

reduction and indirectly by temperature reduction.

Singh et al. [98] proposed 6T NMOS SRAM cell, in which NBTI effected pull up

PMOS transistors are replaced by NMOS transistors to compensate the aging effect. In

the same circuit NMOS access transistors are replaced by PMOS transistors to improve

the poor logic level at the storage nodes. Lin et al. [99] considered both NBTI and

PBTI and inferred that read margin degrades and write margin improves. The impact

of asymmetric degradation on SNM is also investigated. It is claimed that upscaling

VMIN reduces the aging effect but it is undesirable for low power applications. In [100]

effect of each transistor of SRAM cell on VMIN is studied and suggested that strong

NMOS and weak PMOS has the highest impact. Kim et al. [101] explained SNM

and Time limited VMIN and shows that SNM limited VMIN is more prone to NBTI and

can be mitigated by controlling the word line pulse width and voltage at the cost of

power and speed. In [102] various read/write circuit assist techniques are discussed to
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improve VMIN . These techniques includes dual VDD, word line voltage lowering, read

modify write, bit line and word line pulsing scheme or either changing the structure of

SRAM cell (7T-10T). Authors in [103] proposed the short term cell flipping technique to

compensate the aging effect. Because of the symmetric nature of SRAM cell, one of the

load transistor is always stressed. It tries to make the stress probability of load transistor

to 50% by flipping the content of the SRAM cell at short intervals, about 50mV VT H

mitigation is reported. Authors in [104] also used cell flipping technique and applied

it to caches. This technique has two modes; one is normal where the original data is

written to the cache and another is the flip mode, where the data is once flipped then

written. The periodical cell flipping may be expensive in terms of delay due to the

introduction of XOR gate in the read/write data path.

An internal node control technique is applied to limit the NBTI stress [105]. Internal

node control can be inserted at the output of individual gates to force them to specific

values during standby. This method imposes a timing penalty; the additional circuitry

required for node control introduces a small delay. Khellah et al. [106] proposed pulsed

word line and pulsed bit line techniques to improve SRAM cell failure rates at low volt-

ages for 65nm CMOS designs. Dual supply voltage schemes were suggested to enhance

the cell stability by circuit technique [107]. A column based dynamic power supply has

been integrated into high frequency 70MB SRAM. These schemes utilize higher supply

voltage for memory cell array and lower voltage level for peripheral blocks to improve

the read margin. Authors [108] introduces self repairing SRAM which uses body bias

to improve operating margin. However, this scheme does not correct the ratio of the

VT H values of NMOS and PMOS which is essential for SRAM operations. Authors

in [109] proposed read/write assist techniques against VT H variations but assist circuit

requires special treatment and incur substantial design costs. Mostafa et al. [110] used

adaptive body biasing circuit but at the expense of area overhead. A body bias [111]

SRAM is created in which PMOS and NMOS body biases are separately controlled to

maintain the operating margin at the target value by maintaining the ratio between the

VT H values of NMOS and PMOS. Further bit line voltage adjustment design technique

is proposed to improve VMIN [112] at the expense of speed and power. In our work, we

have proposed a combined technique to improve the read stability.

A SRAM system consists of the cell array and its peripheral circuits which includes
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read/write circuits, row/column decoders and sense amplifiers. The sense amplifier is

responsible for correct data reading from the cell array. Most of the work is published

on the aging affect and its compensation on SRAM cell array. Limited work has been

published on the SRAM peripheral circuitry. Some authors have focused on the address

decoders reliability analysis. Hamdioui et al. [113] presented the complete analysis

of spot defects in SRAM address decoders. Khan et al. [114] analyzed the BTI and

resistive defects impact on SRAM address decoders. Authors in [115] considered the

effect of zero and run time variability on the offset voltage of sense amplifier. In [116]

authors introduced a scheme based on offset distribution measurements to determine

the signal margins for DRAM sense amplifier. Menchaca et al. [117] analyzed the

impact of BTI on current and voltage mode sense amplifier in 32nm technology node

by flipping a wrong value as a reliability metric. Agbo et al. [118] investigated the

BTI impact in 45nm, 65nm and 90nm using different supply voltages on sensing delay

and sensing voltage of latch type sense amplifier. Same authors [119] presented the

combined effect of voltage, temperature and BTI on sensing delay of the standard latch

type sense amplifier in 45nm technology node. Reliability verification is necessary in

the early design phase to ensure the circuit functionality for its lifetime. A variability

and reliability aware surrogate model of sensing delay of the sense amplifier is presented

in our work.
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Chapter 3

NBTI Aware Surrogate Model for

Analog Circuit

3.1 Surrogate Model

The circuit design is a part of manufacturing process. Today’s electronic circuit design

requires long design cycles to calculate the circuit performances using computationally

intensive transistor level simulations. The simulation time depends on the complexity

of the circuit; varies from a minute to several days to complete [120]. Further, the in-

troduction of reliability issues increases the complexity of the circuit, hence simulation

time. However, these simulations should be performed quickly due to strict temporal

constraints on industrial sector time to market. This motivates to speed up the circuit

design phase by employing the surrogate models instead of time consuming simula-

tions. Surrogate model or metamodel replaces the original high fidelity model or fine

model by a surrogate, which is computationally cheap and accurate [121]. It increases

the efficiency of the design process by enabling the rapid analysis of alternative designs,

therefore reducing design cycle time and cost. These models can be applied in different

phases and aspect of engineering design process like design performance analysis, de-

sign optimization, architecture simulations, multidisciplinary (Aeronautics, Chemical,

Geology, etc.) analysis and optimization.

The basic idea behind developing the surrogate is to replace the high fidelity model

with a less expensive approximate model [122]. Surrogate modeling is a black box

modeling. The high fidelity model is represented by the functional relation
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y = f (x) (3.1.1)

where x is the design (input) parameter vector and y is the performance (output)

parameter. The mapping in Equation (3.1.1) resides in a black box which conceals the

physics behind the conversion of vector x into scalar quantity y. This black box can

take the form of either physical (real) or numerical (computer) experiment. Now the

surrogate model which is cost effective is expressed as

ŷ = f̂ (x,α)≈ f (x) (3.1.2)

Here α is an undetermined parameter vector that must be evaluated before applying

the surrogate. The generic solution method is for set of inputs x1,x2, . . . ,xn, collect the

outputs y1,y2, . . . ,yn and find the black box mapping f̂ (x) based on these observations.

The use of surrogate model has number of advantages

a. Less expensive

b. No modification required in analysis code

c. Can be used in variety of tools like MATLAB,

3.1.1 Surrogate Model Classification

According to the approximation strategy, surrogates can be broadly classified as [123]

1. Black Box Approach - In this approach only input and output of the black box

are of concern. The underlying high fidelity analysis code (spice model) cannot be

modified. The approximation model uses a few samples to build a less expensive model

which replicates the original expensive input-output relations.

2. Physics Based Approach - This approach exploits the underlying code to some

extent and modifies the governing equations to make them simple and computationally

less expensive.

The black box approach can be classified into two main categories -

i) Depending on the nature of unknown parameter α , can be parametric or non

parametric.

• Parametric models use initial training data set to find the unknown parameter α .

Once it is done, the initial training set is no longer used to predict the response
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at new points. Only the known parameters are used to make the prediction at

new points. Multivariate Adaptive Regression Splines (MARS) and Polynomial

Regression (PR) methods are the part of this category.

• Non parametric models use initial training data set to find the unknown parameter

α and continue using the same training set to predict the response at new design

points. The response at new points depends on both, all the training data set and

the parameters. SVM, ANN and Kriging are the part of this category.

ii) Depending on the technique used to build the surrogate, either regression or

interpolation technique.

• Regression models are initially designed for physical experiments (where the er-

ror is random), but further, they are used with numerical experiments (where the

error is deterministic) also. In this technique, a single function is defined to incor-

porate all points in the training set. To account the noise an error term is added to

the model. SVM, ANN, PR and MARS are the regression models.

• Interpolation models are used with numerical experiments. A simple base func-

tion (low order polynomial) interpolating the training set points, is added to an-

other function which represents the local deviations at each point. Radial Basis

Function (RBF) and Kriging are the interpolation models.

3.1.2 Surrogate Model Construction

Surrogate modeling follows [121] these steps for construction -

1. Data Generation or Sampling

2. Model Template Selection

3. Parameter Estimation

4. Model Validation

3.1.2.1 Sampling

Sampling or data generation is a key step in the obtaining robust and accurate surrogate

model. A good sampling plan improves the performance of the surrogate model by
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choosing samples efficiently for fitting. It considers the fact that number of samples

should be limited to constrain computational expense. The samples which are used

to construct the surrogate model is called training data set. The number of points or

samples in the training data set increases with the degree of nonlinearity between input

and output, model accuracy and the number of design parameters.

Sampling faces two conflicting targets:

a. Choosing few samples to keep the low computational cost at the expense of

accuracy, as every sample attribute to expensive high fidelity simulation

b. Incorporate large training set to increase the model accuracy.

Sampling techniques are broadly classified according to two criterion [123] -

i) According to the location of selected samples. Samples can be random, classic

or in space filling fashion.

• Random - Monte Carlo is the simplest random sampling plan. The samples are

selected at random in the design space. The major disadvantage of the random

technique is that generated samples are not space filling. There is no guarantee

that generated samples belongs to the region where significant variation occurs

and large region of the design space remain unexplored.

• Classic - This sampling plan was initially designed for physical experiments

where random errors occur. But now they are also used in numerical experiments.

The samples are selected from the extreme of design space. It is simple and easily

implemented but not suitable for irregular design space. This technique doesn’t

guarantee space filling which is the preliminary requirement for numerical exper-

iments. Additionally, the number of samples grows exponentially with number of

design parameters. Full Factorial Design (FFD), Partial Factorial Design (PFD),

and Face Centered Cubic (FCC) are examples of the classical technique.

• Space Filling - In this sampling plan all the samples tries to cover entire design

space equally rather than clustering on extremes only. This approach is more suit-

able for numerical experiments where deterministic error occurs. This technique

is more sophisticated in implementation. Latin Hypercube Sampling (LHS) and

Orthogonal Arrays (OA) are the examples of space filling technique. In this work,

LHS sampling plan is used.
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ii) According to the building strategy of the training set. Samples can be either

generated once (one-shot) or sequentially (stage-wise).

• One-shot - All samples in the training set are selected and evaluated at the be-

ginning of the surrogate construction process, by the high fidelity code. No other

samples are added during the modeling process. It is simple but less flexible and

computationally expensive in designing the surrogate model.

• Stage-wise - In this technique new samples are continuously added iteratively to

the training data set. It is more complicated but more flexible and continuously

incorporates the non-linearity between input-output. Adaptive learning is the ex-

ample of this technique which is used in this work.

3.1.2.2 Model Template Selection

After the sample selection, they are applied to high fidelity model for evaluation, to

finally form the surrogate model. The model template selection step decides the type

and complexity of the surrogate model. There are numerous choices (parametric, non-

parametric, regression or interpolation) available for this purpose. Parametric models

are easier to implement. Nonparametric models are good with complex input-output

relations. Regression models are easier to develop and implement. The computational

cost increases with complex input-output relations because more points are added to the

training set and higher polynomial must be used. Interpolation models are complicated

in development and implementation but are more flexible and deal better with computer

experiments and complex input-output relations.

3.1.2.3 Parameter Estimation

After the appropriate template selection which is believed to simulates accurately, the

parameter α, must be estimated. The concept used here is “maximum likelihood” and is

applied by minimizing a suitable error fuction. In case of Gaussian error, the maximum

likelihood reduces to the least square error function. There are many options available

to reduce the error function.

41



3.1.2.4 Model validation

The last step is the model validation step that establishes the predictive capabilities of

the models and estimates their accuracy or inversely the estimation error of the model.

Two popular error metrics are (i) the maximum absolute error (MAE), which provides an

understanding of the maximum local deviation of the model estimation from the actual

output; and (ii) the root mean squared error (RMSE), which is a global error measure

and provides an understanding of the model accuracy over the entire design domain.

3.2 Surrogate Modeling Flow

An automatic modeling flow is developed [124] to generate the performance model from

intensive transistor level circuit simulations which is shown in Figure 3.1. Initially set

of input and output parameters are defined. Then modeling strategy is configured which

includes the sampling strategy (e.g., LHS and Adaptive Learning), the model template

selection and error measurement technique. An accuracy target is also predefined. At

the beginning of the modeling process, initial samples are generated which is called

training set. Then transistor level SPICE simulations are performed on this initial train-

ing set and output performances fi are collected at ith sample which is used to develop

the model. Once the sampled data is obtained, surrogate models are constructed and

validated. If the models can meet the target accuracy, then final performance model is

developed which can be further used for optimization. If the desired accuracy is not

achieved, then adaptive learning is evoked to add a new set of samples in the area of

maximum error. This process continues till the target accuracy is achieved.

3.3 Support Vector Machine

Support vector machine as proposed by Vapnik et al. [125] is a set of supervised learning

methods based on the principle of structural risk minimization. Machine learning is a

learning structure from data. SVMs were initially applied for classification problems

but soon after, the formulation was extended to regression problems. Support vector

machines seem to offer superior generalization properties on real-life regression and

classification problems. SVM exhibits excellent performance in a variety of learning
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Figure 3.1: Flow of Surrogate Modeling [124]

problems, hence have generated a lot of interest in machine learning community, e.g.

image analysis, bankruptcy prediction, bio-informatics problems, text categorization,

interconnect modeling for microwave packaging structures, feasibility & performance

modeling and design automation of analog circuits, and design of microwave antenna

structures [72]. These are the black box kind of models and do not provide the equation

relating the input and output parameters. SVM’s has some outstanding advantages -

1. It is suitable for both linear and nonlinear data processing.

2. It has special generalization ability, especially for problems of small sample size.

3. SVM has no trouble of local minima.

4. It provides an effective way to overcome the curse of dimensionality for solving

multivariate problems.

5. It performs well on data sets that have many attributes (no upper limit on number

of attributes)
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3.3.1 Support Vector Classifier (SVC)

An analog circuit maps a set of input design parameters to a set of performance param-

eters. Another type of model is considered here; a feasibility model. It is a combination

of circuit specifications and circuit performances which defines the feasibility space.

It is a multidimensional space in which every point representing a design, satisfies all

design constraints. Performance models that facilitate accelerated analog circuit sim-

ulations should be valid in functionally correct design space. Feasibility design space

identification is necessary to build final performance model as it screens out infeasible

design. Design feasibility check requiers a computationally expensive solution, hence

feasibility model is approximated. The problem of representing feasibility function

treated as a classification problem for which a SVM classifier is a good candidate [126].

SVM is used to represent the feasibility space of analog circuits. The feasibility func-

tion is evaluated through simulations and its range defines the feasibility space of the

circuit. Instances from simulations are used to train a selected model with the objective

of minimizing the classification error on the training set. De Bernardinis et al. [76] used

SVM to generate feasibility models for analog circuits.

For a given circuit topology, three types of constraints can be posed [127] -

Geometric constraints Cg are posed directly to the device sizes i.e., width and length.

The constraints on device sizes are usually in terms of lower and upper bounds. So

geometric constraints can take the form of equation

Cg={lbi ≤ xi ≤ ubi, i = 1 . . .ng} (3.3.1)

where x is a design variable.

Functional constraints C f ensures the desired functionality of the circuit. They are

posed in terms of biasing voltages v and currents i in analytical form and can be repre-

sented as

C f = {x : fi(v, i)≤ 0, i = 1 . . .n f } (3.3.2)

where x is a vector of design variable.

Performance constraints Cp are posed on the performance parameters like gain, de-

lay etc. and can be represented as
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Cp = {x : fi(p)≤ 0, i = 1 . . .np} (3.3.3)

The feasibility space S⊆ Rn is defined as

S = {x : x ∈ Rn,C}, C =Cg∪C f ∪Cp (3.3.4)

A feasibility function y(x) is defined which only take two values {+1,-1} depending

on whether x ∈ S,

y(x) =

 +1 i f x ∈ S

−1 i f x /∈ S

 (3.3.5)

SVM is used for classification problems on (typically large) sets of data which have

an unknown dependence on (possibly many) variables. Let consider each data point

xk ∈ Rn,k = 1, . . . ,N is assigned with a label yk ∈ {+1,−1}, which classifies the data

into one of the two sets. Then the classifier y(x) is represented by the construction of

hyperplane ωT .xk + b = 0, separating two classes by providing maximal separation of
2
||ω||2 between points xk belonging to the two classes. This gives rise to an optimization

problem for minimum ω and b as

P : minω,b
1
2

ω
T

ω s.t. yk[ω
T .xk +b]≥ 1, (3.3.6)

where the 1
2ωT ω represents a cost function to be minimized to maximize separation.

The constraints are formulated such that the nearest points xk with labels {+1,-1} are at

least 1
||ω||2 distant from the separating hyper-plane. To solve this ’primal’ minimization

problem, we construct the dual maximization of Equation (3.3.6) using the Lagrangian

form

D : max
α

L (ω,b; ,α) (3.3.7)

where

L (ω,b;e) =
1
2

ω
T

ω−
N

∑
k=1

αk(yk[ω
T xk +b]−1) (3.3.8)

and αk are the Lagrange multipliers. After applying the conditions for optimality
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∂L

∂ω
= 0,

∂L

∂b
= 0,

∂L

∂αk
= 0 (3.3.9)

and eliminating ω by expressing it in terms of α = [α1, . . . ,αN ], we arrive at a

Quadratic Programming (QP) problem:

min(αQα +Bα) (3.3.10)

for suitably defined matrices Q, B. Having solved for α , the following classifier

representation is obtained:

y(x) = sign

[
#SV

∑
k=1

αkykxT
k x+b

]
(3.3.11)

where #SV represents the number of non-zero Lagrange multipliers αk, called sup-

port values, corresponding to the input data xk. The SVM representation will be sparse

if only a few of the input data, called support vectors, are ‘near’ to the separating hyper-

plane.

A key feature of Support Vector Machines is the ability to replace the input data by a

(non-linear) function φ(x) operating on the input data. This may be viewed as mapping

the input data to a higher (possibly infinite) dimensional space, to enable classification

of data that is not linearly separable in the original input space. To do this, we for-

mally replace xT
k x (the dot product between a support vector xk and any point x of the

input space) in Equation (3.3.11) by φ(xk)
T φ(x) to represent the action of this mapping,

obtaining:

y(x) = sign

[
#SV

∑
k=1

αkykφ(xk)
T

φ(x)+b

]
(3.3.12)

In the case where φ(.) is infinite-dimensional, we invoke the so-called ‘kernel trick’:

the expression φ(xk)
T φ(x) may under certain conditions be replaced by a kernel func-

tion K(xk,x). As a result, one can work in high dimensional feature space without

actually having to do the explicit computation in that space. Problem is formulated in

the primal weight space with high dimensional feature space by applying transformation

φ(.). The problem is not solved in primal weight space but the dual space of Lagrage

multipliers after applying the kernel trick. So the kernel function allows the SVM rep-
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resentation to be independent of the dimensionality of the input space. There are many

kernel function available in the literature [128] that provide the SVM, the ability to

model the complex separation hyperplanes. Here Radial Basis Function (RBF) kernel

is well suited.

3.3.2 Support Vector Regression (SVR)

SVR identifies a function f (x) (using support vectors that are essentially sample vectors)

for all training patterns x, has a minimum deviation e from the target values y and has

a minimum margin. Thus SVM convert the regression problem into an optimization

problem [126]. In order to solve this optimization problem, a kernel is introduced which

increases the dimensionality of the problem, solves it in this new space, and maps the

solution back to the actual dimensionality of the problem. Kernels can take different

forms but they should be positive definite. The optimization problem considers a linear

regression between the input and output vector. The solution to this problem minimizes

the magnitude of the weight vectors for a predefined level of error e. This has been

achieved in a computationally efficient way using Least Squares SVM.

An enhanced version of SVM i.e., Least Squares Support Vector Machine (LS-

SVM) has been proposed in [129]. The main advantage of LS-SVM is that it is com-

putationally efficient while possess the important properties of SVM. LS-SVM uses

the equality type constraints in the problem formulation, thus the solution is obtained

through solving a set of linear solutions [130]. Therefore, LSSVM is free of local min-

ima and also has low computational cost [131]. LS-SVM is efficient than classical SVM

for modeling non-linear relationship between input and output parameters.

Consider a set of training data samples {(x1,y1),(x2,y2), ...........(xk,yk)} ⊂ Rn×R.

where Rn denotes the input space, xk is the input value and yk is the the corresponding

target value for kth sample. By using the non-linear mapping φ , xk is mapped to yk using

the following relation as follows.

ŷ(x) = ω
T

φ(x)+b with ω ε Rn, bε R (3.3.13)

Here, φ(·): Rn→Rnh is the mapping of input space to some high dimensional feature

space (potentially infinite). The approximation error of kth sample can be given as
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follows.

ek = yk− ŷk(xk) (3.3.14)

In LS-SVM, the minimization error is formulated as the primal problem.

P : minJp(ω,e) =
1
2

ω
T

ω + γ
1
2

N

∑
k=0

e2
k (3.3.15)

with equality constraint as follows.

yk = ω
T

φ(xk)+b+ ek k = 1,2,3.......N (3.3.16)

Here, γ is the regularization parameter. The first term of Equation (3.3.15) is L2

norm on regression weights (cost function term) and determines the smoothness of the

regression model. The second term represents the regression error of all samples gov-

erned by the parameter γ . This problem is nothing but ridge regression cost function

formulated in feature space. When ω becomes infinite, it can not be solved. Therefore,

dual problem is developed by constructing lagrangians:

D : maxαL (ω,b,e,α) (3.3.17)

L =Jp(ω,e)−
N

∑
k=1

αk
{

ω
T

φ(xk)+b+ ek− yk
}

(3.3.18)

Here, αk’s are the lagranges multipliers. The conditions for optimality can be given as

follows. 

∂L
∂ω

=0→ ω = ∑
N
k=1 αkφ(xk)

∂L
∂b = 0→ ∑

N
k=1 αk = 0

∂L
∂ek

= 0→ αk = γek, k = 1,2.....N

∂L
∂αk

= 0→ ωT φ(xk)+b+ ek− yk = 0, k = 1,2.....N

(3.3.19)

By eliminating ek and ω through substitution, following solution can be obtained as

follows Ω+ IN/γ 1N

1T
N 0

α

b

=

y

0

 (3.3.20)

48



Here, Ω = ZT Z and the kernel trick can be applied within α matrix as follows.

Ωkl = φ(xk)
T

φ(xl) (3.3.21)

Ωkl = K(xk,xl)......k, l = 1,2....N (3.3.22)

The resulting function is the weighted linear combination of the inner product be-

tween the training points and testing points.

yk =
N

∑
k=1

αkK(xk,x)+b (3.3.23)

Here, K(xk,x) is the kernel function and αk and b are the solutions of the linear systems.

For a function to be kernel function, it should be positive definite and must satisfy the

Mercer condition for the problem to be convex to provide unique and optimum solution.

3.4 Reliability Simulator

As transistor aging effects have an ever increasing impact on circuit performance, circuit

reliability simulator is another essential part of a modern design flow. One of the first

reliability simulation tool BERT is developed by UC Berkely [132] (Tu. et al. 1993).

This tool is basically used to measure the impact of HCI. The toolset is written around

SPICE and follow these simulation steps to get the aging effect on circuit -

1. The fresh circuit is simulated and current and voltage waveforms are stored which

effect the device degradation.

2. These waveforms are further used to generate degraded device models for each

device.

3. Second SPICE simulation is run with aged device models to obtain degraded cir-

cuit performances.

The major disadvantage is that entire aging calculation occurs after the SPICE simula-

tion and therefore requires extra time. Also, SPICE simulation needs to store the wave-

forms on every node in the circuit requiring memory and this slow down the SPICE
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simulation itself. To overcome these issues Parthasarathy et al. [133] proposed inte-

grated reliability simulation. In this case, reliability simulation is done simultaneously

with transistor simulation. Aging of each transistor is calculated at each transient step

while calculating operating points. Therefore simulator does not need to store all inter-

nal voltages and hence no extra SPICE simulation and time required to calculate circuit

degradation. At the end of the SPICE simulation, the degradation is extrapolated to the

desired lifetime. The circuit is evaluated again to extract the aged circuit performance.

Commercial reliability simulators, Eldo (by Mentor Graphics, 2001), RelXpert (by

Cadence, 2003), and MOSRA HSPICE (by Synopsys, 2008) come with an integrated

reliability analysis. These tools are intended to provide information about circuit per-

formance shifts due to gradual transistor aging effects. Abrupt effects such as dielectric

breakdown are therefore not supported. Eldo is capable of determining the degraded

device parameters iteratively. In Eldo specified lifetime is divided into n time intervals

(of equal length). The steps one and two are conducted in every time interval. This

way the impact of the degraded waveforms on the circuit parameters are considered.

RelXpert can consider the impact of HCI and NBTI. RelXpert also uses the iterative

approach in which a large number of iterations are often needed to obtain the accu-

rate modeling results. The simulator can calculate and output the degradation results to

predict the lifetime of each MOSFET within a circuit. The main advantages of these

Eldo and RelXpert are the accuracy and SPICE compatibility. However, their degrada-

tion equations are proprietary. Hence, the user has to trust the tool and cannot verify

how the degradation is calculated. They put a burden on the product designers to cor-

rectly extract the device’s degraded parameters, and an inaccurate extrapolation may

lead to nonphysical trends, which limits their popularity in the reliability design pro-

cess. Synopsis MOS Reliability Analysis (MOSRA) is a reliability simulator included

in HSPICE, can consider both the HCI and NBTI effect. It uses the custom models

developed by device modeling teams within a company. This tool also has compact

models for both HCI and NBTI effect. Both models are fairly accurate when compared

to the aging models offered by Eldo or Cadence. The BTI model includes a term for

the partial recovery effect that is essential for BTI. To simulate the effect of NBTI an

efficient simulation analysis and an accurate aging model is required. An aging model

translates the amount of electrical stress into device parameter degradation. NBTI is
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Figure 3.2: Effect of change in Vds on VT H

primarily the function of Time (T), Gate to Source Voltage (V gs) and Drain to Source

Voltage (V ds). It is visible from Figure 3.2 that for fixed V gs , how V T H is changing

over time for different Source to Drain (V sd) values. It can be seen that by changing the

drain bias, initial threshold voltage also changes due to drain induced barrier lowering

(DIBL) effect [134]. Moreover in analog circuit change in V T H , effects the node volt-

ages which tends to change in V gs and V ds, which further changes V T H . So a proper

model is required to incorporate the effect of these changes. In this context, MOSRA

reliability simulator integrated with HSPICE is used for aging simulations.

3.4.1 MOSFET Reliability Analysis (MOSRA) Reliability Simula-

tor

MOSRA model is a function of device operating conditions (i.e., voltages, currents, and

temperatures) as well as device geometries. These models are constructed with physics-

based formulations and augmented with coefficient parameters, to improve the model

accuracy and parameter extraction flexibility.

Here using the MOSRA model framework [135], change in VT H in case of static

BTI is given by Equation (3.4.1) & Equation (3.4.2)

4V T H,IT ∼ exp
(
−T IT T D

K.T

)
.

[
ε

tOX
(Vgs−VT H)

]T ITCE

(3.4.1)
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.exp[T IT FD.EOX(Vgs,Vds)].tNIT

4V T H,OT ∼ exp

[
−

TOT FD+ TOT T D
T

EOX(Vgs,Vds)

]
.tNOT (3.4.2)

Here Equation (3.4.1) is related to the contribution of interface traps and Equation

(3.4.2) is related to the traps inside the dielectric layer. TITTD represents the equivalent

activation energy associated with the interface traps contribution. TITCE models the

inversion charge dependence of the interface traps contribution. TITFD is the electric

field dependence coefficient of the interface traps contribution. TOTFD and TOTTD

account for the electric field and temperature dependence of the dielectric traps contri-

bution. NIT and NOT represent the stress time exponents of the interface and dielectric

traps degradations, respectively.

Here EOX (V gs, V ds) is the strength of the electric field of the dielectrics. It is given

by Equation (3.4.3)

EOX(Vgs,V ds) =
VGS−VT H−TOT DD.V TOT DE

ds
tOX

(3.4.3)

The TOTDD and TOTDE parameters account for the Vds dependence of the electric

field.

In case of Dynamic BTI partial recovery effect occurs so change in V T H become

smaller and is given by Equation (3.4.4)

4VT H,AC = T T D0.4VT H,DC. exp(T DCD.g1(V, t)).g2( f ) (3.4.4)

Here 4VT H,DC is the threshold voltage degradation under constant stress. TTD0 is

the recovery model coefficient. TDCD is a parameter of the duty cycle dependence.

g1(V, t) is a function of bias and time which represents a measure of the duty cycle of

the waveform applied to the device during the transient simulation. g2( f ) represents the

dependence on the frequency of the waveform.

MOSRA Flow

MOSRA simulation flow is developed based on one single unified engine between

aging computation and non-aging normal simulations, hence a seamless analysis flow.
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Figure 3.3: The MOSRA Flow [135]

The MOSRA flow consists of two phases: the pre-stress simulation phase and the post-

stress simulation phase as shown in Figure 3.3. The two simulation phases can be

executed either in the same simulator run or independently, as needed. In this work,

NBTI model has been implemented using MOSRA flow in HSPICE simulator.

1. Pre Stress Simulation - In this fresh simulation phase, degradation of user de-

fined MOSFET’s are calculated. This degradation from the MOSRA equation is

integrated over a user defined time interval, for the given transient analysis run

time. This result is then extrapolated for user defined age (time of circuit oper-

ation). Then the total amount of electrical stress is converted into device perfor-

mance degradation in two ways. a) Stress results converted into the degradation of

model parameters (e.g., threshold voltage, mobility, etc.) which contribute to the

degradation of device characteristics. b) Stress results directly converted into the

degradation of device characteristics (e.g., direct degradation of the drain current).

2. Post Stress Simulation - Here a second simulation runs, and degradation of each

device is combined, translating into the degradation of circuit performance. For

example change in the voltage gain of differential amplifier. At each MOSRA

circuit operation time step the flow considers the accumulated degradation infor-

mation from previous time steps. As a result, the accumulated stress effect is

taken into account implicitly, with no need for empirical “equation bending”.
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3.5 SVM Sample Selection Method

Sample selection method is based on two perspectives: the total number and the distri-

bution of samples. The SVM models should be developed with minimum number of

training samples to reduce the runtime of models. Equation (3.3.23) is used to evalu-

ate the value of unknown samples. The number of αk values are directly proportional

to the number of training samples. These αk values affect the computations required

to evaluate the newly generated samples (i.e., other than training data). The adaptive

learning method is used to generate new samples based on the error between the devel-

oped model with small training data-set and SPICE output. Initially we construct a very

rough surrogate model and then improve it adaptively by generating new samples in

the area of maximum error, which is driven by target accuracy. There are two conflicts

arises here [73] -

1. The number of samples in the training data set should be very small for an initial

surrogate model. As the number of samples grows, the accuracy of the surrogate

models improves, but model complexity and development time also increases.

2. The entire design space should be covered as much as possible, because too sparse

samples lead to less information about some area and initially no information of

the exact response is available. Hence, the reliability of surrogate model will be

poor.

To make a good trade off, LHS sampling is used. The LHS employs fewer samples

to achieve more effective sampling, hence samples the design space uniformly. In our

proposed framework, we have combined both LHS sampling and Adaptive Learning

method to explore the design space in a guided manner [136]. We start training with

fewer samples (LHS) and only generate two samples (Adaptive Learning) around max-

imum error sample to add them to previous training data.

3.5.1 Latin Hypercube Sampling

Latin Hypercube Sampling is a “space filling” design. It is developed by McKay [137].

It provides more evenly distributed sampling points and more accurate function esti-

mation in the whole design space than random sampling. It is important to control the
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Figure 3.4: LHS sampling for n = 2 design parameter and N = 4 samples [137]

density of sample points so that the corresponding amount of evaluations is affordable

and still maintain the good distribution in design space. A latin hypercube is a matrix

of p rows and k columns. In two dimensional space, LHS enforces only one sample in

each column and each row [138]. In higher dimensional space, the range of each design

parameter is divided into required number of non-overlapping equiprobable intervals.

In each interval of each design parameter, only single sample is allowed. This benefits

most design space utilization because duplicate points can be avoided. If N samples

need to be generated then each design parameter is divided into N equiprobable regions,

each with a probability 1/N. Then N different values are selected for each design pa-

rameter (one for each interval). This divides the n-dimensional design space into Nn

cells (square) with a probability 1/Nn each [124]. Figure 3.4 shows an example of LHS

sampling for n = 2 design parameters and N = 4 samples.

3.5.2 Adaptive Learning

Adaptive learning or query learning is a subfield of machine learning [139]. The key

idea behind adaptive learning is that machine learning algorithm can achieve greater

accuracy with fewer training data if it is allowed to choose the data from which it learns

[69]. The adaptive learning sample selection algorithm minimizes the number of func-

tion evaluations and limit the expensive aging simulations. Algorithm 3.1 generates

samples adaptively in the design space. This algorithm takes initial training data gener-

ated through LHS and provides the final training data set [72]. In our work SVM models

are validated by finding the correlation coefficients. Correlation coefficient (Corr) pro-

vides the measure of the strength of the linear relationship between actual and estimated
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output. It’s value ranges between 0 to 1, where low value represents no linear rela-

tionship and high value depicts the exact linear relationship. If Correst of the initially

trained model is greater than the target value Corr f inal , then algorithm stops. Otherwise

adaptive learning algorithm is activated which efficiently generates the training samples.

These samples are added to initial training data set to improve the Corr between SPICE

output YT EST,SPICE and SVM output YT EST,SV M.

In order to generate new samples first, those samples need to be identified which

provide error higher than the required value Errreq. Error related to every sample is

calculated using equation

Errsample = |YT EST,SPICE −YT EST,SV M|2 (3.5.1)

Instead of taking one sample at a time all samples which have Errsample > Errreq

are used to guide the path for new samples through adaptive learning. This process

improves the model development time and within two or three iterations target accuracy

is achieved. Equation (3.5.1) automatically takes care of generation of samples in empty

area of the input space and distance between estimated and actual output rather than

taking two different functions for both purposes as in [74].

The initial input training set XT RAIN,INIT IAL is obtained from LHS sampling. Tran-

sistor level SPICE simulations are used to evaluate the samples YT RAIN,INIT IAL for cor-

responding input set. Then the initial surrogate model is trained and tested (Line 1-2).

The SVM model test output YT EST,SV M is obtained for input testing data set XT EST (Line

2). Then rough estimate of the accuracy is obtained by finding the Corr between actual

testing data output YT EST,SPICE (SPICE output corresponds to XT EST ) and YT EST,SV M

(Line 3). If estimated correlation coefficient Correst is less than the desired Corr f inal ,

then those error samples XERROR are identified which gives the error Errsample greater

than the required error Errreq (Line 7-9). All the n samples which have error greater

than the Errreq will lead the path for new samples. Then adaptive learning is used

to generate the fresh samples around these n (maximum length of XERROR) samples

and stored in XADAPT IV E (Line 11). By using SPICE simulations fresh output training

samples YADAPT IV E are obtained corresponding to XADAPT IV E (Line 12). These new in-

put and output samples are added to initial training set to obtain the final training set

(XT RAIN,FINAL,YT RAIN,FINAL) (Line 13-14). Then the surrogate model is trained and
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tested again and accuracy is compared (Line 17-21). This process continues till the

desirable accuracy is achieved (Line 8). Adaptive learning ensures the final surrogate

model with a fewer number of samples which reduces model run time.

Algorithm 3.1 Adaptive Learning Algorithm
Input : (XT RAIN,INIT IAL, YT RAIN,INIT IAl, RBF Kernel)
Output : (XT RAIN,FINAL, YTARIN,FINAL)
1. TRAIN_LSSVM (XT RAIN,INIT IAL, YT RAIN,INIT IAL, RBF Kernel)
2. YT EST,SV M ← TEST_LSSVM (XT EST )
3. Correst←Corr (YT EST,SPICE , YT EST,SV M)
4. if (Correst >Corr f inal)
5. then stop
6. else
7. Errsample← |YT EST,SPICE −YT EST,SV M|2
8. while (Correst <Corr f inal)
9. XERROR← Separate n samples for which Errsample > Errreq
10. for 1: n
11. XADAPT IV E ← Generate fresh samples around every sample of XERROR
12. YADAPT IV E ← SIMULATE_SPICE (XADAPT IV E)
13. XT RAIN,FINAL← (XT RAIN,INIT IAL, XADAPT IV E)
14. YT RAIN,FINAL← (YT RAIN,INIT IAL, YADAPT IV E)
15. end
16. TRAIN_LSSVM (XT RAIN,FINAL, YT RAIN,FINAl, RBF Kernel)
17. YT EST,SV M ← TEST_LSSVM (XT EST )
18. Correst←Corr (YT EST,SPICE , YT EST,SV M)
19. Errsample← |YT EST,SPICE −YT EST,SV M|2
20. XT RAIN,INIT IAL← XT RAIN,FINAL
21. YT RAIN,INIT IAL← YT RAIN,FINAL
22. end

3.6 Proposed Work

The scope of this work is first to identify the feasible design space for an analog circuit

using SVM Classifier and second, to develop SVM Regression model which would be

fast and accurate as HSPICE. Models used for transistors are BSIM PTM (Predictive

Technology Model) models in 45nm technology. The differential amplifier circuit as

shown in Figure 3.5, is chosen to illustrate the effect of aging. Table 3.1 shows the

related input parameters along with their nominal values. LS-SVM toolbox interfaced

with MATLAB is used to develop both feasibility model and performance model.

Aging is a time dependent phenomenon so Time (T ) is taken as one of the input

parameter. As analog cells are very sensitive to channel length (L) variations, so it
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is kept fixed. Channel width (W ) is taken as another input parameter which can be

further optimized to increase the yield. A known instance of all the input parameters

is considered as a tuple. Hence (W,T ) forms the input tuple which is represented as

X i = f (Wp,Wn,T ). Here W p is a channel width of PMOS transistor and W n is a channel

width of NMOS transistor. Values of these input parameters are generated initially

through LHS sampling within upper and lower bound to obtain a set of tuples. Time

is varied between 0 to 10 years. W p is varied in the range of [1µ,80µ] and W n in the

range of [1µ,20µ].

+
−

+
−

+
−

V1 V1

Vin/2 -Vin/2

MP1 MP2

MP3

MN1      MN2

V2

VDD

Figure 3.5: The Differential Amplifier

Table 3.1: Nominal Values of Input Parameters

Voltage Voltage
Name Value

V 1 0.4 V
V 2 0.56 V
V in 20 mV
V dd 1 V

Device W/L ( µm
µm )

MN1 10/0.1
MN2 10/0.1
MP1 40/0.2
MP2 40/0.2
MP3 40/0.2

Miscellaneous Values
VT H (PMOS) -0.4118V
at zero bias
Temperature 27◦C

Oxide 1.45nm
Thickness

Variation of performance parameters with W is shown in Figure 3.6. Figure 3.7

shows the effect of NBTI on gain and slew-rate at nominal input parameters. Degrada-

tion in performance parameters due to NBTI are topology and biasing dependent. High

fidelity is attained by using data from SPICE circuit simulations to fit the model, for

predefined accuracy target.
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Figure 3.6: (a) Variation of Gain with Width (b) Variation of Slew-Rate with Width
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Figure 3.7: (a) Variation of Gain with Time (b) Variation of Slew-Rate with Time

60



Identify Design Problem (Selection of Input Variables)
Define Feasibility Space 

Construct & Validate Initial SVM Classifier Model 

Generate Sampling Points
(Latin Hypercube Sampling)

SPICE Level 
Circuit Simulations

Final SVM Classifier Model 

Reaches 
Goal

Construct & Validate Initial SVM Regressor Model
(From Samples through Feasible Design Space) 

Reaches 
Goal

Final SVM Models Ready

Adaptive 
Learning

Adaptive 
Learning

SPICE Simulations

Yes

Yes

No

No

Figure 3.8: Flowchart of Proposed Methodology
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Figure 3.8 shows the methodology to develop a reliability aware SVM model. We

divide complete flow into two levels. In level 1, we initially identify the design prob-

lem, specify the variables of input sample vector and define feasibility space. Next,

we generate input samples in the specified range through LHS sampling. LHS covers

entire design space with less number of samples. Then circuit simulations are per-

formed through HSPICE to generate performance data Pi for the ith sample. Feasibility

constraints are verified using HSPICE simulations. Here Fi is a feasible design space,

where all transistors of the circuit under test remains in saturation. For the given set of

input tuples which satisfies feasibility constraints, their corresponding output is taken

as 1 otherwise -1. Finally, SVM classifier is constructed. The output of this classifier

contains only those input tuples which falls within feasible design space Fi. Classifier

helps in reducing the complexity of final regressor model by providing samples only in

feasible design space. This results in less simulation time of the model without loss in

accuracy. In level 2, output of classifier is applied to train SVM regression model. Data

sets which are used to train the models are termed as training data sets. Other data sets

called testing data sets are used to validate the models by checking its accuracy. At both

levels, accuracy of the models is validated by finding correlation coefficient between

estimated output and actual output. At both levels we start model’s training with less

number of samples, build initial surrogate model and check the accuracy. If the models

are accurate enough, they can be used for design purpose. Otherwise at both levels,

adaptive learning section 3.5.2 scheme would be used to improve the accuracy of the

model. A number of SPICE files, PERL scripts and MATLAB files are run to obtain the

complete flow of simulation.

3.7 Results

Here SVM based surrogate model is developed for 45nm technology node. Initially,

5600 input tuples are generated through LHS sampling within the specified range.

HSPICE is run for these 5600 input tuples and corresponding output performance pa-

rameters are obtained. Initially, 1000 training samples are used to develop the feasibility

model, which is increased to 1118 samples by adaptive learning. 4600 testing samples

are used to check the accuracy of the model. Feasibility constraints are verified using
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Table 3.2: Correlation Coefficient and Model Development Time for Performance
Model of Gain and Slew Rate

Performance Without With
Parameter Adaptive Learning Adaptive Learning

Correlation Gain 0.912 0.9979
Coefficient Slew-Rate 0.954 0.9997

Model Development Gain 0.2292 s 708.11 s
Time Slew-Rate 0.1315 s 185.04 s

HSPICE simulation from which 3788 input tuples falls in feasible design space. Corre-

lation coefficient obtained for classifier are 0.9730 and 0.9969 before and after adaptive

learning respectively.

The output of the classifier is further used to develop SVM regression model for

gain and slew-rate of the differential amplifier. For gain initially, 1500 training samples

and 2288 testing samples are used to develop the performance model which results in

low correlation coefficient. Then with adaptive learning, initially 300 training samples

are taken to train the regression model, which is increased to 950 samples. 3488 testing

samples are used to check the accuracy of the model. For slew-rate initially, 1000

training samples and 3438 testing samples are used to develop the performance model

which results into low correlation coefficient. Then with adaptive learning, initially 550

training samples are taken which is increased to 700 samples. 3888 testing samples are

used to check the accuracy of the model. Overall model development time and values

of correlation coefficient for both performance models are shown in Table 3.2. It seems

that due to adaptive learning, model generation time is higher but it is one time process

per circuit per performance parameter.

Correlation curves are shown in Figure 3.9, produced between HSPICE (actual out-

put YT EST,SPICE) and SVM (estimated output YT EST,SV M) model. These curves are quite

linear, shows that our SVM model finely matches with HSPICE output. Correlation

curves also depicts that due to the effect of NBTI and width variation, gain ranges from

29.7 to 37.4 and slew-rate ranges from 5 V/µs to 55 V/µs. Table 3.3 shows the compari-

son of the run time of performance models for single sample, with and without adaptive

learning. In [64] a single drain current evaluation of complete circuit using kriging sur-

rogate model requires 2s using binary search method. So our method outperforms the

existing methodology.
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Table 3.3: Comparison of Run Time of Performance Models

Performance #Training Samples without & Run Time without &
Parameter with Adaptive Learning with Adaptive Learning

Gain 1500 / 950 0.066 ms / 0.046 ms
Slew-Rate 1000 / 700 0.051 ms / 0.03 ms
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Figure 3.9: Correlation Curves between SVM and HSPICE (a) Gain (b) Slew-Rate
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3.8 Summary

In this chapter, a circuit level NBTI aware SVM based feasibility and performance

model are developed for an analog circuit. Feasibility modeling is formulated as classi-

fication problem while performance modeling is formulated as regression problem. The

effect of NBTI on the differential amplifier is simulated. Gain and slew-rate degrade

within given range of time and width, which shows that aging poses the major concern

in 45nm technology. Feasibility model is developed to initially identify feasible design

space, which reduces the simulation time for performance model. Performance model

for gain and slew-rate are then developed in feasible design space. A sampling scheme

that includes LHS and adaptive learning is used, to develop the surrogate model. It is

shown that accuracy and run time of performance models improve by using adaptive

learning using less number of samples. Though it increases model development time

but it is one time process which can be tolerated. Once the model is developed it would

be fast and accurate too. A single performance parameter evaluation of complete circuit

requires 0.046ms and 0.3ms for gain and slew rate respectively which shows major im-

provement over the previous methodology. The accuracy of these models is compared

with actual HSPICE results through correlation coefficient. The values of correlation

coefficient are 0.9979 and 0.9997 for gain and slew rate respectively, which shows that

our models are highly accurate.
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Chapter 4

NBTI Aware Machine Learning

Based Long Term Surrogate Model for

Analog Circuit

Aging phenomenon is not only the function of temperature and applied bias voltage at

the gate terminal of the transistor, but also dependent on the voltages at the source and

drain terminals. Most of the previous works focus on AC stress in terms of a square

wave, but this is not the case in an analog circuit where stress is mostly sinusoidal.

In digital circuits, internal node voltages either remain at 0 or VDD. Thus, stress volt-

age at any node of the logic gate does not get affected by BTI induced VT H shift. In

the case of analog circuit, each transistor remains either in linear or saturation region.

Therefore VT H shift affects the internal node voltages which alter the Vgs and Vds that

further change the VT H values and eventually forms the closed loop positive feedback

between internal node voltages and VT H . In analog circuits, each transistor faces a dif-

ferent level of stress. Therefore associated internal node voltages and degradation level

is also different. These internal node voltages are also the function of temperature and

device design parameter (e.g., Channel Width)[140]. Analog circuits like current mirror

or differential pair, have matched PMOS transistors which are sensitive to VT H , β and

ID matching [28]. Thus BTI could be a disastrous mechanism for these devices. Perfor-

mance parameter like gain is also a function of width [141]. Channel width is also an

important parameter for sizing [142] of the analog circuits. Therefore it is necessary to

consider the changes in internal node voltages and width.

67



4.1 Effect of real time operating conditions

BTI induced aging phenomenon is greatly influenced by circuit real time operating con-

ditions i.e., change in internal node voltages. This temporal shift in operating conditions

is affected by the operating temperature, device geometry and supply voltage which dy-

namically changes the aging rate and further the performance parameters. The result of

applied stress in BTI can be modeled on a circuit in two ways:

1. Transistor Level - In terms of change in MOSFET model parameters (mobility,

threshold voltage, trans conductance)

2. Circuit Level - In terms of change in circuit performance parameters (gain, offset

voltage, drain current, bandwidth)

The first approach which is more accurate but complex, leads to calculation of VT H ,

µ and gm degradation which in turn degrades the circuit performance parameters i.e.,

gain. Though the second approach is more simple but less accurate as it does not include

the several internal effects (e.g., node voltages, thermal profile, bias runaway), which

aggravates aging phenomenon.

The change in absolute value of threshold voltage (∆VT H) due to BTI is a function

of

∆VT H = f (Time, Temperature, NodeVoltages) (4.1.1)

where node voltages are given by

NodeVoltages = (DrainVoltage(VD), GateVoltage(VG), SourceVoltage(VS))

(4.1.2)

The common source amplifier circuit shown in the Figure 4.1, is used to show the

effect of internal node voltages on transistor as well as circuit level parameters. By

applying the MOSRA model on this circuit, ∆VT H degradation is calculated for one

year.

Figure 4.2 shows the effect of internal node voltages i.e., Vgs and Vds on the degra-

dation of 4VT H on both PMOS transistors. It exhibits that in the presence of real time

operating conditions4VT H suffers more. Aging is a stochastic process. The breaking of

Si−H bond happens with a certain probability, which translates in a distribution of the
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Figure 4.1: The Common Source Amplifier

threshold voltage drift. Hence, two matched transistors which are stressed identically

do not have the same threshold voltage drift. Moreover, every transistor plays a differ-

ent role to impact the circuit output. Thus it is required to calculate the degradation of

every effected transistor in the circuit. Figure 4.3 shows the degradation of both PMOS

transistor, which indicates that MP1 degrades more than MP2 for same conditions.

The positive feedback loop between the VT H and internal node voltages results in

more degradation of circuit performance parameters e.g., gain of the common source

amplifier which is shown in the Figure 4.4.

Thus, it is necessary first to develop a transistor level model which can reflect the

changes of BTI on key model parameters, simultaneously including real time operat-

ing conditions. Second is to develop a model from transistor level to circuit level for

incorporation of changes in model parameters on performance parameters.

4.2 Need to develop an accurate long term model

The impact of aging on IC remain for a long term e.g., 5 years or more. Thus, the short

term models have limited usage in design practice. The need of long term model arises

to predict the degradation after many cycles of operation. In order to develop an accurate

aging model at the circuit level, the major challenge is time dependency of operating

points of the circuit, which modulate the electrical stress voltage of each transistor.

Previously available models estimated aging degradation for a long term by performing

measurements in a short period of time under accelerated stress conditions. Further,
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extrapolation is used to predict the lifetime degradation. In this extrapolation, the stress

conditions are considered constant. That is, the internal node voltages of each device

are considered to be same over the whole time interval of extrapolation. However, this

is not the case and stress conditions do change during the circuit lifetime. There is a

strong feedback between device aging and device biasing. Thus the calculation of the

long term degradation in a single step results in incorrect value of model as well as

performance parameters.
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Figure 4.2: Effect of real time operating conditions on 4VT H degradation (a) MP1(b)
MP2
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Total simulation time should be divided in the number of time steps, to update the

stress conditions through new transient simulations, at the end of each step. Hence,

change in electrical stress on each transistor should be taken into account periodically, to

calculate the actual shift in key model parameters for the next time step. In [84] RD and

TD based long term model for both analog and digital circuit have been proposed that

can handle random stress. These models do not include real time operating conditions

which leads to inaccurate VT H extraction. Furthermore, extrapolation causes any small
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amount of modeling error to be amplified, which results in significant error in the final

long term model. Authors in [83] proposed a long term model for both analog and digital

circuits. It uses constant time step to include the effect of real time operating conditions

for a given lifespan (0 to lifetime), which may require more number of simulations to be

performed by transistor level simulator (SPICE). Authors in [45, 143] used logarithmic

time step to improve the simulation speed. Degradation due to aging is faster in the

initial life cycle and become slower as time span increases. In logarithmic case, size of

each time step (step size) remains constant across all states (worst case degradation) and

circuits. The distance between two time steps is termed as step size. A step size is an

important parameter to find an accurate degradation. This work proposes an algorithm

to find an accurate time step, to develop a long term model. This work also presents

a long term VT H degradation model for analog circuits, which obviates the need of

calculation of VT H degradation in every cycle of given transient run, further for the

lifetime. This causes the reduction in simulation time to calculate exact VT H degradation

in each cycle. In order to combine BTI induced degradation in circuit simulation, several

reliability simulators have been proposed. These simulators used the SPICE simulations

to calculate the aging effect. In [49, 144] SPICE simulation based DC operating point

analysis has been performed to calculate the degradation of digital circuit only. For

analog circuit, this analysis is not sufficient and hence provides very less information

about aging degradation. SPICE simulations are computationally expensive with large

memory requirements and only feasible for small circuit designs. Thus for large scale

design in order to reduce simulation complexity the surrogate model is a good choice. In

this work, NBTI aware long term surrogate model has been developed by using SVM.

4.3 Proposed Algorithm to calculate The Dynamic Time

Step

4.3.1 Motivation to develop algorithm

For long term aging analysis previous simulation tools used either constant or logarith-

mic time steps, which led to inefficiency and more pessimist results. In case of constant

step, smaller step size increases the simulation time, hence reduces efficiency while
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k no of cycles for which
 degradation remain almost constant m = t / t

cycle

t
cycle

 = cycle time

T
total

Figure 4.5: Idea used in Algorithm

larger step size enhances prediction error. In case of logarithmic steps, same step size

has been used across all circuits and conditions (including worst case) which results in

inaccurate results. Thus step size plays an important role, to update real time operating

conditions for accurate aging analysis.

4.3.2 Idea behind algorithm

BTI causes degradation in electrical parameter VT H with time. This change in threshold

voltage (∆VT H) is finally converted into the degradation of performance parameter. In

order to predict the long term threshold voltage degradation due to BTI at a time t,

m = t/tcycle cycles need to be simulated. The value of m can be enormous even for

t = 1 month, which makes impractical solution in order to predict ∆VT H . It is important

to note that the value of (∆VT H) almost remain constant (insignificant change) for the

numerous number of cycles for e.g., k , which reduces the need to calculate 4VT H

in every cycle of a transient run as shown in Figure 4.5. This insignificant change in

model (device) parameter (for those k cycles) affects very less on performance (circuit)

parameter. Hence produces very less information in those k cycles. To reduce the value

of m and overall simulation time, this k number of cycles can be skipped during every

∆VT H calculation. Moreover, updated node voltage values can also be included after

every k cycles to get more accurate VT H degradation.
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4.3.3 Proposed Algorithm

In previous work of long term aging simulation, entire lifetime is divided into a certain

number of time steps. At the end of each step, partial simulations are performed to

calculate VT H degradation and other electric stress. These captured values are used to

calculate the parameter shift for the next step. These time steps are either constant or

logarithmic. In this section, an algorithm is proposed which uses dynamic time step to

calculate the electric stress on the device. The flow of the proposed algorithm is shown

in Figure 4.6. This algorithm uses reverse approach to find dynamic time step. Instead

of calculating VT H degradation at particular time step (constant/logarithmic), it finds a

time instance (in terms of k number of cycles) to obtain a particular ∆VT H . Input to the

algorithm is given in the form of ∆VT H which is called key. For simulation, the entire

lifetime is divided in different keys (∆VT H). The value of every key is found by the

proposed algorithm in terms of k number of cycles. The value of ∆VT H between two

keys changes very less (insignificant). The value of keys ranges from 0.1mV to 10mV

with a key_step which ranges from 0.1mV to 1mV. Key_step is used to modulate the

value of key. Its value is kept less for initial one year as degradation mostly occurs in

this period so that variation in electric stress at every node can be included more often.

Algorithm 4.1 provides a code of skipping k cycles in order to reduce overall sim-

ulation time while including node voltages effect. In this algorithm, key represents the

value of current ∆VT H . For a given key, the algorithm tries to find the k cycles for which

this value remain almost constant. The value of maximum time limit by which each

iteration of algorithm iterates is given by max_limit_cross, that also varies dynamically

with every key. As VT H degradation follows the power law with time, degradation is

faster in initial time cycles and slower for the later time cycles. Thus we have obtained

equation between time and 4VT H for max_limit_cross with the help of curve fitting

method (max_limit_cross = f (∆VT H = current key). Time_step is the time added to the

current time in order to search the current key. Value of time_step is also chosen adap-

tively. For lower keys, time_step is 1ms which is increased to 1000s for higher keys

values. This increases the simulation speed.

LEFT and RIGHT show the lower and upper limit of the time, which is the search

space for a particular key. We have calculated absolute error termed as ABSERR, which

is the difference between the current key and ∆VT H (ABSERR = |key−∆VT H |). We have
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used a variable err to track the ABSERR. The value of err has been varied from 10−7 to

10−3 with a multiplication factor of 10. If ABSERR is lesser than the err, then algorithm

terminates the current iteration (iter) and the maximum value of k has been found which

is denoted by TF . Otherwise LEFT , RIGHT , err and iter are updated for the current key

value. After finding the value of dynamic time step for current key, the err is set to the

initial value and key is updated to the next value. The algorithm terminates whenever the

maximum value of key reaches which is denoted by key_max. At nominal values the DC

stress is applied for 5 years on the circuit shown in Figure 4.1 and value of maximum

VT H degradation is obtained to get the value of key_max.

4.4 BTI Aware Long Term Surrogate Model

4.4.1 Analysis Flow

The aim of this work, is to develop the NBTI aware long term SVM regression model

for analog circuits. Predictive Technology Model (PTM) in 32nm is used for all sim-

ulations. A simulation flow is developed to include the effect of reliability to evaluate

the effected circuit performance during the transient analysis of the circuit. Further,

the proposed algorithm has also incorporated in the flow to include the effect of real

time operating conditions at particular time step, which finally affect the circuit perfor-

mance parameter. The entire simulation uses the different number of SPICE, MATLAB

and PERL Scripting Files. The complete simulation methodology requires two types of

information - (a) To invoke the simulation (b) To run the simulation.

• To invoke the simulation method, two sets of parameters are required that affect

internal node voltages.

1. The first set includes different width samples for PMOS transistor (10% variation

in nominal width) which are generated by LHS sampling. LHS [63] covers entire

design space with less number of samples.

2. The second set includes the value of keys (∆VT H) which are used in the proposed

algorithm to find the value of dynamic time step where the effect of internal node

voltages should be included.
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Algorithm 4.1 Proposed Algorithm to find Dynamic Time Step while including change
in node voltages
Input:
key_max = Last ∆VT H which need to find
NV = Node Voltages
Proposed_Algorithm(key_step, key_max, NV )
Initialization
iter = 0 (Time iteration variable)
err = 10−7

KF = 0 (Key found flag)
TF = Time Found (Dynamic Time Step, Initial Value = 0.1ms)
key = Current ∆VT H (Initial Value = 0.1mV )
TS = time_step (Time added to current time )
key_step = Amount by which ∆VT H need to be increased
max_limit_cross = Maximum limit of time for current key

1. while (key <= key_max) // Termination condition for Algorithm

(a) LEFT=TF , KF = 0, max_limit_cross = f (∆VT H = current key)

(b) while ( (err ≤ 10−3 ) && (KF == 0))

i. while ((KF == 0) && ( iter ≤ max_limit_cross))

A. (RIGHT, T ) =U pdation(LEFT, RIGHT, TS); // Update RIGHT and T
B. ∆VT H= CalculateT hresholdVoltage(T, NV ); // Calculate ∆VT H using T and NV

C. ABSERR = (|∆VT H − key|)
D. if (ABSERR < err) // Termination condition for a particular key

• TF = T , KF = 1; // Maximum value of k has been found, given by TF

E. else if (∆VT H < key) // Time not found

• LEFT = T + TS;

F. else // Time not found

• RIGHT = T ;

G. end
H. iter = iter+TS; // Increment in iteration with time_step

ii. end
iii. err = err×10;

(c) end

(d) key=key+ key_step

(e) err = 10−7

2. end

Function U pdation(LEFT, RIGHT, TS)

RIGHT = LEFT +TS

T = LEFT+RIGHT
2

Return (RIGHT, T )

• To run the simulation method, three types of data are required which gives the
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value of circuit performance parameter including the effect of reliability in real

time operating mode.

1. Definition of the circuit which is defined by the netlist, where PMOS transistors

(in case of NBTI) are selected for reliability analysis.

2. Definition of test bench which performs the required transient analysis for a cor-

responding width and ∆VT H to obtain the internal node voltages related to each

transistor and the value of circuit performance parameter.

3. Definition of the proposed algorithm which is used to find that how many time cy-

cles need to be skipped corresponds to particular ∆VT H to improve the simulation

time while including node voltages effect.

Methodology to develop long term model is shown in Figure 4.7. First the single

width sample, initial VT H and key (from section 4.3.3) are read from the input file and

automatically replaced in SPICE and model files. Then an automatic script starts to

run the file for transient analysis and two output files are created. Nodes_Profile file

contains the information about the node voltages of each transistor which is further

used in the proposed algorithm to calculate the degradation at a particular time. Perfor-

mance_Parameter file stores the degraded value of circuit performance parameter i.e.,

gain for corresponding width and VT H value by including the node voltages effect. Then

the proposed algorithm is run that takes input from a Nodes_Profile file and calculate

the number of time cycles which need to be skipped for a particular ∆VT H .

A long term model has been developed for 5 years. For a single width sample, the

entire process is repeated for every updated key and continues till the key_max reaches.

This whole process is repeated for every sample of width to develop the final SVM

regression model.

4.4.2 Long Term Models

The value of width (W ), gain (G), ∆VT H and corresponding dynamic time step are used

to develop initial SVM model. To develop SVM model with less number of samples

initially SVM is trained with few samples. Samples which are used to train the model

are called training samples. For testing purpose, another set of samples has been used
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which are denoted as testing samples. The accuracy is checked by finding the correla-

tion coefficient between SVM and SPICE. If target accuracy is achieved then the final

model is prepared else adaptive learning is used, to obtain the desired accuracy. Adap-

tive learning iteratively checks the previous outputs and generates new input training

samples in the area of maximum error. These new samples are again passed through

SPICE circuit simulations to get output training samples. These new input and out-

put samples are added to previous training samples. Now SVM model is trained again

and accuracy is checked. This process is repeated until the desired accuracy has been

achieved. After that final SVM model is prepared. Initially, 2200 samples of width are

generated through LHS. For every width sample the proposed algorithm has been run

for the given ranges of keys to find the time steps and gain. Two long term NBTI aware

surrogate models have been proposed.

1. Transistor Level Model - This model is developed for each PMOS transistor of

the circuit. This model shows the dependence of each ∆VT H on W and TF (Time Found

from section 4.3.3). In this work, two PMOS transistors were chosen from Figure 4.1.

The model will be represented as

Model 1 (∆VT H1, ∆VT H2 = f (W, TF)) (4.4.1)

Initially, 120 training and 2080 testing samples are used in both transistor cases

which results in low correlation coefficient. Then adaptive learning is used that pro-

vides 720 and 700 training samples for MP1 and MP2 respectively, which increases

correlation coefficient to 0.9999. Run time for single sample evaluation are 0.193ms

and 0.181ms for MP1 and MP2 respectively. Figure 4.8(a) and 4.8(b) represents the cor-

relation curves between HSPICE and SVM model for both MP1 and MP2 case. These

curves are linear, which show that the proposed long term transistor level SVM models

are closely associated with HSPICE output. These curves also exhibit the significant

variation in ∆VT H with W and TF .

2. Circuit Level Model - This is a single model for all selected PMOS transis-

tors. This model shows the effect of NBTI in terms of change in threshold voltages

(∆VT H1,∆VT H2) on circuit performance parameter at different widths. In this work,

circuit differential gain is chosen as a performance parameter. The model will be repre-

sented as
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Model 2 (G = f (∆VT H1, ∆VT H2,W )) (4.4.2)

Initially 220 training and 1980 testing samples are used which results in low cor-

relation coefficient. Then adaptive learning is used that provides 503 training samples

and 0.9999 correlation coefficient. Run time for evaluation of a single sample of gain

requires 0.102ms. Figure 4.9 shows the correlation curve between HSPICE and SVM

model for gain. The linearity of the curve exhibits that proposed SVM model for circuit

level finely matches with HSPICE output. It also displays significant variation in gain

with ∆VT H and W .

4.4.3 Comparison of the proposed algorithm with Constant and

Logarithmic Step Sizes

Step size plays an important role to get accurate VT H degradation. Different step sizes

effect the ∆VT H and performance parameter distinctly. In this section, proposed algo-

rithm is compared with different constant and logarithmic time steps. Figure 4.10(a)

shows the affect of various step sizes along with proposed algorithm (dynamic step) on
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Table 4.1: Percent error for ∆VT H and Gain

Parameter Step One Day One Year Five Year
∆VT H Proposed Algorithm 1.22 % 1.68 % 1.81 %

Logarithmic Step 23.60 % 24.00 % 25.47 %
Gain Proposed Algorithm 0.16 % 0.87 % 1.40 %

Logarithmic Step 1.10 % 4.73 % 7.17 %

Table 4.2: Simulation Time to calculate the VT H degradation for one day with different
step sizes

Step Size Time (s)
1s 93165.84

10s 9636.74
50s 1818.57
100s 791.95

1000s 122.52
Dynamic Step 245.23

Logarithmic Step 16.93

∆VT H . It is visible that the proposed algorithm closely matches with the minimum step

size of 1 second which shows the higher accuracy. As the step size increases, the value

(magnitude) of ∆VT H decreases, producing erroneous results. It is seen that logarithmic

steps produce the maximum error. Figure 4.10(b) shows the affect of various step sizes

along with proposed algorithm (dynamic step) on gain. The proposed dynamic step is

closely associated with minimum step size of 1 second providing higher accuracy. As

the step size increases change in gain decreases, providing inaccurate results.

Table 4.1 shows the percent error for ∆VT H and gain in case of dynamic and loga-

rithmic step. It is observed that error is more in case of logarithmic step in comparison

of dynamic step. This error increases with time. Table 4.2 shows the simulation time to

calculate the VT H degradation for one day under various step sizes. It is evident that in

case of minimum step size, simulation time is very large even for one day of estimation.

Although logarithmic step takes minimum time but error produced is maximum. Our

proposed algorithm for dynamic time step takes more time in comparison to logarithmic

step but very less in comparison to minimum step size and its accuracy closely matches

with the minimum step size.
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Figure 4.10: Effect of Different Step Sizes on (a) ∆VT H (b) Gain
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4.4.4 Effect of Process Corners on VT H Degradation

In nanoscale CMOS technologies there are three sources of variations at the time of

manufacturing; two environmental (supply voltage and temperature) and one process

variation. These temperature and process (threshold voltage) variations are the crucial

reliability concern [145]. When process and environmental variations are combined,

process or design corners are defined. These are the extreme of parameter variations

within which circuit should work properly. The term corner refers to an imaginary box

that ensures the guaranteed performance of the circuit. At the design corner of the design

space circuits are most likely to fail. Thus to ensure that non saturated circuit operates

correctly in every case, they should be simulated at all corners. A circuit running on

devices fabricated at these process corners may run faster or slower than specified. But

if the circuit does not work on any of these extremes then design have inadequate design

margins. The combined effect of environmental and process variation can be lumped

into their effect on transistors : Fast, Slow and Nominal (Typical).

In this section we will analyze the effect on VT H degradation under three process

corners; FF (Fast-Fast), NN (Nominal-Nominal), SS (Slow-Slow) where first/second

letter represents NMOS/PMOS transistor. Three parameters (VT H ,VDD, tempreature)

are chosen under each process corner. Variation in these parameters are given as [146]

1. Three different temperatures 30◦C,50◦C and 70◦C are considered.

2. 10% variation is considered in nominal VT H which results in high, nominal and

low values. In case of NMOS/PMOS transistor these values are 0.559/-0.495,

0.509 /-0.450 and 0.458/-0.405 for slow, nominal and fast cases respectively.

These values are considered as initial VT H in the proposed flow.

3. 10% variation in nominal VDD yields Low VDD (LVDD- 1.08V), Nominal VDD (

NVDD- 1.2V) and High VDD (HVDD- 1.32V).

Figure 4.11 shows the effect of temperature and VDD on 4VT H under different process

corners. It is visible that as temperature and VDD increases, 4VT H also increases. This

change in VT H with time is obtained using proposed algorithm under different process

corners which proves that proposed model is valid under different process corners.

Figure 4.12(a) and 4.12(b) shows the effect of HVDD and LVDD on4VT H in case of
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Figure 4.11: Process Corner (a) FF (b) NN (c) SS
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Low, Nominal and High VT H . It is evident that in case of HVDD and FF corner, 4VT H

degrades more which follows the MOSRA model.
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4.5 Summary

This chapter has proposed a NBTI aware long term SVM based surrogate model for 5

years for an analog circuit. The correlation between the BTI and voltages at the internal

node of the circuit is studied. The affect of NBTI and internal node voltages is simulated

on common source amplifier using 32nm technology. It is observed that NBTI effects

each transistor in a circuit distinctly. Both model parameter (VT H) and performance pa-

rameter (gain) degrades more by taking into account the indirect influence of BTI due to

internal node voltages. Further, a NBTI aware long term model is developed. Step size

plays an important role to develop a long term model. Minimizing step size increases

accuracy but also increases model development time. As step size increases, model

development time decreases but at the cost of accuracy. A new algorithm is proposed

which finds the dynamic step to include the effect of real time operating conditions. This

proposed algorithm is compared with different constant and logarithmic step sizes. It is

found that proposed algorithm closely matches with a minimum step size of 1 second

and requires less time in order to develop the final long term model which shows higher

accuracy. This effect of different process corners on VT H degradation have been studied.

It is observed that in FF corner under high temperature and high VDD, VT H degradation

is more. Finally a transistor and a circuit level SVM regression models have been de-

veloped. Adaptive learning has been used to improve the accuracy while reducing the

simulation time. The accuracy of these models are validated by finding the correlation

coefficient and correlation curves between HSPICE and SVM. These models are found

highly accurate with HSPICE results.
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SRAM’s occupies a more than 40% of on chip silicon area in state of the art de-

sign [147]. They are performance bottlenecks in high performance VLSI circuits. To

increase the memory density, memory cells must be as small as possible to reduce their

area by 50% in each technology node. These smaller devices make SRAM more vulner-

able for time based degradations. SRAM’s include many sub circuits such as 6T bit cell,

logic circuits like decoders, read/write access timing control circuit, pre-charge circuit

and sense amplifier. BTI not only effect SRAM cell array but its peripheral circuitry

too. Nanoscale SRAM design must ensure robust operations against degradation over

the usage lifetime. SRAM can be characterized through several performance parame-

ters like read/write stability, speed, VMIN (minimum supply voltage). Among all these

parameters stable read/write operations are the critical one because it defines the relia-

bility of SRAM. This chapter shows the effect of NBTI on SRAM read/write operations

and suggest the compensation technique to improve the read stability.

Memory circuits pose a much greater concern to mitigate the effect of degradation.

Since the area is a much greater concern in memory circuits, so area speed trade off

solution does not work efficiently for SRAM array as compared to digital CMOS or

analog circuit design [148].

5.1 Background of the SRAM Cell

5.1.1 SRAM Structure

SRAM is a type of semiconductor memory which is widely used in microprocessors

and SoC. SRAM need not be refreshed periodically due to its static nature. There exist

several SRAM memory cell designs which depends on the number of transistors used.

The standard choice is the 6T (6 Transistors) SRAM cell. It provides the optimum trade-

off between area and stability. Figure 5.1 shows the schematic diagram of 6T SRAM

cell. It consists of two cross coupled inverters which are connected through positive

feedback. Thus there are two output or memory nodes to store the data. The PMOS

transistors P1 & P2 in the core cell are called pull up transistors and NMOS transistors

N1 & N3 are called pull down transistors. There are two more NMOS transistors N2

& N4 called access transistors that are required to enable the SRAM cell for read/write

operations. Word line WL is used to enable or disable the access transistors. Bit lines
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Figure 5.1: Schematic of 6T SRAM Cell

BL and BLB are used during read/write operation to transfer the data in a differential

manner. The data is stored at points Q and Q’, as stable states denoted by 0 and 1

respectively.

5.1.2 SRAM Operations

SRAM mainly follows three working modes -

1. Hold Operation - In this mode SRAM cell remains in the idle state. The ac-

cess transistor remains OFF as the word line (WL=0) is not asserted. The cross

coupled inverter pair “Hold” the information stored.

2. Read Operation - In this mode, the stored data in SRAM cell is being read.

During read mode both BL & BLB are precharged to VDD. Then WL is set to 1

to enable the access transistors. When the cell stores ’0’, the BL gets discharged

through N2 and N1 to logical ’0’ while BLB remains precharged. Thus the value

of storing nodes gets transfer to BL and BLB. When the cell stores ’1’, the BLB

gets discharged while BL remains precharged. In both cases, a sense amplifier

detects the sloping voltage on either side and concludes that side to be ’0’ memory

node and other to be ’1’ memory node. The sense amplifier is used to speed up the

read process as bit line discharging process is slow. For sustainable read mode,

pull down transistors should be strong than the access transistors. Otherwise it
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may help for data flipping during the read mode.

3. Write Operation - In this mode, the data is being written in the SRAM cell. The

data (0 or 1) to be written is applied to BL and it’s inverted value is applied to

BLB. Then WL is set to 1 to enable the access transistors. In case of writing ’0’,

BL is tied to ground and BLB is precharged. If memory node Q has ’0’ already

then no charging/discharging takes place. In another case, if Q has ’1’, then it

will be discharged to ’0’ via N2 and through the inverter action the other memory

node Q’ get pulled up to ’1’ (via pull up transistor). For sustainable write mode,

the access transistor should be stronger than pull up transistor, so that they can

easily overwrite the already stored data on other node.

5.2 NBTI Impact on 6T SRAM Cell

SRAM transistors are more prone to BTI phenomenon due to their symmetric topolo-

gies. SRAM cells are composed of cross coupled inverters. Each memory cell either

store 0 or 1 at all times, creating unbalanced stress and one of the PMOS transistor (due

to NBTI) and NMOS transistor (due to PBTI) are always under stress causing a reduc-

tion in SRAM cell reliability characteristics [98]. This introduces asymmetric VT H shift

in both PMOS devices and skewed transfer characteristics of an inverter which results

in the degraded read/write operations [149]. SRAM cells are designed to make sure that

during a read operation the contents of the cell are not altered and during a write oper-

ation the content of the cell changes quickly. Reliability of the SRAM cell measured in

terms of static noise margin (SNM), is significantly degraded due to the effect of BTI.

The SNM during the read mode is called read SNM (RSNM) and during the write mode

is called write SNM (WSNM). In Figure 5.1, VT H of the ’ON’ transistor P2 increases

under NBTI effect.

In order to integrate the effect of NBTI in SRAM operations, a threshold voltage

shift (4VT H) for a single PMOS transistor is obtained for a given technology node.

MOSRA model [135] is used for this purpose. Figure 5.2 shows the effect of NBTI on

single PMOS transistor. For 32nm technology, 20mV change in VT H is observed for 10

years. This 4VT H is modeled as a voltage source, as shown in Figure 5.2, applied in

series with both PMOS transistors [150] to integrate the effect of NBTI in SRAM cell.
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When VT H of P2 is increased under NBTI effect, the trip point of the right inverter

becomes lower. This results in the flipping of stored data during the read operation,

hence read margin degrades with time. Figure 5.3 shows the impact of NBTI on the read

operation. Read SNM degrades from 0.0349V to 0.0291V. During the write operation,

slower P2 (due to increase in VT H) will help in discharging of the ’Q=1’ node, hence

write margin improves. Figure 5.4 shows the impact of NBTI on write operation. Write

SNM improves from 0.143V to 0.154V. Since NBTI improves the WSNM and degrades

the RSNM, so we will only consider the time based read stability degradation. For rest

of the chapter, RSNM will be written as SNM.

5.3 Read Operation related Performance Metrics

1. Read Stability (SNM) - The SRAM cell stability is characterized by a SNM. It

is the minimum amount of noise present at the nodes Q and Q’ to flip the state
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Figure 5.4: NBTI impact on write operation

Figure 5.3: NBTI impact on read operation

(stored data) of the cell. It depends on the intensity of the noise on the node

that stores ’0’ during the read operation. Stronger pull down and weaker access

transistors are required for a proper read operation. Seevinck et al. [151] proposed

a simulation and graphical based technique to calculate the SNM. Nowadays, DC

circuit simulator is used to measure the SNM. In this case, it is estimated that
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how much DC voltage is left until the cell will flip. Thus both cross coupled

inverters are treated independently and their transfer characteristics (VTC curves)

are obtained. These curves are plotted while keeping one VTC mirrored. This

results in butterfly curve. The biggest square between curves is a measure that how

much DC noise is needed to trigger the opposite inverter under read conditions.

For this DC value, the butterfly shape of the curve shall still be retained. The

higher the SNM value, the more stable the cell [152].

2. Read Current (IREAD) - It is the current that flows from the bit line into SRAM

node storing a 0. IREAD is inversely proportional to delay i.e., higher IREAD results

in lower delay and vice verse. It defines the speed of the SRAM. In a read op-

eration, this current is responsible for discharging the precharged bit-line capaci-

tances. It determines the time required to discharge the BL’s to a value where the

sense amplifier detects the ’0’ node. For successful read operation, BL’s should

discharge to a voltage differential which can trigger the sense amplifier correctly.

If IREAD goes below to a certain level, the read failure occurs.

3. Minimum Operating Voltage (VMIN) - Lowering V DD is the simplest way to save

energy in low-power systems not only in hold mode but also in read/write mode.

It defines the minimum supply voltage that provides the full functionality in all

working modes. For a read operation, it is defined as the minimum supply voltage

for which bit line discharges to logic ’0’. When SRAM operates below VMIN , all 6

transistors work in the subthreshold region and are prone to degradation. For low

power operations, it is required to operate SRAM cell with VMIN . It is necessary

to identify VMIN , at which correct read operation takes place without failure. In

Figure 5.5 at VMIN = 0.4V, BL reads correct data Q = ’0’. Data flip is observed

below 0.4 V. SNM is 0.0349V at this VMIN without considering NBTI.

5.4 Compensation Techniques

NBTI degrades the V T H of PMOS transistor, and this degradation affects the perfor-

mance and read margin of the 6T SRAM cell. Its stability decreases and data flips eas-

ily. Therefore, it is essential to compensate this effect and restore the SNM value. Over
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Figure 5.5: Determination of minimum operating voltage during read operation.

the years, several compensation techniques have been proposed for reliable SRAM op-

eration. These compensation or mitigation techniques can be broadly divided into three

[153] categories :

a. Transistor Level - At this level, the SRAM functionality can be improved by

changing either the transistor sizes or the threshold voltages.

b. Control Voltage Level - At this level, the SRAM functionality can be improved

by changing the supply voltage, word line and bit line voltages.

c. Architecture Level - At this level, The SRAM functionality can be improved by

changing the size of the SRAM array.

The focus of this work is on control voltage level techniques because they have

been proven to be effective without changing the cell design. Different voltage level

techniques are proposed in the literature which are categorized into read assist and write

assist techniques. Here we are discussing few techniques w.r.t. read operation.

1. Guard Banding - In order to save leakage power VDD is reduced to VMIN , but at

the cost of reduced stability. To increase the stability, some “Guard Band” is intro-

duced between VDD and VMIN rather than lowering the VDD up to VMIN . It is very

simple way to improve read stability without altering the system. Unfortunately,

the optimum power saving is not obtained.

2. Dual VDD - Continues scaling demands lower supply voltage, to keep power
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consumption minimum. However, reduced supply voltage decreases the SRAM

cell stability. To overcome this issue, an additional power supply is employed

(Dual VDD) in several designs [154]. In 6T SRAM cell, higher cell power supply

(VDD−Cell) means increase in read stability but decrease in write stability. On the

basis of read/write operation, the switching of SRAM VDD−Cell can be helpful to

improve the cell stability. As VDD−Cell increases during read operation, the dif-

ferential bit line voltage also increases. The voltage difference between the node

storing ’1’ and corresponding bit line produces a current which passes through an

access transistor, charging the node capacitance and increases the bit line voltage

which finally enhances the voltage difference between both bit lines. In [154] the

authors employed 100mV higher VDD−Cell than the normal VDD and 10x reduction

in cell failure was obtained. However, the area penalty was not reported.

3. Word Line Voltage - The SNM is improved by reducing the word line voltage

(VWL). Higher VWL leads to more current flowing through access transistor but it

also decreases the differential bit line voltage which results in less reliable read

operation. In [155, 156] authors proposed the replica access transistor which self

compensate VWL suppression under dynamic voltage and frequency environment

This gives maximum VWL lowering under fast/hot corners where IREAD is large to

start and vice verse. The cell stability is not limited by maximum VDD, unlike the

dual VDD approach.

4. Bit Line Control - When bit line voltage reduces (VBL), the amount of charge

sharing between bit line and the cell storage node also reduces. This amount of

charge sharing is not sufficient to invert the stored SRAM cell value but this is

achieved at the cost of less IREAD which may increase the delay. Controlling BL

and WL simultaneously is another effective way to increase SNM. Khellah et al.

[106] employed the pulsed BL and WL scheme to improve cell stability at low

voltages in single VDD−Cell design. Both precharged BL & BLB are pulled down

upto 300 mV just before turning on WL during read operation. Lower BL causes

less IREAD and the amount of charge sharing between the BL and storage node.

Thus cell is less likely to flip during the read operation, hence more stability. This

scheme preserves the speed and simplicity of conventional full VDD precharge,

eliminating the overhead to generate another voltage level for BL precharge.
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5. Body Bias - Another way to suppress the VT H variation effect is body biasing.

In [111, 157] both forward and reverse body biasing was introduced. Hamzaoglu

et al. [157] used forward body bias (FBB) to increase the strength of pull up

device. Applying the positive bias VBS to the bulk, shifts the threshold voltage to

more positive values. It helps in compensating the increased VT H variation due

to aging. This degrades the write margin, but overall cell stability is increased

so that V MIN can be reduced. In an SRAM array, all pMOS transistors have one

common n-well, which means that VBS must be adjusted equally to all pMOS

transistors. This could only be avoided by a triple-well process. Yamaoka et al.

[111] proposed separate body bias control of PMOS and NMOS. Initially, VT H

variation was monitored and then body bias of NMOS and PMOS was adjusted

externally, but this results in additional area consumption.

5.5 Proposed Mitigation Technique

NBTI degrades the VT H of PMOS transistor, and this degradation affects the perfor-

mance and read margin of the 6T SRAM cell. Its stability decreases and data flips easily.

Therefore, it is essential to compensate this effect. To improve the stability or to miti-

gate the NBTI effect, different approaches have been reported. One of the approaches

is VDD tuning [97] and other is VBL reduction technique [106]. We have proposed a

mitigation technique which is a combination of abovesaid techniques. To implement

this technique we have developed a hybrid model comprised of both VDD and VBL. Our

aim is to select VBL and VDD to improve read stability while avoiding the degradation of

other performance parameters i.e. PREAD and IREAD or delay. In the following section

both approaches have been discussed and compared with our proposed technique. For

all the simulations PTM 32nm model has been used. All the simulations are performed

using HSPICE and MATLAB curve fitting toolbox.

5.5.1 V DD Tuning

SNM is a linear function of V DD as shown in Figure 5.6(a). In this approach, V DD

is increased to compensate the degraded SNM. As V DD increases, the strength of the

access transistors decreases which increases the time to flip the data during read oper-
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ation [97]. At different values of 4V T H considering NBTI effect, degraded values of

SNM are obtained using HSPICE simulation. Further, this data is used to develop the

analytical model using MATLAB as in Equation (5.5.1).

SNM(4VT H ,VDD) = SNM(0,VDD)+ c∗4VT H (5.5.1)

where t is time, 4VT H = d ∗ t0.2475, c = −0.2893 and d = 1.49e−6 are constants,

SNM(0,V DD) and SNM(4VT H ,V DD) are the noise margins with and without NBTI at

fixed V DD. Figure 5.6(b) shows the SNM variation as the function of both V DD and

NBTI, which shows that SNM degrades more in case of higher NBTI effect. This degra-

dation is more at higher values of V DD due to large V gs values.

To improve SNM, V DD need to be increased. The value of V DD can be calculated by

equating the SNM with higher V DD(V DDH) considering NBTI to SNM at nominal V DD

without considering NBTI as in Equation (5.5.2). It results in increased value of V DD

i.e. V DDH as a function of4V T H as in Equation (5.5.3).

SNM(4VT H ,V DDH) = SNM(0,V DD) (5.5.2)

V DDH = e∗4VT H + f (5.5.3)

where e = 1.904 and f = 0.4009 are constants. Table 5.1 shows increased V DD

values at different 4VTH . Higher V DD is required to compensate higher degradation

which also increases PREAD and IREAD. Figure 5.7 and 5.8 shows the linear increment

in PREAD and IREAD as a function of4VTH with the corresponding increment in V DD.

Table 5.1: Increased V DD values to compensate NBTI

4VTH (mV) V DDH (V) PREAD (nW) IREAD (nA)
8 0.416 15.64 19.80

10 0.42 16.19 21.03
14 0.428 17.33 23.72
18 0.435 18.22 26.41
20 0.439 18.84 28.02

To compensate 4VTH = 20mV, this approach increases the PREAD up to 40% and

IREAD up to 80% from the nominal values (without NBTI). However, delay is reduced
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Figure 5.6: (a) SNM as function of V DD (b) SNM vs. V DD as a function of NBTI
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Table 5.2: Reduced Bit line Voltage values to compensate NBTI

4VTH (mV) V BLL (V) PREAD (nW) IREAD (nA)
8 0.3710 12.39 14.53

10 0.3654 12.10 14.31
14 0.3500 11.55 13.88
18 0.3349 11.03 13.40
20 0.3280 10.78 13.19

due to increased IREAD but at the cost of increased PREAD.

5.5.2 Bit Line Voltage Reduction Technique

When bit line voltage reduces, the amount of charge sharing between the bit line and the

cell storage node also reduces [106]. This amount of charge sharing is not sufficient to

invert the stored SRAM cell value. To improve SNM, V BL needs to be decreased. Value

of V BL can be calculated by equating the SNM with lower V BL(V BLL) considering NBTI

to SNM at nominal V BL without considering NBTI as in Equation (5.5.4). It results in a

reduced value of V BL i.e. V BLL as a function of4V T H as in Equation (5.5.5).

SNM(4VT H ,V BLL) = SNM(0,V BL) (5.5.4)

VBLL = g∗4VT H +h (5.5.5)

where g = −3.654 and h = 0.401 are constants. Table 5.2 shows the reduced bit

line voltage required for NBTI compensation. Figure 5.9 and 5.10 shows the effect of

reduction in V BL on PREAD and IREAD as a function of4VTH .

To compensate 4VTH = 20mV using this approach, PREAD reduces by 20% due

to lower voltage and IREAD reduces by 15% due to lower discharging rate of bit line

capacitance from the nominal values (without NBTI). However, PREAD is reduced but

at the cost of increased delay.

5.5.3 Proposed Methodology

We have proposed a combined mitigation technique using both boosted supply voltage

and bit line voltage reduction, to avail the advantages of both approaches. We have
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Table 5.3: Developed Hybrid Model to compensate NBTI

4VTH V DDH V BLL PREAD IREAD
(mV) (V) (V) (nW) (nA)

8 0.405 0.387 13.30 16.12
10 0.405 0.377 13.03 15.73
14 0.406 0.367 12.60 15.63
18 0.407 0.358 12.38 15.71
20 0.409 0.354 12.28 15.75

developed a hybrid model to implement this technique. Equation (5.5.3) and Equation

(5.5.5) are used to obtain the hybrid model as in Equation (5.5.6).

V DDH−VBLL = i∗4VT H + j (5.5.6)

where i = 5.558 and j = 0.001 are constants. Table 5.3 shows the increased V DD

and decreased V BL required to compensate NBTI effect. It is observed that V DDH values

are less as compared to the values given in Table 5.1, while V BLL values are higher

compared to the values given in Table 5.2. These set of V DDH and V BLL voltages result

in lower PREAD and higher IREAD i.e., lower delay without SRAM failure. Figure 5.11

and Figure 5.12 indicates PREAD and IREAD as a function of 4VTH for corresponding

V DDH and V BLL values.

Table 5.4 shows the comparison of all compensation techniques and values of SRAM

metrics with and without NBTI. By using the proposed technique, PREAD is reduced by

10% and IREAD is increased by 3% compared to V DD up-scaling [97] and VBL reduction

[106] approach respectively. It can be observed that using proposed technique, values

of PREAD and IREAD closely matches with the values when no NBTI effect was present

in the circuit.

5.6 Summary

In this chapter, it has been observed that NBTI is challenging reliability issue in nanoscale

devices, which degrades the circuit performance. Due to NBTI, 20mV change is ob-

served in VTH of a single PMOS transistor. Further, SNM degradation is observed in

SRAM cell. In order to compensate the effect of NBTI, a new mitigation technique is

proposed. This technique utilizes two different approaches i.e., V DD tuning and V BL re-
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Figure 5.11: PREAD vs 4VTH for Proposed Hybrid Model. Blue curve shows PREAD at
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Table 5.4: Comparison between Previous approaches and Our Developed Hybrid Model

Minimum V DD operating voltage without NBTI

V DD = 0.4V,4VTH = 0 mV
SNM = 0.0349V, PREAD= 13.59nW

IREAD= 15.50nA
After NBTI degradation [10 Years]

4VTH = 20mV SNM = 0.0291V
Compensation Techniques

V DD Boosting [97]
SNM = 0.0349V, PREAD = 18.84nW

IREAD= 28.03nA

V BL Reduction [106]
SNM = 0.0349V, PREAD = 10.78nW

IREAD= 13.19nA
Developed Hybrid Model SNM = 0.0349V, PREAD = 12.28nW

(This Work) IREAD= 15.75nA

duction, to avail the advantages of both methods. The values of performance parameters

PREAD and IREAD have been estimated. The proposed technique shows a reduction in

PREAD by 10% and increment in IREAD by 3% without degrading SNM. This results in

less delay and power, considering NBTI effect. Using hybrid model SNM is improved

to the point when there is no NBTI effect present in the SRAM without degrading other

performance parameters. This shows that such kind of techniques can provide better

controllability to mitigate the NBTI effect.
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PART II

Degradation Aware Surrogate Model

for Sense Amplifier
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The memory cell is a basic component of a memory circuit. The signal swing on the

bit lines and read access time to be minimized to get fast and power efficient memory

design. One of the most critical, SRAM peripheral circuit is the sense amplifier, which

is related to the read access time of the SRAM. Sense amplifier uses minimum bit line

differential current or voltage to provide full rail output swing, to make fast read/write

operations possible. Designing fast, robust and high performance sense amplifier is

necessary for SRAM designing, but with increasing process variations and time based

degradations, it is becoming a challenging task. Sense amplifier is comprised of a pair of

matched transistors in a positive feedback environment. The increasing intra die varia-

tions along with BTI effect results in a mismatch between the matched transistors. This

leads to sense amplifier performance degradation, like increased delay and resulting

yield loss is more pronounced than before. Thus it is necessary for the designer to accu-

rately predict the impact of transistor mismatch at the circuit level to avoid the yield loss

due to reliability issues. High fidelity models like SPICE are used to find circuit perfor-

mances, which are computation intensive. An accurate and fast process variability and

reliability aware model would be required to estimate the performance degradation with

less computation cost. A surrogate model is widely accepted to replicate the behavior of

complex simulation model while being computationally effective. In this work, initially

impact of process variation and aging on sense amplifier performance is evaluated and

then SVM based surrogate model is developed.

5.7 Sense Amplifier Background

The sense amplifier is a most critical peripheral circuit of SRAM. Its main function is

to sense the data from a read selected memory cell and translate the small differential

voltage to full swing signal. The performance of the sense amplifier depends on how

fast it provides the output signal which can be used by further digital logic. They are

designed with symmetrical structure. Despite of careful designing, variations in VT H

and width due to BTI and parametric variations, results in degraded performance of

sense amplifier. Sense amplifiers can broadly divided into two categories.

1. Voltage Mode Sense Amplifier - It is used in conventional memories, and present

high input impedance to the bit lines. This allows the sense amplifier to provide
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Figure 5.13: Conventional Voltage Mode Sense Amplifier

a high voltage gain with the use of simple circuits. For sensing the voltage differ-

ence, it requires differential discharging of the bit line capacitance. It detects the

input after building up the certain amount of charge on the bit line capacitance.

2. Current Mode Sense Amplifier - It operates by sensing the bit cell current di-

rectly. It converts and amplifies a small current difference into CMOS voltage

levels. It does not depend on the differential voltage across the bit lines. They pro-

vide low common input/output impedance, hence less sensing delay. The small

input impedance at bit line results in less voltage swing, substrate currents and

cross talk, but at the cost of large area and high power consumption.

For optimized SRAM, balancing act among delay, area and power consumption is re-

quired. Thus full CMOS latch type voltage mode sense amplifier is studied further. In

this work, conventional voltage mode sense amplifier (CVSA) is addressed as shown in

Figure 5.13.

CVSA consists of a differential input stage and a pair of the cross coupled inverter.

Transistors M1−M2 form the differential input stage, which amplifies the difference

of input signals. Transistors M3−M6 act as the cross coupled inverter that generates

positive feedback to the output. Transistor M10 is used for equalization to reduce the

aperture time of sense amplifier. The operation of the circuit is performed in two phases
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by controlling the gate voltages of transistors M7, M8 and M9. In the first phase called

precharge, the clock remains low and M7−M8 keep all the internal nodes to the high

level. In the second phase called evaluation, the clock is kept high which turns on

M9 and provides current. In this phase, sense amplifier determines the polarity of the

input signal. M1−M2 converts the differential input voltage to the differential current

which creates charge imbalance in M4 and M6. This results in one of the output nodes

to discharge faster than the other. When both the outputs have significant differential

voltage, then positive feedback of M3−M6 pushes the lower voltage to ground and

pulls the higher voltage to supply voltage (VDD). Conduction of M10 starts just before

the positive feedback action, shortens the source nodes of M4 and M6 which isolates

the regenerative nodes from the input signal applied at the gates of M1 and M2. After

the evaluation phase, all the internal nodes will rise to voltage of logic 1.

5.7.1 Output Metric: The Sensing Delay

The speed of the read operation depends on the delay (sensing delay) of the sense am-

plifier. It is the time between when the sense amplifier clock (CLK) signal reaches 50%

of the V DD and any of the output signal (OUT or OUTBAR) reaches 50% of the V DD.

Figure 5.14 shows the sensing delay between CLK and OUT (read 0) signal. For Figure

5.13 nominal values of sensing delay are 8.237ps and 8.175ps, for read 0 and read 1 re-

spectively in 45nm technology node. This delay is affected by the variations and aging

in transistor parameters, which enhances the time of read operation.

5.8 Effect of Process Variation on Sensing Delay

Process variations are the natural fluctuations that exist in transistor parameters (width,

length, oxide thickness) at the time of manufacturing. It is difficult to fabricate a large

number of devices on a chip that works within specified limits. Global variations affect

all devices in an equal manner but local variations affect all devices differently, hence

are more severe [158]. MOS transistor dimensions and V T H are the key parameters

that control the device drive current. Further, the device delay depends on this drive

current. Thus statistical variations in transistor dimensions and V T H causes significant

variation in the sensing delay. In the worst case, it may amplify the input signal in the
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Figure 5.14: Output Metric: Sensing Delay

wrong direction due to incorrect sensing. In this work, channel width (W) is chosen

to show the impact of variability on delay. Delay is inversely proportional to channel

width. The effect of width variation on sensing delay is analyzed by using 1000 monte

carlo simulations. Figure 5.15 shows the impact of width variation on sensing delay

(read 0) of the sense amplifier. Each symbol corresponds to single monte carlo run. It

is observed that 10% variation in width from the nominal value, causes 8% variation in

sensing delay.

5.9 Effect of Aging on Sensing Delay

BTI attributes increment in absolute value of V T H . In sense amplifier design V T H vari-

ation can cause operational failure. Let we consider the Figure 5.13, if there is a V T H

mismatch between M1 and M2 due to BTI effect, the current in M2 could be larger even

if the input voltage of M1 is higher. This generates a faster discharge of voltage at the

output node (OUT) which causes the circuit to flip in the wrong direction, due to the

current mismatch. V T H variation also induces failure due to trip point mismatch in the

cross coupled inverters (M3-M6) and lead to flipping in the wrong direction. This BTI

induced V T H variation also effects the sensing delay. The drain current of a transistor in

the saturation region can be defined as
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Figure 5.15: Effect of Width variation on Sensing Delay

Id = β (Vgs−VT H)
α (5.9.1)

where α is majority carriers velocity saturation index [159]. The delay of a gate can

be given as

τ =
CLVDD

Id
=

K1

(Vgs−VT H)α
(5.9.2)

where CL is the load capacitance. Differentiating with respect to VT H we get

4τ

τ
=

α∆V T H

(Vgs−VT H)
(5.9.3)

NBTI (PBTI) causes ∆V T H increment of PMOS (NMOS) transistor, hence delay

increases in both cases. Figure 5.16(a) and 5.16(b) shows the impact of PBTI and NBTI

on sensing delay for both read 0 and read 1 respectively. At room temperature, for both

read 0 and read 1, PBTI causes 2.19% and 1.96% variation and NBTI causes 52.48%

and 52.90% variation in sensing delay respectively. The BTI effect enhances at high

temperatures. Figure 5.17 shows the integrated effect of temperature and BTI (PBTI

and NBTI) on sensing delay. It is evident from the Figure 5.17 that both PBTI and NBTI

effect enhances by increasing temperature, which further increases the delay. Table 5.5

shows the values of sensing delay after one year due to BTI at different temperatures. It

is seen from the Table 5.5 that NBTI gets worse at a higher temperature.
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Figure 5.16: Effect of BTI on Sensing Delay (a) PBTI (b) NBTI
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Figure 5.17: Integrated effect of Temperature and BTI on Sensing Delay (a) PBTI read
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Table 5.5: Sensing Delay under BTI effect at different Temperatures after one year

Operation Temperature (◦C) Delay (ps)
PBTI NBTI

Read 0
35 8.745 13.64
50 9.372 15.58
65 9.930 17.71

Read 1
35 8.634 13.55
50 9.206 15.43
65 9.721 17.60

5.10 Effect of Process Corners on Sensing Delay

In this section we will analyze the effect of different process corners on the sensing delay

of the sense amplifier. Five process corners (PC) are considered; Nominal-Nominal

(NN), Fast-Fast (FF), Slow-Slow (SS), Fast-Slow (FS), and Slow-Fast (SF). Here the

first letter represents NMOS transistor and second represents PMOS transistor (for e.g.,

in FS corner, F represent NMOS and S represent PMOS). Three parameters V T H , V DD

and temperature are chosen to show the impact of process corners on sensing delay.

Variation in all these parameters are given as [146] below :

• To account for inter die variation, 2% variation is assumed in nominal V T H which

yields low, nominal and high values. For NMOS transistor corresponding values

are 0.456V, 0.466V and 0.475V. For PMOS transistor corresponding values are

-0.403V, -0.4118V and -0.42V.

• 10% variation is considered in nominal V DD (1.2V) value which results into three

different values of V DD i.e., 1.08V, 1.2V and 1.32V.

• The temperature of the device varies due to work environment and work load. To

account for temperature change three different temperatures 35◦, 50◦ and 65◦ are

considered.

Table 5.6 shows the effect of different process corners on sensing delay. It is evident

that for FF corner when both NMOS and PMOS have minimum V T H values, delay

reduces to lowest value and transistor speed increases. Similarly, for SS corner when

both NMOS and PMOS have maximum V T H values, delay increases to highest value

and transistor speed reduces. NN corner falls between these two. Delay is inversely
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Table 5.6: Effect of Process Corners on Sensing Delay

PC V T H (V) Temperature (◦C)
NMOS/PMOS 35 50 65

Sensing Delay (ps)
Read 0/Read 1 Read 0/Read 1 Read 0/Read 1

V DD= 1.2V
NN 0.466/-0.4118 8.580/8.498 9.150/9.010 9.749/9.554
SF 0.475/-0.403 8.723/8.624 9.311/9.151 9.918/9.709
FS 0.456/-0.420 8.421/8.359 8.979/8.858 9.560/9.389
FF 0.456/-0.403 8.413/8.350 8.968/8.849 9.549/9.379
SS 0.475/-0.420 8.743/8.633 9.320/9.160 9.927/9.719

V DD= 1.32V
NN 0.466/-0.4118 7.809/7.705 8.274/8.176 8.802/8.681
SF 0.475/-0.403 7.909/7.807 8.388/8.289 8.943/8.809
FS 0.456/-0.420 7.701/7.593 8.152/8.052 8.646/8.541
FF 0.456/-0.403 7.694/7.584 8.145/8.042 8.635/8.532
SS 0.475/-0.420 7.916/7.816 8.399/8.299 8.954/9.719

V DD= 1.08V
NN 0.466/-0.4118 9.826/9.681 10.440/10.330 11.100/11.00
SF 0.475/-0.403 10.00/9.875 10.640/10.530 11.310/11.23
FS 0.456/-0.420 9.639/9.460 10.240/10.100 10.870/10.76
FF 0.456/-0.403 9.630/9.447 10.230/10.090 10.860/10.74
SS 0.475/-0.420 10.010/9.886 10.650/10.540 11.320/11.24

proportional to V DD. It is observed that as V DD decreases to 1.08V, delay increases

to maximum values across all process corners at different temperatures. Similarly, for

V DD = 1.32V, delay decreases to minimum values. It is evident as temperature increases

under different V DD, delay also increases and reaches to a maximum at 65◦C across all

process corners.

5.11 Surrogate Model for Sensing Delay

The aim of this work, is to develop the variability and reliability aware SVM regression

model for sensing delay. In this work, 45 nm PTM model is used for all the simulations

performed. To illustrate the effect of process variation and aging, the sense amplifier

circuit (Figure 5.13) is chosen. HSPICE is used to draw initial samples for further

model development. LS-SVM toolbox is coupled in MATLAB to generate the surrogate

model. This section explains the surrogate model development flow for proposed work.

In order to develop any surrogate model; input variables need to be defined first.
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Channel width is crucial in an analog circuit sizing and yield improvement. Thus it is

taken as one of the input parameters to show the variability effect. BTI impacts the V T H

of the

transistor, so taken as another input parameter. Hence (W,VT HN ,V T HP) forms tuple

of input sample which is represented as Xi = f (W,VT HP,VT HN). Here VT HP and VT HN

are the threshold voltages of PMOS and NMOS transistors respectively. Figure 5.18

shows the flowchart to develop a SVM model which is explained as follows:

1. Initially, design problem and variables of input sample vector are specified.

2. Now input samples are generated for variability and reliability analysis. In vari-

ability analysis, every variable follows the gaussain distribution. Thus width sam-

ples are generated around mean value, following the gaussian random distribu-

tion. Aging is a time dependent phenomenon. Thus time samples are generated

through LHS sampling within the lower and upper bound. These time samples

are used to generate VT H degradation of PMOS and NMOS transistor i.e., VT HP

and VT HN .

3. HSPICE is used for circuit simulations to generate output performance parameter

(sensing delay samples) for corresponding input samples. These input and output

samples are used to develop initial SVM regression model.

4. To develop SVM model with less number of samples, initially SVM is trained

with few input and output samples (obtained in step 3). Samples which are used

to train the model are called training samples. For testing purpose, another set of

samples has been used which are called testing samples. Accuracy is checked by

finding correlation coefficient between SVM and HSPICE. If target accuracy is

achieved then the final model is prepared.

5. If accuracy is not achieved then adaptive learning is used, till the desired accuracy

has not been obtained.

6. These new samples are again passed through SPICE circuit simulations in order

to get output training samples. These new input and output samples are added to

previous training samples.
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7. Now SVM model is trained again and accuracy is checked. This process is re-

peated until the desired accuracy has been achieved. After that final SVM model

is prepared.

Identify Design Problem 
(Selection of Input Variables) 

Generate Sampling Points
(Latin Hypercube Sampling)

SPICE Level 
Circuit Simulations

Construct & Validate Initial 
SVM Regression Model

Final SVM Models Ready

Reaches 
Goal

Adaptive 
Learning

Yes

No

Figure 5.18: Methodology to develop the SVM Regression Model

In this work two SVM models have been developed; for read 0 and read 1.
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5.12 Results

In this work SVM based variability and reliability aware surrogate model is developed

for 45nm technology node. Initially, 3000 input samples of W , VT HN and V T HP are

generated within given range. Then circuit simulations have been done using these

input samples to produce 3000 output samples of sensing delay. Initially, 100 training

and 2900 testing, samples are used to develop SVM model for both read 0 and read 1

case. These samples results in 0.9894 and 0.9889 correlation coefficient in read 0 and

read 1 case respectively, which is not accurate enough. Then adaptive learning is used

that results into 483 and 489 training samples for read 0 and read 1 respectively, which

finally increases correlation coefficient. Correlation coefficient and run time for both

models are shown in Table 5.7. Figure 5.19(a) and 5.19(b) shows the correlation curves

between HSPICE and SVM model for both read 0 and read 1 case. These curves are

linear which show that SVM model is closely associated with HSPICE output. These

curves also shows the significant variation in sensing delay by variation in width and

V T H values.

Table 5.7: Correlation Coefficient and Run Time for Regression Model of Sensing Delay

Read 0 Read 1
Correlation Coefficient 0.9996 0.9997

Run Time 0.077ms 0.081ms

5.13 Summary

This work presents a SVM based variability and reliability aware surrogate model for

sensing delay of the sense amplifier. The effects of process variation and aging are

analyzed on SRAM sense amplifier. Sensing delay increases due to aging effect. Width

variation due to variability also causes a shift in delay from its nominal value. It shows

that both variability and aging poses a threat in nano scale regimes. It has been observed

that PBTI impact is less severe in comparison to NBTI on sensing delay for both read

0 and read 1 case. It has also been observed that BTI effect increases with temperature,

which enhances delay degradation. Sense amplifier has also been simulated at different

process corners with various V DD and temperatures. It has been observed that under
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Figure 5.19: Correlation Curves between SVM and HSPICE (a) read 0 (b) read 1
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FF and SS corner, sense amplifier works in fastest and slowest mode respectively. At

higher V DD and lower temperature, delay decreases. Further SVM regression model has

been developed by using adaptive learning for sensing delay of sense amplifier for both

read 0 and read 1 case. Adaptive learning helps to reduce simulation time, by using

few training samples while improving the accuracy to the desired level. Correlation

coefficient and correlation curve are used to check the accuracy of the model. The values

of correlation coefficient are 0.9996 and 0.9997 for read 0 and read 1 respectively, which

shows that our models are highly accurate.
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Chapter 6

Conclusions & Future Work

Aggressive scaling introduces the reliability issue which causes the circuit performances

to deviate from it’s specified values. An accurate and quick prediction of performance

degradation is required during design phase at the circuit level. The previous reliability

simulation tools are built around the SPICE simulator which are computation intensive.

In present work, the surrogate models of analog circuit performances are developed to

improve the simulation efficiency. These surrogate models are as accurate as SPICE and

require less simulation time.

We have developed NBTI aware surrogate model for the analog circuit which is

based on machine learning technique i.e., SVM. Initially, we have developed a fea-

sibility based surrogate model using SVM classifier to find feasibility design space.

Feasibility design space identifies and exclude the insignificant training samples which

speed up the simulation time for the regression model. Then the performance based

surrogate models are developed using SVM regressor for the gain and the slew-rate of a

differential amplifier. To generate SVM models using the minimum number of training

samples, we have employed sampling method using both adaptive learning and LHS.

Adaptive learning chooses samples adaptively, resulting in less simulation time. These

SVM models are found not only faster than SPICE simulations and but also highly ac-

curate. The proposed SVM surrogate models are kernel based black box models and

can be used in place of SPICE simulations using proper sampling method. The RBF

kernel is used in all simulations.

We have also presented NBTI aware SVM based long term aging model for the

analog circuit. For long term aging simulation, we have proposed a dynamic time step
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algorithm. The proposed algorithm update the stress condition adaptively to get the

accurate aging degradation at the end of the lifetime. The proposed algorithm closely

matches the minimum constant step size using very less simulation time. Further, we

have developed a long term transistor level surrogate model which provides the NBTI

degradation of all the transistors in the circuit individually. These transistor level models

are also extended to circuit level surrogate model for performance parameter i.e., gain

of common source amplifier.

Further we have proposed a mitigation technique to reduce the NBTI effect in SRAM

cell. The proposed technique is a combination of previous two mitigation techniques

i.e., VDD tuning and VBL reduction. The proposed method improves the read stability

i.e., SNM without degrading the other read parameters i.e., read power and read current.

We have also developed process and aging aware SVM surrogate model for sensing de-

lay of the sense amplifier. The effect of different process corners on sensing delay have

also been studied.

We believe that SVM based surrogate models can be used in CAD tools for future

technologies to accurately model the aging effect on different performance parameters

of analog circuits and to predict their reliability.

Future Work
Since proposed SVM surrogate models are based on single aging effect i.e., NBTI.

These models can be extended by including the impact of other aging phenomena like

HCI and TDDB. Apart from RBF kernel, other kernels based exploration to develop

aging aware model can be good area of further research. Further finding out new kernels

for more accurate and faster SVM models is also a good future direction. Different

combination of compensation techniques can be explored to mitigate the NBTI effect.

Hardware circuits can be designed to implement these compensation techniques. Not

only sense amplifier but the surrogate model of other peripheral circuit of SRAM can

be proposed.
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