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Abstract 

 
Detection of moving the object and classifying the object as a particular 

class like human, car, motorbikes, etc., under the visual surveillance 

system is a very challenging task in the computer vision. The surveillance 

system help in monitoring the activities of a human at different places and 

vehicles in traffic. In this thesis, we do the detection of moving object and 

classification using supervised learning classifier. The detection of moving 

object is done by subtracting the current frame with the background frame 

which needed background modeling before extracting the object to obtain 

the background frame. The foreground image of the moving object is 

obtained using the global thresholding. For the classification of the 

detected object Support Vector Machine (SVM), a supervised machine 

learning algorithm is used to classify the detected object. To do this, first 

set of images of different class in database is made then features are 

extracted from those images. For extracting the key points, we have used 

Bag of Words (BOW) to image database as well as to the detected 

images. The Bag of Words also known as Bag of Features is based on 

Speeded up Robust Features (SURF) algorithm for features extraction 

from the images. Now the features obtained using the Bag of Words are 

labeled with respect to their class and then used to train SVM classifier to 

create model which gives the accuracy of probability of occurrence of 

89.6%. Then image of the detected moving object is tested which gives as 

result the trained class. 
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Chapter – 1 

 Introduction 
 
1.1 Introduction 

The incorporation of effective image capture, improvement, and 

processing techniques with computer vision and machine learning 

technologies have in recent times developed intelligent systems that can 

impersonate human activities, instinct, and decision making power. Such 

incorporated technologies have found their use to many application 

ranging from video surveillance, smart phones, electronic devices, 

electronic toys, automated vehicles, security systems, entertainment and 

games industry, etc. In general, an application that can be pleased by the 

mutual power and capability of the human brain and eyes can be obliged 

with such technologies. 

For executing the above technologies, many important areas of computer 

vision, image processing, and machine learning have shown rapid growth. 

As a result, the captured images are of perfect quality, noise free, super 

resolution and of perfect clarity, for example. Once in the imaging system, 

perfect quality image is captured, it further needed to be processed to 

improve the quality and to remove any piece that might have created by 

the captured devices. The Algorithm in image processing such as for color 

correction/balancing, distortion removal, white balancing, sharpening, de- 

blurring, filtering and morphological algorithms are capable of improving 

the quality of images further, removing any objects that might have 

presented in the image due to any restriction of the image capture system. 

When the images are processed, one needs as next stage algorithm of 

computer vision such as motion detection, foreground object extraction, 

object detection, anti-shake algorithms, etc., to detect important objects in 

the frame. After the detection of an object, machine learning algorithm is 

required to classify their type and for analyzing the behavior. This thesis 

gives importance in general on moving object detection and object 

classification technologies. 
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1.2 Motivation 

Visual surveillance is the most dynamic research field in computer vision 

for humans, animals, and vehicles. Understanding activities of objects 

moving in a scene by the use of video is both a challenging scientific 

problem and a very fertile domain with many promising applications. Our 

aim is to make a visual surveillance system that detect not only a moving 

object but also classify its class to which it belongs just like human brain 

does after seeing them so that it can be used in like self-driving car as 

future applications. 

 

 

1.3 Overview of the Dissertation 
 

The thesis is organized as follows: 

Chapter 2 discusses available different algorithms or previous work which 

was done previously by researchers on motion detection and classification. 

Here, we analyzed a several different papers and see their methods to be 

followed. 

Chapter 3 presents various concepts of image processing and different 

algorithm used for detection of moving object and it also give the concepts 

on thresholding for segmentation. 

Chapter 4 is dedicated to understanding the basic concepts on different 

classification types and it also discuss the concept of feature extraction 

using Bag of Words. 

Chapter 5 implementation of algorithm on moving object is done first with 

showing flow chart next then feature extraction is done. After this 

classification part is done. 

Chapter 6 Shows simulation and result and also discussed the conclusion 

and future work. 
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Chapter – 2  

Literature Survey 

 
2.1 Introduction 

Some important terms commonly used in image processing related 

research is defined in this section. Mainly, the terms like computer vision, 

object detection, object classification and machine learning are defined. 

Definition [16]: 

Computer vision is a field that concerned with how computers can be made 

for acquisition of a high-level understanding of images or videos. It 

includes methods for acquiring, processing, analyzing, and understanding 

each image and in general, and in general it deals with automatic 

extraction, analysis, and understanding of meaningful information from 

single image frame or sequence of the image frame. 

In terms of computer vision, Object detection means detecting occurrences 

of semantic objects of a definite class like human, birds, motorbikes or cars 

in image or video. 

In the field of computer vision, terminology, Object classification (also 

known as object recognition) refers to Classification of an apparent object 

into the definite class of any recognizable human type, like for example 

motorbikes, car, bird, human, etc. Object classification needs more detail 

analysis of features for classifying the object into a particular class. 

2.2 Literature review: 

Shanyi Liu, et al. [1] uses spatial-temporal gradient to detect the moving 

object. Due to the changes and complexity of the background constraints 

of refinement mechanism has been adjusted. In this spatial gradient mean 

has been calculated to improve the detection accuracy by regulating the 

detection radius. The changes in the background have been detected based 

on the temporal gradients of the sequential frames. 
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Hong-Son Vu et al. [2] has proposed a method by merging temporal domain 

with spatial domain methods to obtain an optimized result of human 

detection and recognition in real time by using the static camera. First, they 

used background subtraction to obtain the moving object instead of detecting 

whole scene image by sliding window. Then for classification purpose, they 

use the AdaBoost algorithm. 

Fergus et al. [3] have given unsupervised learning methods to recognize 

the object. In this recognition of an object is done in the image without 

labelling and segmenting the object in the scene, i.e., in an invariant scale 

manner. To extract the feature entropy- based feature detector, shape, 

appearance, occlusion, and relative is scale is used. Then its model is used 

to classify an object in base a manner. 

Osama Masoud et al. [4] has proposed an algorithm to detect the vehicle 

in traffic and classify it in captured videos. They modelled the vehicles by 

rectangular patches based on the behavior of the vehicles. 

Omar et al. [5] used to detect the moving object for videos surveillance 

system. They used the background subtraction approaches to detect the 

moving object. In this they decomposed each gray level image obtaining 

from video into two structure and texture component and then used 

structures component to surveillance the moving object under fixed 

camera. 

Mori et al. [6] has utilized laser technology to recognize the object based 

on grid trajectories. On the grid map by voting the scan points, the 

trajectories of grid are obtained which not only provide scan segmentation 

but also shows the dimension and speed of the moving object. On the 

grid trajectory the moving object is classified as a person, a motorbike, a 

car. 
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Chapter - 3  

 

Concepts of Image Processing and Detection 
 
3.1 Introduction 

In image science technology, image processing is processing of images 

using mathematical procedures by using any form of signal processing for 

which the input  is  an  image,  a  series  of  images,  or a  video,  such as 

a snapshot or video frame. Image processing basically refers to digital 

images processing which uses Mathematical methods and computer 

algorithms to accomplish image processing on images. As a result, it allow 

to apply many algorithms on the input image to remove the noise during 

processing. It is the extraction of meaningful information from digital 

images for analysis of the features of the image. It can involve simple 

applications such as reading bar coded tags or more complex application 

such as face detection. Image processing does not only consist of 

computer algorithm but also it contains mathematical techniques. 

The applications of image processing is continuously expanding in all 

areas of science such as- Defense, Robotics, machine vision, filtering, 

optical character recognition, Security, medicine, face detection, thump 

impression detection in offices, etc. Some of techniques uses in Image 

Processing are as follows: 

 

3.2 Image Processing 

3.2.1 Video to Frame Conversion 

Video is basically nothing but a sequence of many frame at the standard 

rate of 24 frame per second. Since work of image processing is done 

mainly on the each frame we convert the video into sequence of frames. 
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We extract the frame from video step by step each. 

 

 

 

 

Video Sequence of Frames 
 

Figure 3-1: Video to frame conversion 

 

3.2.2 RGB to GRAY 

It is technique which is used to convert RGB image to Gray image 

which contains each pixel in single sample i.e every pixel of the image 

contains only intensity information. Image of this short is also known as 

Black and White images, which consist of shades of gray from very low 

value of black to high intensity of white. The transformation of RGB to 

Grayscale image is done by removing the saturation and hue data while 

retaining the luminance of the image [32]. 
 

Figure 3-2: shows RGB colour image of corn converted to Grayscale image 

[32]: (a) RGB colour image and (b) Grayscale image 
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3.3 Motion Detection 

In today’s world, video surveillance is used at each place whether it is 

maintained by governments, private or public organizations to fight against 

crime and terrorism, public safety at airports, bus stand, railway station, 

hospitals, and malls. Video surveillance is also used in traffic surveillance 

for effective management of transport movement and road safety. A video 

surveillance system includes many processes like motion detection, object 

classification, tracking, person identification, and object recognition. Out 

of these process, moving object detection is the first and most important 

stage and fruitful separation of moving foreground object from the 

background which further help to result effectively in object classification, 

tracking, person identification, and behavior analysis. 

 

 
Motion detection has been categorized by W. Hu et al. [7] into three 

methods of classes as follows: 

1. Temporal Differencing 

2. Optical Flow 

3. Background Subtraction 

 

 

3.3.1 Temporal Differencing 

In the temporal differencing method, the differences of pixels are used for 

two or more consecutive frames in the video sequences to detect moving 

regions. Temporal differencing is very adaptive to active environments, 

but usually, doesn’t work to detect all relevant pixels of moving object 

when the object has uniform texture or move slowly but when the object 

stop temporal differencing methods fails to detect the changes in the two 

or more consecutive frames. In real time video Lipton et al. [8] detect 

moving object using temporal differencing. After obtaining complete 
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difference between a previous frame and the current frame, a threshold 

value is used to find the change in the result. Then by using connected 

component analysis, the extracted moving regions are assembled into 

moving regions. Instead of two frame difference, three frames are used to 

improve. 

Let 𝐺𝑛(𝑡) be gray level intensity value at t pixel position in n 

frames of the video image sequence G and 𝐺𝑛−1(𝑡) be the gray level 

intensity value at t pixel position and T be the threshold value whose 

value is initialized with pre-determined value. Then a pixel can be 

moving in moving regions if it satisfy the following condition. 

|(𝑡) − 𝐺𝑛−1(𝑡)| > 𝑇 

 
 
3.3.2 Optical Flow 

This algorithm of motion segmentation detects moving regions in an image 

sequence by using the flow vector characteristics of moving objects over 

time. Meyer et al. [9] for extracting the artificial object calculated the 

displacement field vector to reset a silhouette based tracking algorithm, 

called active rays. The results obtained are then used for gait analysis. In 

the presence of moving camera this method can be used to detect 

independently moving objects. 

However, most optical flow calculation methods are computationally 

complex and very delicate to noise, and so can’t be used without a 

particular hardware in the real time. 

 

3.3.3 Background Subtraction 

Background subtraction based motion segmentation is a very popular 

method, mainly under those circumstances with a comparatively stationary 

background. In this method, the main and first step is to build a 

background (static) scene. Then to detect the moving regions called 

foreground in an image comparison is done pixel by pixel by taking the 
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Difference between each image sequence with background model first 

then after that the updated version of the background model. 

This algorithm has conventionally following approaches using background 

subtraction for detecting moving objects in videos from static 

omnidirectional camera [10] [11] [12]. 

3.3.3.1 Using Frame Differencing  

This method of background subtraction is the simplest way to segment 

the moving object from the background image. In this, an image is taken 

as background image denoted by B and then current frame C(t) obtained 

at the time t, is then taken to compare it with background image where 

corresponding pixels value in both C(t) and B at the same location is 

subtracted. This difference of image obtained shows some intensity in the 

pixel locations that has changed in the two frames. After this a threshold 

value T is used to filtered the pixels intensities difference in the image 

between C(t) and B. 

In mathematical form, it is written as: 

P(F(t)) = P[C(T)-P[B] 

|𝑃[𝐹(𝑡)] = 𝑃[𝐶(𝑡)] − 𝑃[𝐵]|  > 𝑇 
 

3.3.3.2 Approximate Median  

This is second method of background subtraction to segment the moving 

object from the background image. The principle of the method is the 

simple subtraction between median frame and next frame. In this there is 

absent of the background modeling. Accuracy in this method is moderate 

and take computational time low to moderate. 

3.3.3.3 Running Gaussian Average  

This approach is based on the principle of Gaussian Probability density of 

pixels on the most current number of frames It is considered more on 

suitable for real time applications. In this the statistical computations 

consume more time. 
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3.3.3.4  Background Mixture of Gaussian   

This method of background subtraction is based on approaches by 

forming each pixel as mixture of Gaussians. For updating the model, it 

uses online approximation. In this process, assumption is made that 

intensity of every pixels in the video can be modeled using Gaussian 

mixture. Here intensity probable to background is determine 

experimentally and then pixels not matching to it is referred as 

foreground pixels. 

3.4 Threshold 

After the result of motion detection algorithm, threshold play an important 

role in segmenting the image. Whether a pixel represent the moving object 

or it belongs to a background in the image is defined using a threshold 

value. Since the object in a gray image describe gray levels many methods 

of thresholding extract moving object from their background based on the 

statistics of one-dimensional (1D) histogram of gray levels and two- 

dimensional (2D) histogram of gray [13]. 

The commonly used method for thresholding is Otsu method [14], which 

chooses the global peak threshold by maximizing variance difference 

between classes based on least square method. This algorithm assumes that 

the gray- level image consist of foreground and background pixels 

following bi-modal histogram. Then computes optimum threshold by 

separating the two classes so that their inter class variance is greatest or 

their variance of intra class is minimal. Using the Otsu Thresholding, a 

gray scale image can be shown as in figure 3.3. 
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(a) (b) 

Figure 3-3: shows the image after thresholding. (a) Gray image. (b) Image after 

thresholding 

 

The mathematical form of Otsu Thresholding is as below: 

Suppose that an image in L gray levels is represented [0,1,…L-1]. 𝑝𝑗 is the 

number of pixels at level j and N is the total number of pixels given by N 

= 𝑝1 + 𝑝2 + 𝑝3 + ⋯ +  . The probability of gray level j is given by 
 

With threshold value t, the pixels of an image in the bi-level thresholding 

method are divided into two classes 𝐶1 𝑎𝑛𝑑 𝐶2 with gray levels for 𝐶1 as 

[0, 1,…,t] and with gray levels for 𝐶2 as [t+1,….L-1]. For the two classes, 

the probability distribution of gray level is given as 
 

 

the class 𝐶1 and 𝐶2 𝑚𝑒𝑎𝑛 𝑙𝑒𝑣𝑒𝑙𝑠 𝑎𝑟𝑒 𝑔𝑖𝑣𝑒𝑛 𝑎𝑠 
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𝑢𝑇 Denotes the total mean of gray levels in the image and is given by 

 
 

 

 

The variances of the class are given as 
 

 

The within – class variance is given as 
 

The variance between class is 
 

The complete variance of gray levels is given as 
 

Since the variance among within-class and between-class is constant for 

diverse partitions, Otsu method select the optimal threshold at time t by 

maximizing the variance between-class variance, and this equals to 

reduced variance of the within-class. 



13  

Chapter -4  

Feature Extraction and Classification 
 
4.1 Introduction 

For the goal of smart visual surveillance system, detection of moving 

object is the essential and significant phase that needed classification to 

classify the moving detected object from the background in the scene. The 

extracted moving object can be car, motorbikes, humans, animals, birds, 

airplanes, etc. The work of the classification in surveillance system, is to 

classify the detected moving object into classes which are predefined like 

animal, human, or vehicle, etc. This system is mostly used in examining 

humans and vehicles. When the detected object is specified that it belongs 

to the particular class, then it can be further used as application like in 

identification of person, tracking of the object activity. 

The classification of object is an example of pattern recognition. 

Basically there are two approaches based on which classification of the 

detected moving objects can be done [7]. 

1. Classification based on the Shape of object: 

In this classification, characteristics of the moving detected object 

region like boxes, silhouettes, blobs and points are used in classification. 

Kuno et al. [17] use parameters of silhouette patterns of human to classify 

them from other moving object. Lipton et al. [23] used area and image 

blob dispersedness of the shape as features to classify detected moving 

object   as   human   and    vehicles.    They    used    time-based 

steadiness constraints to make the classification more precisely. 

2. Classification based on the Motion of Object: 

The body of object like human is non-rigid and articulated. There is 

periodicity in the movement and so for the classification of moving object 

from the other objects in the video frame this property can be used Cutler 

et al. [24] used attentive tracked object and calculated self-similarity over 
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period. The calculated self-similarity is periodic in nature for the 

periodically object movement. Then to detect and classify the object time 

-frequency analysis is done. 

For the recognition of moving object Features Extraction and 

Classification play very important role. 

 
4.2 Bag of Words 

Feature extraction of the object defines the significant shape 

information of object. The aim of feature extraction is to obtain the most 

applicable features from the object and represent that features in a lesser 

dimension space. When data like images used to input to machine learning 

algorithm is very large then input data is need to transformed into less 

features vector. 
For features extraction from the image bag of features is used to create 

a vocabulary of extracted local point features. Bag of features also 

known as Bag of Words (BOW) was created by G. Csurka et al. [25]. 

They used following process to create this bag of features and it shown 

in figure 4.1 

 Image patches from a set of labelled images are first detected and 

then descripted. 

 The descripted patches are assigned to a vocabulary which is pre- 

determined clusters set with help of a vector quantization. 

 Then bag of key points is constructed using clustering which 

acquire the number of patches allocated to each cluster. 
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Figure 4-1: Show the process involved in Bag of features 

 

 

 

 

4.2.1 Detection and Description 
The patches of labeled images can be detected and descripted using 

Scale–Invariant Feature Transform (SIFT) [18], Maximally Stable 

External Region (MSER) [22], Speeded Up Robust Features (SURF) 

[19], Histogram Oriented Gradient (HOG) [20], etc. Csurka used SIFT 

for the detect and description of features but now we can use SURF 

Features for detecting and extracting as the extraction of blob-like 

features and descriptors from images instead of SIFT. The reason to use 

this is that size used for descriptor in standard SIFT is of 128 floating 

point which is reduced in SURF to a value of 64 floating point. A 

descriptor vector with length of 64 floating point value is created around 

each key point in nearby using a histogram of gradient orientations. 

SURF descriptor vector can be created as shown in Figure 4.2 
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Figure 4-2: Showing SURF feature vector that is built from gradient of images. 

 

 
The principle of SURF algorithm is same as SIFT algorithm but detail in 

each step of SURF is different. The algorithm of SURF is consist of 

detection of interest points, description of local neighboring and 

matching which is done by equating the descriptors acquired from two 

different images. Figure 4.3 shows the detected interest point using 

SURF in the Yamaha motorbikes. 
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(a) (b) 
 
 
 

Figure 4-3: Shows the detected interest point in the image of Yamaha motorbike: (a) selected 

interest points is 10. (b) Selected interest points is 1000. 

 

 

 

 

 
 

4.3 Classification 

After doing the features extraction process supervised machine learning 

classifier are used for the classification of classes. A summary of object 

classification is shown in figure 4.4 and some of the classifier of machine 

learning are discussed here. 
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Figure 4-4: Summary of object classification approach [27] 
 

 

 

4.3.1 Decision Tree 

Decision tree learning developed by Quinlan [30] is one the commonly 

used classifier in case for spontaneous learning. It uses decision tree as a 

predictive model to go from observations represented in the branches to 

conclusion about the item’s target value represented in leaves. The models 

of the decision tree where variable target take discrete target set are called 

classification trees. In this tree structures, a labelled class are represented 

by leaf nodes and concurrences of features are resembled by branches 

which direct to those class labels. Decision trees are known as regression 

trees when the target object variable take continuous values. 

Any data set can be classified following the nodes and branches 

accordingly until a leaf node is reached. The Decision Tree process target 

to achieve the classification correctly from all data which are being 

trained. One benefit of Decision Trees is that the generated classification 

structures are simple, so they are easy to handle and interpret. 
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Figure 4-5: an example of Classification using Decision Tree [28] 

 

 
In figure 4.4 the classification of passengers on Titanic is shown where 

probability of survival is shown under leaves and observations percentage 

under leaf. Here, first feature as gender, age, and sibsp (the number of 

spouses or siblings aboard). If gender feature of person is not male then 

they are survived by 36% else classification is done on age basis, where if 

age is more than 9.5 they died else we check sibsp feature. In this case, if 

sibsp is more than 2.5 than 2% is died else classified as 2% survived. 

 

 

 
4.3.2 k-Nearest Neighbour 

The k-Nearest Neighbour (kNN) algorithm used for classification is the 

simplest non-parametric method in the pattern recognition. In the industry, 

it is widely used in classification problems. All data to be trained in kNN 

are stored and queries data are classified according to k nearest neighbors 
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of the majority class in the dataset given. kNN uses Euclidean distance for 

calculating the distance between two data items. The accuracy of 

classification in kNN can be corrected considerably with the help of 

algorithms like Large Margin Nearest Neighbor if the space metric is 

erudite. All training data are re-entered, in spite of this, kNN have costly 

prediction time. 

 

 

4.3.3 Artificial Neural Networks 

Artificial Neural Networks (ANNs) learning algorithm is one of the 

trending classifier based on the structure, processing method and learning 

ability of brain given by Haykin et al.[26] 

 

Figure 4-6: shows the structure of neural network [20] 

Its structure is inspired by biological neurons networks. Their artificial 

neurons also termed as nodes, are liable in even more than one layers. Each 

node of the structure is linked to one or more than one nodes through 

weighted connections. 
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It is used in many application as classifier to classify the classes such as 

in vehicles identification, face recognition, text recognition and moving 

object classification. Figure 4.4 shows the basic structure model of neural 

network that composed three layer as input layer, hidden layer, and output 

layer. Neuron present in the first input layer provide the information about 

features. The hidden second layer implements calculation required for the 

third layer to provide the output. 

The representation and knowledge about data is acquired and stored in an 

ANN by adjusting connections’ weights. There are several algorithms for 

ANN training. They usually try to adjust the ANN weights to approximate 

the outputs of the ANN to the desired outputs known for training data. The 

algorithm named back-propagation is based on this error correcting 

concept. 

In general, among the advantages of ANNs are their robustness to noisy 

data and their ability to represent linear and non-linear functions of various 

forms and complexities. Disadvantages include the need of parameter 

tuning and the difficulty in interpreting the concepts learned by the ANN, 

which are codified in the weights. 

 

 

4.3.4 Support Vector Machines 

Support Vector Machines (SVMs) [29] is most popular supervised binary 

classification algorithm of the machine learning algorithm. This was 

introduced based on the concepts from the Statistical Learning Theory by 

Coertes and Vapnik[ ] . From a dataset D composed of n pairs (xi, yi), in 

which xi ∈ Rm and yi ∈ {−1, +1}, SVMs search for a hyper plane w · 

Φ(x) + b = 0 that with minimum error able to isolate the data in D with 

maximizing the margin of separation between the classes vectors. In this 

equation, a mapping function is represented by Φ which maps the data in 

D to a space of higher dimension, so that the different classes become 

separable linearly. 
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In the training and predictions process of SVM, the mapping function is 

in the form of dot products as Φ(xi) · Φ(xj), which are efficiently calculated 

with the help of Kernel functions,. Some kernel function used in Support 

Vector Machine are the Linear, Radial-Basis Function, and Gaussian 

functions. 
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Chapter – 5  

Implementation 
 

In the previous two chapter, we discussed the concepts of some image 

processing and machine learning algorithm for the case of motion 

detection and classification respectively. In this chapter 5, we are going to 

implement them for moving object detection and classification. 

The mechanism to detect and classify moving object involves three 

important stage that are moving object detection, feature extraction and 

classification also followed by pre-processing steps. For this video is taken 

on which detection part is done and for training the SVM classifier image 

database from Caltech_101 [21][31] and LabelMe[33] is taken. The 

entire process is operated on MATLAB R2015a. In first part detection 

process is done in video which includes three major stages background 

modeling, background subtraction and moving object segmentation. then 

features are extracted using bag of features of the detected object in the 

images. In second part features are extracted using the same bag of 

features from the image set in database and then trained the classifier 

using the Classifier learner of Matlab. These steps are revealed below in 

brief. 

5.1 Algorithm and Flow Chart 

5.1.1 Detection of Moving Object 

 
Step1: Image pre-processing 

 A video is taken and then successive frames are extracted from it 

 Read image 

 RGB color image is converted to grayscale image 
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Step2: Detection of moving object using Background Subtraction 

 Background Modelling is done. During a video sequence 

pixels remain unchanged. So a background modeling 

Specify that pixels is a background pixels or foreground 

pixels in the frame. Than threshold value of previous frame 

and current frame is calculated using Otsu threshold. 

 After the background frame generation the background 

subtraction is done using frame difference. 

 For any change in frame, current background pixel value is 

updated by the current frame pixel value if it is lower than a 

average threshold value of current frame and background 

frame. 

 Then moving foreground object is segmented using Otsu 

thresholding to obtain the binary image. 

 

 
Step3: Morphology Filtering and holes filling 

 The binary image obtain after thresholding is filtered 

through closing operation of morphological process and then holes 

are filled in the foreground object. 
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5.1.2 Flow Chart of the Moving Object Detection                 

     
      Figure 5-1: Flow chart of Moving Object Detection                                             

 

 

5.1.3 Training Image 

In this stage images from database are used to train the classifier to make a 

classification model. For this step used are as below: 

Step1: First total 280 images are used to create image database in four groups with 

equal number of images in each group. 

Step2: Features are extracted using Bag of Features from those image set as same as it      

is extracted from detected images. These features are clustered into 100 vocabulary 

size.  

Step3: Once features are clustered then each cluster are encoded to form visual words     



26  

and histogram is obtained from that. The encoded features are arranged in a table and 

then label to it with respect to the classes. 

Step4: Now with classification learner, the classification model of SVM classifier is 

made which gives the confusion matrix as result. This confusion matrix provide the 

accuracy of probability of occurrence of images. 

 

5.1.4 Flow Chart of the Training process 

 

Figure 5-2: Flow chart of the Training process 
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5.1.5 Testing of the Image 
    

The image obtained after the detection of the moving object in section 5.1.1 is used to 

test with model of SVM classifier obtained in section 5.1.3.  The steps involve in this is 

discussed below: 

Step1: We used the images obtained from detected moving object to test. 

 

Step2: The features are extracted using the same bag of features from the test images.  

Here also the extracted features are clustered into 100 vocabulary size. 

 

Step3:  Once features are clustered then each cluster are encoded to form visual words     

and histogram is obtained from that. Then we arrange these features into a table. 

 

Step4: Now the features arranged in table and the model created of SVM classifier are 

used to predict the class of the tested images to which it belongs.   

 

5.1.6 Flow Chart of the Testing process 

                    

            Figure 5-3: Flow chart of the Testing process 
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Chapter - 6  

Result and Conclusion 
 

In previous chapter we have discussed the algorithm of moving object detection 

and classification. Now in this chapter we are going to show the simulation results 

of each stage of the algorithm implementation .The different stages of algorithm 

implementation are image pre-processing, feature extraction followed by 

classification 

6.1 Result of Moving Object Detection 

6.1.1 Video to Frame Conversion 

From a recorded video frames are extracted as shown in the figure 6.1 
 
 
 

Video Sequence of Frames 
 

Figure 6-1: Shows a video converted into sequence of frame 

 

 
6.1.2 Frame Differencing 

Difference of the image from previous frame (frame-1) and next frame (frame-2) 

is obtained as shown in figure 6.2 
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Previous Frame Next Frame Difference Image 

Figure 6-2: Shows the Difference of the two image 

 

6.1.3 Image after thresholding and binarization 

After doing the background subtraction the moving object in gray difference image 

is obtained as it is shown in the figure 6.3, then the object is segmented using 

thresholding and binarized. 
 

Difference Image Binary image 

Figure 6-3:  Showing binary image after thresholding 

 

 
6.1.4 Removing noise in binary image 

Binary image obtained contains some noise. These are removed by 

removing all connected components that have fewer than 15 pixels from 

binary image and then performs morphologically closing on the binary image. 

If there is any holes left then they are filled. These all are shown in figure 6.4 
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The object obtained shows that it is moving and so we can say that moving 

object has been detected. 
 

 
 

 

 

 

(a) (b)  (c) (d) 

Figure 6-4: Showing binary image after removing noise: (a) Binary image with noise (b)Binary 

image without noise (c)Morphological closing (d) Showing detected image in original frame. 
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6.2 Result of Training Classifier 

Classes used to train classifier for creating a model are human, car, 

motorbikes, and bicycle. Images of these taken from Caltech_101 and 

LabelMe as sample are shown here. 

6.2.1 Images taken for the database 

6.2.1.1 Human  

Images of human used for training as sample is shown in the figure 6.5 
 
 

 

Figure 6-5: Images of human 
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  6.2.1.2 Car  

Images of car used for training as sample is shown in the figure 6.6 
 

Figure 6-6: Images of car 

 

 
 6.2.1.3 Bicycle  

Images of Bicycle used for training as sample is shown in the figure 6.7 
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Figure 6-7: Images of Bicycle 

  

 

 

6.2.1.4 Motorbikes  

Images of Motorbikes used for training as sample is shown in the figure 

6.8 
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Figure 6-8: Images of Motorbikes 

 

 

 

 
6.2.2 Histogram representation of Visual word obtained from features 

extraction 
6.2.2.1 Histogram representation of bicycle 

The histogram representation of visual words of respective bicycle as a 

sample is shown in figure 6.9.
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Figure 6-9: Shows image of bicycles in left side with respective histogram in the right side 
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6.2.2.2 Histogram representation of car 

The histogram representation of visual words of respective car as a sample is shown 

in figure 6.10 
 

 

 

 

 

 

Figure 6-10: Shows image of Motorbikes in left side with respective histogram in the right side 
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6.2.2.3 Histogram representation of human 

The histogram representation of visual words of respective human as a sample is 

shown in figure 6.11 
 

 

 

 

 

 

Figure 6-11: Show image of human in left side with respective histogram in right side 
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6.2.2.4 Histogram representation of motorbikes 

The histogram representation of visual words of respective motorbikes as 

a sample is shown in figure 6.12 
 

 

 

 

 

 

Figure 6-12: Shows image of Motorbikes in left side with respective histogram in the right 

side. 
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6.2.2.5 Histogram representation of all the images of classes 
 
 

Figure 6-13: Shows the histogram of all class images 

 

 
The histogram of features obtained from the 280 images of entire training 

class is shown in figure 6.13 

6.2.3 Model of the classifier 
The extracted features from the images after training create a model of SVM 

classifier and this is shown as scatter plotting. 

6.2.3.1 Scatter Plot of Train model  

The scattering plot of the SVM classifier data and its prediction of the train 

model is shown in the figure 6.14 and figure 6.15 respectively. Here data 

of each vector of the class is shown with dot in figure 6.14 and then 

probability of misclassified with cross in figure 6.15. 
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Figure 6-14: Scatter plot of data of 280 images of the classes 
 
 

 
Figure 6-15: Scatter plot of predicted data of 280 images of the classes 



41  

 6.2.3.2 Confusion matrix obtained of the classes  
 
 

Figure 6-16: confusion matrix of the 280 images of classes 

 

 
The confusion matrix of the trained classes of total 280 images is shown 

in the figure 6.16. It shows the probability of occurrence of object with 

accuracy of 89.6%. From confusion matrix we conclude that classifier 

SVM can predict bicycle from 70 images as 66 images as bicycle and with 

error of prediction of image 4 images as other class car. Similarly from 70 

images predict 63 images as motorbike, predict 57 images as human, and 

predict 65 images as car. The box in the diagonal of the matrix give over 

all correction in a class with percentage and rest boxes in row and column 

are showing prediction error with percentage. Also the probability of 

correct prediction of a class is given by column in right. 
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6.3 Testing of the Image 

Now the image obtained of moving object is tested with the trained 

model to predict the class to which it belongs. Here after testing, we get 

the result of Car and this is shown in figure 6.17 and also it gives as 

error of human when test second time and this is shown in figure 6.18.  
 

Figure 6-17 Shows tested image of the car as result.             

 

         

 

                            Figure 6-18 Shows tested image of the car as error in result  
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6.4 Conclusion and Future Work 

We have used algorithm to detect the moving object and classify 

them. The detection of the moving object is done using the 

background subtraction frame difference method and the classification 

is done using SVM. Like the most methods in the literature, we have 

modelled the background frame of the video sequence and then we 

have computed absolute difference from the next frame to get the 

moving object. After this we used the supervised machine learning 

SVM classifier to train the images taken from database Caltech_101 

and LabelMe and then classify the moving object. The trained 

classifier gives the accuracy of 89.6% as the probability of occurrence 

of the image. Then tested the detected moving object image which 

result as car. 

The work in thesis is given on fixed camera which in future can be 

implemented with moving camera for the detection as well as 

classification. The classified object can also be tracked with many 

tracking algorithm and also their speed and distance can be determined 

which finally can be utilized in self-auto mobiles in future work. 
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